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Abstract

Text categorization or classification is the automated assigning of text documents to pre-defined classes based on their contents. Many of classification algorithms usually assume that the training examples are evenly distributed among different classes. However, unbalanced data sets often appear in many practical applications. In order to deal with uneven text sets, we propose the neighbor-weighted K-nearest neighbor algorithm, i.e. NWKNN. The experimental results indicate that our algorithm NWKNN achieves significant classification performance improvement on imbalanced corpora.
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1. Introduction

With the ever-increasing volume of text data from Internet, it is an important task to categorize these documents into manageable and easy to understand categories. Text categorization aims to automatically place the pre-defined labels on previously unseen documents. It is an active research area in information retrieval, machine learning and natural language processing. A number of machine learning algorithms have been introduced to deal with text classification, such as K-Nearest Neighbor (KNN) (Yang, 1999; Yang & Lin, 1999), Centroid-Based Classifier (Han & Karypis, 2000), Naive Bayes (Lewis, 1998), Decision Trees (Lewis & Ringuette, 1994) and Support Vector Machines (SVM) (Joachims, 1998).

Many of these standard classification algorithms usually assume that the training examples are evenly distributed among different classes. However, as indicated in (Japkowicz, 2000) unbalanced data sets often appear in many practical applications. In an unbalanced data set, the majority class is represented by a large portion of all the examples, while the other, the minority class has only a small percentage of all examples. When a text classifier encounters an unbalanced document corpus, the classification performance often decreases. Although Yang (1999) and Yang and Lin (1999) argued KNN offers top-notch performance for text categorization in most cases it also suffers from imbalance of text data.

In order to improve the performance of classification algorithms on unbalanced distribution text corpora, some researchers resort to sampling strategies (Singhal, Mitra, & Buckley, 1997; Zhang & Mani). However, the removal of training documents in large categories may lose some important information and always sacrifices the classification performance in some cases.

In this work, we propose Neighbor-Weighted K-Nearest Neighbor (NWKNN) for unbalanced text categorization problems. Instead of balancing the training data, our algorithm NWKNN assigns a big weight for neighbors from small class, and assigns a little weight for neighbors contained in large category. The experimental results indicate that our algorithm NWKNN achieves significant classification performance improvement on imbalanced corpora.

The rest of this paper is constructed as follows: Section 2 describes the traditional KNN classifier. Our algorithm NWKNN is introduced in Section 3. Experimental results are given in Section 4. Finally Section 5 concludes this paper.
2. KNN classifier

The KNN text classification approach is quite simple: given a test document $d$, the system finds the $K$-nearest neighbors among training documents, and uses the classes of the $K$-nearest neighbors to weight class candidates. The similarity score of each nearest neighbor document to the test document is used as the weight of the classes of the neighbor document. If several of $K$-nearest neighbors share a class, then the per-neighbor weights of that class are added together, and the resulting weighted sum is used as the likelihood score of that class with respect to the test document. By sorting the scores of candidate classes, a ranked list is obtained for the test document. Formally, the decision rule in KNN classification can be written as:

$$\text{score}(d, c_i) = \sum_{d_j \in \text{KNN}(d)} \text{Sim}(d, d_j) \delta(d_j, c_i)$$

Above, $\text{KNN}(d)$ indicates the set of $K$-nearest neighbors of document $d$. $\delta(d_j, c_i)$ is the classification for document $d_j$ with respect to class $c_i$, that is,

$$\delta(d_j, c_i) = \begin{cases} 1 & d_j \in c_i \\ 0 & d_j \notin c_i \end{cases}$$

For test document $d$, it should be assigned the class that has the highest resulting weighted sum.

3. Proposed algorithm

3.1. The motivation

For unbalanced text corpora, the majority class tends to have more examples in the $K$-neighbor set for each test document. If we employ traditional KNN decision rule to classify the test document, the test document tends to be assigned the majority class label. As a result, the big category tends to have high classification accuracy, while the other the minority class tends to have low classification accuracy. Therefore the total performance of KNN will be inevitably harmed. Very intuitively, in order to alleviate the impact of imbalance of text data, we assign a small weight for the neighbors from majority class and relatively large weight for the neighbors contained in small category.

3.2. The NWKNN algorithm

In our experiments, the documents are represented using the vector space model (VSM). In this model, each document $d$ is considered to be a vector in the term-space. The weight of each word is computed using TFIDF (Salton & Buckley, 1988).

For each test document $d$, we first select $K$ neighbors among training documents contained in $K^*$ categories $\{C_1^*, C_2^*, ..., C_{K^*}\}$. The weight is obtained by following formula:

$$\text{Weight}_i = \frac{1}{(\text{Num}(C_i^*))/\text{Min}(\text{Num}(C_l^*)|l=1, ..., K^*))^{1/\text{Exponent}}}$$

where Exponent > 1. The improved decision rule in NWKNN can be written as:

$$\text{score}(d, c_i) = \sum_{d_j \in \text{KNN}(d)} \text{Weight}_i \text{Sim}(d, d_j) \delta(d_j, c_i)$$

Above formula is equivalent to following formula:

$$\text{score}(d, c_i) = \text{Weight}_i \left( \sum_{d_j \in \text{KNN}(d)} \text{Sim}(d, d_j) \delta(d_j, c_i) \right)$$

Above, $\text{KNN}(d)$ indicates the set of $K$-nearest neighbors of document $d$. $\delta(d_j, c_i)$ is the classification for document $d_j$ with respect to class $c_i$, that is,

$$\delta(d_j, c_i) = \begin{cases} 1 & d_j \in c_i \\ 0 & d_j \notin c_i \end{cases}$$

For test document $d$, as traditional KNN it should be assigned the class that has the highest resulting weighted sum.

4. Experiment results

4.1. The datasets

In our experiment, we use two corpora: Reuter (http://www.research.att.com/~lewis/reuters21578.html) and TDT2 (TDT2, 1998).

Reuter. The Reuters-21578 Text Categorization Test Collection contains documents collected from the Reuters newswire in 1987. It is a standard text categorization benchmark and contains 135 categories. We used its subset: one consisting of 55 categories, which has approximately 10,324 documents (Table 1).

TDT2. TDT2 is the NIST Topic Detection and Tracking text corpus version 3.2 released in December 6, 1999 (TDT2, 1998). This corpus contains news data collected daily from nine news sources in two languages (American English and Mandarin Chinese), over a period of 6 months (January–June in 1998). We used only the Chinese news texts. The Chinese corpus is sampled daily from January through June 1998 and includes Voice of American’s Mandarin News program, Xinhua newswire and news stories downloaded from Zaobao’s web site (www.zaobao.com, www.asianone.com). The text data contains 3208 documents grouped under 20 categories (see Table 2).
4.2. The performance measure

To evaluate a text classification system, we use the $F_1$ measure introduced by van Rijsbergen (1979). This measure combines recall and precision in the following way:

\[
Recall = \frac{\text{number of correct positive predictions}}{\text{number of positive examples}}
\]

\[
Precision = \frac{\text{number of correct positive predictions}}{\text{number of positive predictions}}
\]

\[
F_1 = \frac{2 \times Recall \times Precision}{Recall + Precision}
\]

For ease of comparison, we summarize the $F_1$ scores over the different categories using the macro-averages of $F_1$ scores (Lewis, Schapire, Callan, & Papka, 1996):

Macro-$F_1 = \text{average of within-category } F_1 \text{ values}$

The Macro-$F_1$ emphasizes the performance of the system on rare categories. Using Macro-$F_1$, we can observe the effect of different kinds of data on a text classification system (Kian Ming Adam Chai, Hwee Tou Ng, & Hai Leong Chieu).

In the same way, we can obtain the Macro-Recall and Macro-Precision as follows:

Macro-Recall = \text{average of within-category Recall values}

Macro-Precision = \text{average of within-category Precision values}

4.3. The experimental results

We split the each dataset into three parts. Then we use two parts for training and the remaining third for test. We conduct the training-test procedure three times and use the average of the three performances as final result. This is so called three-fold cross validation.

Figs. 1 and 4 display the performance curve for NWKNN and KNN on Reuter and TDT2 respectively after selecting features using Information Gain (Lewis & Ringuette, 1994). Note that exponent takes 3. From the two figures we can see that our algorithm NWKNN beats...
the KNN under all feature numbers by about 5% on Reuter and about 8% on TDT2.

Figs. 2 and 5 illustrate the performance comparison between NWKNN using different exponent and KNN on Reuter and TDT2, respectively. Note that the feature number takes 10,000. From the two Figures, we can find a rule that with the increase of exponent, our algorithm NWKNN in the beginning performs better and afterward worse. When exponent takes 4.0, our algorithm NWKNN achieves the best results on two datasets and beats KNN by 10% on TDT2.

Figs. 3 and 6 report the Macro-Precision and Macro-Recall comparison between NWKNN using different exponent and KNN on Reuter and TDT2, respectively. Note that the feature number takes 10,000. From the two figures, we can discover a phenomenon that the bigger the exponent, the higher the Macro-Precision and the lower the Macro-Recall our algorithm NWKNN achieves on the two datasets.

5. Conclusion

In this paper we develop an improved KNN algorithm, i.e. NWKNN, for unbalanced text categorization problems. Comparison between our algorithm NWKNN and traditional KNN is conducted on Reuter and TDT2 corpora. The experimental results indicate that our algorithm NWKNN yields much better performance than KNN. Consequently, our algorithm NWKNN is an...
effective algorithm for unbalanced text classification problems.
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