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Network Model for MIMO Systems With Coupled
Antennas and Noisy Amplifiers

Matthew L. Morris and Michael A. Jensen, Senior Member, IEEE

Abstract—This paper presents a framework for the analysis of
mutually-coupled antennas in a multiple-input multiple-output
system. The approach uses network theory to formulate the
transfer matrix relating the signals input to the transmit antennas
to the signals at the output of the receiver front end. This transfer
function includes the coupled transmit and receive antennas, the
multipath propagation channel, the receiver matching network,
and a realistic noise model for the receive amplifiers. Application
of the formulation to coupled dipole antennas characterized using
full-wave electromagnetic analysis illustrates the performance
gains possible from matching the coupled antenna/receive ampli-
fier subsystem for minimum noise figure as compared to matching
for maximum signal power transfer.

Index Terms—Amplifier noise, multiple-input multiple-output
(MIMO) systems, mutual coupling.

I. INTRODUCTION

ULTIPLE-INPUT multiple-output (MIMO) communi-

cation systems use antenna arrays to increase commu-
nication capacity by exploiting the spatial properties of a multi-
path channel [1], [2]. Providing high capacity requires indepen-
dence of the channel matrix coefficients, a condition generally
achieved with wide antenna element spacings. For many sub-
scriber units, such separations are unrealistic, and the resulting
antenna mutual coupling [3] can impact communication perfor-
mance.

Evaluating the impact of antenna mutual coupling on MIMO
system performance has generally been approached by exam-
ining how the altered radiation patterns change the signal cor-
relation [4], [5] and using this correlation to derive the system
capacity [6]-[13]. However, this approach neglects the impact
of transmit array coupling on the radiated power as well as
the power collection capabilities of the coupled receive array
connected through a matching network to the front-end ampli-
fiers. Recent work has demonstrated how these additional con-
siderations can be taken into account [14], [15]. However, in
past studies the noise model for the receiver front end is overly
simplistic. As a result, the prior observation that the optimal
matching network should maximize power transfer is inappro-
priate for typical amplifier structures with more complex noise
characteristics [14].
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In this work, we use a detailed network model of a MIMO
system to realistically account for mutual coupling and amplifier
noise on the overall capacity. In conjunction with a path-based
channel model, this formulation constructs the channel matrix
relating the signals input to the transmit antennas to those at
the output of the receiver front end and uses this result to com-
pute the MIMO system capacity. Computational examples using
coupled dipoles characterized using full-wave electromagnetic
analysis reveal that matching the receiver amplifiers for min-
imum noise figure can lead to significant performance improve-
ment over matching for optimal power transfer.

II. MIMO NETWORK MODEL

Characterizing a complete MIMO communication system re-
quires a model that includes the coupled transmit and receive
antenna arrays, the multipath propagation channel, the receiver
front-end matching network, and the terminated receiver am-
plifiers. Fig. 1 shows a block diagram of this system model. In
this diagram and throughout the analysis, boldface uppercase
and lowercase letters will describe matrices and column vec-
tors, respectively, with H,,,, denoting the element occupying the
mth row and nth column of the matrix H, and h,,, representing
the mth element of the vector h. We use scattering parameters
(S-parameters) referenced to a real impedance Z, [16] to de-
scribe the signal flow within the network wherein the forward
and reverse traveling waves are denoted as a and b, respectively.
The flow diagram representation for the receiver network, with
the network blocks delineated by dashed lines, appears in Fig. 2.

A. Coupled Arrays and Propagation Channel

We first consider a signal ar that excites the transmit array
consisting of N7 mutually-coupled antenna elements and char-
acterized by an S-matrix S;r. The net power flowing into the
network is ||ar||? — ||br||* which, for lossless antennas, equals
the instantaneous radiated transmit power Pi**t. Since by =
STT ar, wWe have

Pt =all (1-8%,Srr)ar (1)
N—————
A

where {-} is a conjugate transpose. For zero mean signals, the
average radiated power is given by

Pr=E{P'} = Tr(RrA) 2)

where Ry = F {aT all }, E {-} denotes an expectation, and
Tr(-) is the trace operation. The effect of this transmitted power
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Fig. 2. Flow diagram representation of the MIMO receiver depicted in Fig. 1.

relation on the formulation of the capacity will be addressed in
Section III.

The radiation pattern for the nth element of the transmit array
for a unit driving current and all other elements in the array
terminated in an open-circuit is denoted as e, (6, ¢), where
(6, ¢) represent the angular spherical coordinates referenced to
the transmit array origin. The two elements of the column vector
represent the § and qAS polarizations. The total transmitted field
is then

Nr
T(Ha ¢) = Z eTn,(97 ¢)7:Tn - ET(97 ¢)iT (3)
n=1

where i1, is the excitation current on the nth antenna and
er, (0, $) is the nth column of the 2 x Nz matrix E(6, ¢).

We assume that the propagation channel between the transmit
and receive arrays consists of a set of L plane waves, with the
/th wave characterized by a complex voltage gain [;, angle
of departure (AOD) (O1¢, ¢1¢), and angle of arrival (AOA)
(0Rre, dre). We also assume that each plane wave undergoes
a polarization transformation due to scattering that can be
expressed as the unitary matrix

N

Finally, we represent the radiation pattern of the mth coupled
receive element (1 < m < Ng) referenced to the receiver
coordinate origin as e g, (6, ¢). The open circuit voltage on the
mth receive element is then given as

Pe.o6
Pe,s0

IR

4
Pe,po @)

L N1
VEm = 3 €hm(0Re, 6r)BPLY | ern(B1e, bre)iTn

=1 n=1
Nr L
=" ekm(Ore, $r0)BePrern(Ore, dre) irn (5)
n=1/=1 )
2Zn}r{m n
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propagation channel, matching network, receiver amplifiers, and loads.

where {-}7 is a matrix transpose and the term 27 is isolated for
later convenience. The vector of received open-circuit voltages
at the antenna terminals is then

VR = 2Z(]H iT. (6)

B. Receive Antenna Port Output Signal

We are now poised to formulate an expression for the trav-
eling wave delivered by the receive antenna terminals to a set of
independent loads of resistance Z;. Denoting this wave as bg,
the antenna port signals for a general termination are related ac-
cording to

a; = bs + Sgrrb: (7
where we have used the notation of Figs. 1 and 2. For an open-
circuit termination (a; = by), this yields

bs = (I - Sgr)a ®)
where I represents the identity matrix. Furthermore, the voltage
at the open-circuit antenna terminals can be represented by
VR = Zé/Z(al +by) = 2Zé/2a1. Equating this result to (6)
and substitution into (8) leads to

bs = Zy/*(1— Sgr)H ir. 9)

Finally, since the transmit current can be expressed as ir

Z0—1/2(aT . bT) — ZO—I/Z(I _ STT)aT’ we obtain

bS = (I — SRR)H(I — STT) ar.

~~
Srr

(10)

C. Matching Network Output Signal

Given the multiport nature of the receiving system, the
matching network will be represented using a block matrix
S-parameter description, or

where 1 and 2 refer to input and output ports, respectively. With
this notation, the signal bs at the matching network output can
be determined using network theory. To begin, we use (7) with
b; = Si1a; + Sisas to obtain

S11
So1

Si2

Sy (11

SJ\I:|:

a; = (I—SgrS11) ' (bs + SrrS12as). 12)

6, 2009 at 11:33 from IEEE Xplore. Restrictions apply.
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Since by = Ss1a; + Sosas we have

by = So1 (I - SgrS11) ' bs
+ [S22 + o1 (1= SpaS1) ™" SpaSio] a2 (13)

~ v
~~

To

where we have used I'y to represent the reflection coefficient at
the matching network output (see Fig. 1).

D. Noisy Amplifier Output Signal

The added complication considered in this paper is the noise
model associated with practical high-frequency transistor based
amplifiers. To maintain tractability in the analysis, we will con-
sider amplifier topologies that can be described by input-output
S-parameters and standard noise parameters. This data can be
readily obtained from manufacturer specifications on transistors
designed for low-noise amplifier applications [17].

For the equivalent model adopted in this work, the mth noisy
amplifier injects forward and reverse traveling noise waves a,, ,,
and b, ,,,, respectively, at the amplifier input [18]. Using the
notation of Fig. 2, the amplifier signal-plus-noise output waves
are of the form

as =S4,11b2 +S4,12br —S4 112, + by

a;p, =S4 21b2 + S 4 0br — S4 218,

(14)
15)

where the subscript “A” denotes the S-parameters of the ampli-
fiers. It is the introduction of the reverse traveling noise wave
b,, that significantly alters this analysis relative to prior work
and that generally leads to different conclusions regarding the
impact of the matching network and the optimal achievable per-
formance.

Inserting (14) with by, = I'ray into (13) leads to

by = (T —TS411) " |So1 (I—SgrS11) 'bs
+Iy (b, —Sa 118, + Sa12Trar)|.(16)

Since ay, = SA,Ql(bQ — an) + SA,QQFLaL, we obtain

a, =(I- SA,QQFL)_1 Sa21 (b2 —ay). 17)

Substituting (16) into (17) and simplifying and subsequently
using the fact that the voltage across the load is vy, = Zé / 2(I +
T';)ay, leads to the expression

Ve = Q[So1 (T-SgrS11) ' bs +Tob, —a,]  (18)

G

where

Q=2*(T+T) |QI-TeSa1) Sk (I—Sa2Tr)

-1

—IoS412l| (19

Finally, using the expression in (10) leads to the final form of
the load voltage

vy = Q [GSRTaT + FObn - an] . (20)

E. Matching Network Specification

Practical amplifier design involves specifying an amplifier
performance goal and synthesizing the source and load termina-
tions that achieve this goal. Signal amplifiers are typically de-
signed to provide minimum noise figure, optimal power gain, or
some compromise between the two [17]. Our main concern in
this analysis, therefore, is to define a desired value of I'g, which
is the source termination seen by the amplifier, and use this value
to determine the sub-blocks S;; of the matching network.

We will restrict our discussion to lossless matching networks
that ideally have unity noise figures and are characterized by
unitary S-matrices. We can take the singular value decomposi-
tion (SVD) of the sub-blocks S;; = UijA,L-lj/ng in (11), where
U,,; and V;; are unitary matrices of singular vectors and A;j/ ?
is a diagonal matrix of real singular values. Then, as detailed in
the Appendix, relationships exist among the sub-block singular
vectors and values, leading to the forms

S =U;A*VE
Si»= U107 (1-An)/*VE
So1 =U20 (I- Au)l/2 Vi

S» = Uy Al*VE 1)

where © is a diagonal phase shift matrix with arbitrary complex
elements of unit magnitude.
Given this framework, assume that a desired value of T’y has

been provided. Using the form for I’y in (13) coupled with the
expressions in (21) leads to

Ty = UoAY?VE
— Uy [A}{Z —(I— AT - An)lﬂ Vi (22)

—1
T=6vH (I - SRRUHA}{QVﬁ) SrrU.,0",
(23)

where the first equality is the SVD of T'y. We have flexibility
in choosing the singular vectors of U;; and V;;, ¢ € 1, 2, and
therefore will choose representations that lead to mathematical
simplicity. First, we see thatif Sgr = Ug RA}{ ;Vg > then by
choosing U1; = Vg and V1; = Ugrp we obtain

-1
T (1A Ay 2

which is diagonal. If we further choose Usy, = Uy and Vg =
'V, we can solve (22) to obtain

-1
A2 = (Aﬁ/ 24 A}{é) (I +AY QA}{E) .25
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The matrix © is arbitrary for achieving the design goal provided
it is diagonal with complex entries of unit magnitude, and we
therefore use © = jI.

We assume uncoupled amplifiers (S 4 ;; and I'z, are diag-
onal), so that typical design goals are achieved for diagonal IT'.
If 'y and I'pss represent the (scalar) source reflection coef-
ficient for achieving amplifier minimum noise figure and max-
imum power gain [17], respectively, then achieving these goals
are accomplished by settingI'y = T'gpt T and Ty = T"ps1. Since
MIMO capacity depends on signal-to-noise ratio (SNR), we ex-
pect a design for minimum noise figure to outperform one for
maximum power gain.

To achieve diagonal Ty, the matching network must be cou-
pled to “undo” the coupling created by the antenna, and it there-
fore acts as an array combining network as well as an impedance
transforming network. To explore the implication of this ob-
servation, let Er (6, ¢) represent the 2 x Ng matrix with mth
column eg,, (0, ¢). Then, the matrix of effective radiation pat-
terns observed at the matching network output ports can be con-
structed as

1
E;(0,¢) = WG(I — Srr)ER(6,6). (26)

Then, following the development in Section II, we operate the
array as aradiator with transmitted fieldeg (0, ¢) = Er(6, ¢)ir
and total transmitted power

. 1 f
P =5 / eL(6, d)esy (6, $)AQ @7

2

where 79 is the free-space impedance and €) represents solid
angle. Equating this expression to the radiated power computed
using circuit theory (see (1)) yields

(I Srn) / ET(0, 6)E; (6, )d0 (I~ SHy)

=210Zo (1~ SrrSHp) (28)
where we have used thatip = ZO_I/Z(I —Sgpr)by and ST, =
Srr by reciprocity.

Using these results with the matching network SVD relation-
ships, it can be readily shown that the matrix

C = [BL6.0)E3(6. )00 29)
is diagonal provided that Ty and therefore Ug are diagonal,
which means that the effective radiation patterns seen at the
matching network output are orthogonal. This result indicates
that 1) the coupled antennas terminated with this matching net-
work maintain unit radiation efficiency as demonstrated in [19],
and 2) these virtual radiation patterns provide zero correlation in
a propagation environment with full angle spread [4]. Because
these patterns are formed by the coupling in the antennas and
matching network before injection of the amplifier noise, the

system can provide higher MIMO capacity than obtainable from
uncoupled antennas without this network.

Finally, since designing coupled matching networks is highly
complex, it is common to instead assume that the coupled an-
tenna impedance can be adequately represented using only the
diagonal elements of the full impedance matrix Z g to obtain
Zrr and computing a diagonal Srr with elements Sg Ryii =
(ZRR.ii—20)/(ZRR.ii+ Zo). This value of Sgp is then used in
place of Sgrr to specify an uncoupled matching network as out-
lined above. However, when analyzing the performance of such
a match, the nondiagonal form of S gz must be used in (20).

III. COUPLED SYSTEM CAPACITY

We will use capacity as a metric for comparing the per-
formance of MIMO systems with different coupling levels
and matching networks. This capacity is derived from the
mutual information which, for the signal in (20) where both
the transmit signal a; and noise are drawn from zero-mean
complex Gaussian distributions, assumes the form

I(vy,ar) =logy(Rr) — logy(Ry) (30)
where Ry = FE {vpv}} is the total voltage covariance and
Ry is the noise covariance. We will construct each covariance
matrix separately.

A. Noise Covariance

For the mth amplifier, the statistics of the noise waves a,;,m
and by, , can be represented in terms of effective noise tempera-
tures (To,m» 18,m» IT,m = Tﬂ,,mej‘f’%m) which are readily com-
puted from other noise parameters [18]. If we assume identical
amplifiers (T, = Ty, etc.) and that the noise in each ampli-
fier is statistically uncorrelated with that of all other amplifiers,
then the noise satisfies

E{ajal'} =kpT.BI
E{b,bll} =kpTsBI

E{a,bl'} =kpTyBI 31)

where kp is the Boltzmann constant and B is the system noise
power bandwidth.

Using these results in conjunction with (20), the noise covari-
ance can be expressed as

RN = QRnQH
R, = E{(Tob, — a,)(Tob, —a,)"}

—kpB (TaI + Tu0TH — 14T — T3TH ) (33)

~

(32)

TaRyo

where we have factored out the constant T, from R, so that the
structure of R, is a function only of the relative values Tz /T,
and Tt /T, . Using this representation, the absolute noise value
controlled by kp BT, can be specified based on a desired SNR
level.

Authorized licensed use limited to: Brigham Young University. Downloaded on February 6, 2009 at 11:33 from IEEE Xplore. Restrictions apply.
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B. Capacity

The matrix Ry represents the covariance of the received
signal plus noise. Using the independence of the signal and
noise waves, this matrix may be expressed as

R; = Q[GSrrRrSE,GH + R, | QF (34)

where R was introduced in (2). Using this result and (33), the
mutual information in (30) becomes

|GSrrRrSHE G + Ry|
IR, |

I(vy,ar) = log, (35

Finally, if we compute the eigenvalue decomposition (EED)
R,, = &§A¢ f’{ where £, is unitary, then the mutual informa-
tion expression becomes

YR:YH

kg BT, (36)

I(vy,ar) = log,

+I‘

where Y = A 1 25{;’ GSpgr. The capacity results when the
transmit covariance matrix R is specified according to the
water-filling solution, with the total transmit power limited
according to Tr(RrA) < Py as derived in (2). Because this
power constraint is a departure from the typical constraint
Tr(Ry) < Pr, the water-filling procedure must be modified,
as detailed in [14], [20].

IV. COMPUTATIONAL EXAMPLES

To demonstrate application of the analysis framework devel-
oped in this paper and to illustrate the impact of antenna cou-
pling and amplifier matching on MIMO system capacity, we use
amodel problem consisting of two half-wave dipoles at transmit
and receive. The simplicity of this problem allows us to accu-
rately characterize the coupled antennas and draw basic conclu-
sions concerning the system operation.

A. Antenna Electromagnetic Characterization

While closed-form expressions for coupled dipole impedance
matrices exist (for reasonable antenna spacings), expressions for
the patterns do not, motivating the use of full-wave electromag-
netic solutions. Furthermore, simple thin-wire simulations as-
sume that the current is independent of azimuthal angle around
the wire, an assumption that is violated for very closely-spaced
dipoles [21]—-[23]. Since in this work it is desired to characterize
the coupled antennas as the spacing is reduced to zero, we have
chosen to use the finite-difference time-domain (FDTD) method
[24], [25] to perform detailed simulations that return both S-pa-
rameter and radiation pattern descriptions for the dipole an-
tennas. In this analysis, the z-oriented half-wave (total-length)
dipoles with wire radius 0.01\ and separated by a distance d are
located at the center of the computational domain. Because we
are considering narrowband systems, single-frequency antenna
excitation is used. The FDTD grid uses 80 cells per wavelength
in the z direction and 200 cells per wavelength in the x and y
directions. This finer resolution is required to adequately model
the current variation as a function of azimuthal angle on the fi-
nite-radius wire for close antenna spacings. Because of the fine

grid resolution, a relatively small buffer region of only a quarter
wavelength (to minimize simulation memory) is placed between
the antennas and the terminating 8-cell perfectly matched layer
(PML) absorbing boundary condition (ABC). The impact of this
small buffer region was investigated previously and shown to
produce fractional errors below 10~ relative to the results ob-
tained for a half-wavelength thick buffer [14], [20].

B. Receive Amplifiers

The transistor used as the foundation for the amplifier in this
work is a BJT taken from a Hewlett-Packard Application Note
[26]. At a collector-emitter bias voltage of 10 V, collector cur-
rent of 4 mA, frequency of 4 GHz, and reference impedance of
Zo = 50 €, the S-parameters and noise parameters are given as

S11 =0.552/169°

So1 =1.681/26°
Fiin =2.5dB

R, =35%Q

S12 = 0.049/23°
Sao = 0.8392 — 67°
Fopt = 0.475£166°
(37)

where Finin, I'opt, and R,, represent the minimum noise figure,
optimal source termination for noise figure, and effective noise
resistance, respectively. These parameters are converted to the
effective noise temperatures T, , T;g, and Tt using standard tech-
niques.

C. Capacity Results

We now explore the capacity of the model system under dif-
ferent matching goals. In these computations, 5,000 random re-
alizations of a path-based, clustered channel model [27] are gen-
erated to create a set of transfer matrices H as in (5). Details on
the implementation of this model, including the parameters used
to model an indoor propagation environment, can be found in
[28]. For each realization, we place single dipoles in the transmit
and receive spaces and create a lossless receive matching net-
work with S1; = S%p so that I'y = 0 (all terms are scalars).
We then can simplify the single-input single-output (SISO) SNR
as

|Srr|? Pr

SNRg =
S T 1= |Sgrr|? kpBT,

(38)

where Py is the total transmit power. This SNR value is then
averaged by moving each dipole in 0.1 steps over a linear range
of 1.5\. For a given transmit power, the value of kg BT, can be
computed to achieve an average SISO SNR (20 dB in this work)
for the channel realization.

We next construct the matching network to achieve the speci-
fied design goal for each transmit/receive dipole spacing, as out-
lined in Section II-E. For each configuration, we compute the
capacity averaged over the 5,000 channel matrices H with the
corresponding noise power levels kg BT,,. The transmit array
spacing is fixed at 0.5\. In all plots, we use the abbreviations
“NF” and “SI” to indicate matching for minimum noise figure
or matching based on the self-impedance (diagonal Sgg), re-
spectively. We also use “NC” to indicate that coupling is ne-
glected at the receiver. For all cases, we use the same coupled
transmit configuration to facilitate meaningful comparison of

Authorized licensed use limited to: Brigham Young University. Downloaded on February 6, 2009 at 11:33 from IEEE Xplore. Restrictions apply.
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Fig.3. Average capacity as a function of receive dipole separation with mutual

coupling (optimal and self-impedance match) as well as without without mutual
coupling. Matching for both minimum noise figure and maximum power gain
are considered.

the results. Propagation is confined to the horizontal plane such
that Oy = Op, = /2. Since the dipoles and resulting currents
are z-oriented, only the § polarization is required in the channel
description in (5). For general antenna geometries that allow
currents to flow in other directions, both polarizations should
be included in the model.

Fig. 3 plots the capacity as a function of receive dipole
spacing for matching networks that achieve minimum noise
figure and maximum amplifier gain. Results for a coupled
match and a simpler self-impedance match as well as for
no receiver coupling are included. We first observe that the
match achieving minimum amplifier noise figure (noise figure
of ' = Fuim = 2.5 dB) produces notably higher capacity
than the match providing maximum power transfer which
generates a much higher noise figure of /' = 7.2 dB. This
result is intuitive, since ultimately capacity depends on SNR
as opposed to absolute signal strength. However, obtaining
this result from simulation is enabled by the improved noise
model implemented in this work. We also observe that for close
antenna spacings with high coupling, the shortcomings of the
self-impedance match are evident. However, once the spacing
reaches approximately d = \/4, this match provides near
optimal performance.

We also observe from Fig. 3 that for small antenna spacings,
coupled dipoles can have a higher capacity than uncoupled ones.
This stems from the orthogonal radiation patterns observed at
the matching network output as discussed in Section II-E. To ex-
plore this phenomenon further, we take the EED A = £ 4 A &%
and, following the developments in [14], [20], construct the ef-
fective channel

H, = A, 267 GSprean "> (39)

Then, we define o as the ratio of the largest to smallest singular
values of H., a metric that represents the relative quality of the
two effective spatial channels. Fig. 4 plots this quantity aver-
aged over the Monte Carlo channel realizations as a function of

60 I

— Optimal NF
- - Optimal NF, NC

501

'
i
'
1
'
'
40r |
1
'
1
'

Receiver Antenna Spacing/A

Fig. 4. Ratio of the largest to smallest singular values of the effective channel
matrix as a function of receive dipole spacing for coupled and uncoupled receive
antennas and an optimal noise figure match.

receive antenna spacing. As can be seen, the orthogonal radia-
tion patterns of the properly-terminated coupled dipoles tend to
more effectively equalize the quality of the two spatial channels
(smaller ), which increases MIMO capacity.

A variety of different conclusions concerning the relative per-
formance of uncoupled and coupled antennas have appeared in
recent literature. While many studies have demonstrated that
coupling increases capacity [6]—[12], others have suggested that
this is not the case [13]. First, we point out that none of these
prior results have been generated using the model detail in-
cluded here. Second, this performance enhancement requires an
appropriate coupled matching network, which is impractical for
most applications and therefore not considered in most prior
studies. In fact, we have already observed that a more prac-
tical self-impedance match does not provide this benefit. Third,
a notable recent study has demonstrated that packing an in-
creasing number of dipoles into a linear array of a given aper-
ture size leads to an increasing MIMO capacity unless coupling
is included in the analysis [29]. This conclusion should not be
viewed as inconsistent with the results included here, since in
that case the number of dipoles is varied as the antenna aperture
is fixed, while in this case the number of dipoles is fixed while
the aperture is varied.

Because of the dependence of capacity on SNR, it is in-
triguing to consider the match achieving I'y = 0 which
removes the noise term I'gb, from (18) and for this device
generates a noise figure of F' = 3 dB (close to the minimum
of Finin = 2.5 dB). Fig. 5 compares the capacity of the system
using this matching network with that obtained using the other
matching criteria. As expected, for this device the performance
for 'y = 0 is very close to that obtained for a match achieving
minimal noise figure.

V. CONCLUSION

This paper has outlined a procedure for analyzing capacity
performance of MIMO systems with mutually-coupled antenna
arrays. The formulation includes a realistic noise model for the
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antennas with matching networks that achieve minimum noise figure, maximum
power gain, and zero output reflection.

receiving amplifiers and facilitates a careful examination of the
system end-to-end performance. The framework also allows
specification of the matching network transfer properties to
achieve different design goals and includes a radiated power
constraint based on the coupled transmit array characteris-
tics. Representative computations for a 2 x 2 MIMO system
employing coupled dipole antennas and a realistic front-end
amplifier transistor illustrate the performance differences
associated with different matching network goals as well as
different coupling assumptions. The key conclusion drawn
from these results is that matching for minimum noise figure is
superior to matching for maximum power transfer.

APPENDIX

Lossless matching networks are characterized by unitary
S-matrices such that SIS, = 1. Using the representa-
tion in (11) and substituting the SVD of the sub-blocks
Sij = U,;]-Agj/ QVg into the lossless constraint yields the
relations

V,i]‘eqjj = V]']‘ A7] =1I- Aj]‘ 7 7é 7 (40)
where @ is a diagonal matrix with unit-magnitude entries. This
operation also produces the condition

A}{QUﬁUu(I — A3)/?01,

= -0 (1— A) PUHURAYE (41
There is an entire family of matching networks that satisfy these
conditions. Since we are only interested in finding one loss-
less matching network that achieves specified design goals, we
can further specify the singular vectors/values. In this spirit, we
choose U2 = Uy and Uy = Ugs. Then, according to (41)
we obtain O = —9{12 = O and As> = Ay;. The sub-blocks
of Sjs can then be expressed as in (21).
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