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#### Abstract

In this paper we focus on computational aspects of network reliability importance measure evaluation. It is a well known fact that most network reliability problems are NP-hard and therefore there is a significant gap between theoretical analysis and the ability to compute different reliability parameters for large or even moderate networks. In this paper we present two very efficient combinatorial Monte Carlo models for evaluating network reliability importance measures.
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## 1 Introduction

One of the main goals of network reliability analysis is to identify the weak spots in the system and to quantify the impact of component reliabilities and their failures on the network reliability and its failure probability. The so called "reliability importance measures" are used for these purposes. The importance measures provide numerical indicators for determining which components are more important to network reliability improvement, or more critical for system failure. In spite of the fact that several well-known component importance measures exist in literature already many years, there is a wide gap between the theoretical analysis and the ability to compute component importance measures for large or even moderate networks. The reason for having this gap is that all theoretical important measures use an analytic expression for system (network) reliability as a function of its component reliabilities. In practice, obtaining such expressions in a closed form is an impossible task, except for several simple structures, such as seriesparallel networks or $k$-out -of-n systems. In all other cases the reliability analysis relies mainly on various modifications of the Crude Monte Carlo (CMC) method. The main drawback of CMC is that it is very inefficient in two extreme (and probably most
interesting) cases: highly reliable and highly unreliable networks (the so called rare event phenomenon).
Our purpose in this paper is to describe two very efficient Monte Carlo (MC) models for evaluating network reliability importance measures. The common feature for these two models is that the appropriate simulation schemes are homogeneous. Let us explain the latter notion in plain words. Consider an urn $U$ with a large number of balls $b$ in it. Suppose that each ball $b$ is marked with some value $z(b)$ and we want to calculate the sum of $z(b)$ over $b$ in $U$ :

$$
\begin{equation*}
Z=\frac{1}{|U|} \sum_{b \in U} z(b) \tag{1}
\end{equation*}
$$

This completely matches the computation of network reliability. In this case, the balls $b$ are the states, and $z(b)$ are defined as 0 for any Bad state and equals the probability of the state if it is Good. Therefore, $Z$ becomes the reliability of the network. Since the number of balls in $U$ is very large, the whole sum cannot be computed precisely, and we are forced to estimate $Z$ by some MC scheme. We say that MC scheme is homogeneous, if the balls are drawn from the urn with probability which does not depend on the probabilities of the states (more on
homogeneous schemes see in [1]). The important feature of homogeneous schemes is that the relative error is bounded (a basic example of a nonhomogeneous scheme is the CMC and its variations).
The paper is organized as follows. In Section 2, we give some basic notions and definitions. In Section 3 , we present an efficient computation model [1,2] for evaluating reliability gradient vector, which is used for computing Birnbaum Importance Measure for a general case of networks with non-identical elements. As we mentioned above, our method allows obtaining numerical values of the component important measures without deriving the analytic expression for the network reliability function.
In Section 4, we propose a highly efficient spectrum approach [3-5] for networks with identical components. It's worth noting that this approach provides easily implemented computations and allows obtaining, with minimal difficulties, various topological features of the network. Section 5 presents a series of numerical examples.

## 2 Basic notions and definitions

### 2.1 Network and its reliability

All networks have vertices (nodes) and edges. There are many types of networks varying in their performance definitions and therefore with different concepts of their reliability. Let $K$-network be an undirected graph $N=(V, E, K)$ with a node-set $V$, an edge-set $E$ and a set $K \subseteq V$ of special nodes called terminals. Also let $|V|=m$ and $|E|=n$. In our model, nodes can never fail, while edges can. Note that all of our results are valid also for the case of reliable edges and unreliable nodes. If an edge fails, we say that it is down; otherwise we say it is up. By state of a network we call a binary vector ( $x_{1}, . ., x_{n}$ ), where each component $x_{i}=1$ if an edge $e_{i}$ is up and $x_{i}=0$ otherwise. Denote by $N^{*}$ the network induced by its state, i.e. with the same node-set $V$ and the edge-set $E^{*}$ consisting of all edges being up. A state of the network $N$ is defined as being Good if any two terminals in the induced network $N^{*}$ are connected by some path of its edges. Otherwise it is Bad. The terminal connectivity criterion has the property of being monotone: each subset of a Bad state is a Bad state and each superset of a Good state is a Good state.

There are two network reliability models: static and dynamic. In this paper we restrict our attention to static networks. Each edge $e_{i}$ is associated with probability $p_{i}$ of being $u p$ and a probability $q_{i}=1-p_{i}$ of being down. We say that edges are identical if they all have the same probability of being $u p$, that is for each $i \neq j$ we have $p_{i}=p_{j}=p$. We define the network reliability $R=R\left(p_{1}, \ldots, p_{n}\right)$ as the probability that the network is in a Good state.

### 2.2 Reliability importance measures (IM's)

IM's aim at quantifying the contribution of components to the measure of system performance, which in our case is system reliability. We present below a short description of several prevalent IM's proposed in literature. IM's were first introduced by Birnbaum [6]. The Birnbaum Importance Measure (BIM) of element $e_{i}$ is defined as

$$
\begin{equation*}
I_{i}^{B}=\frac{\partial R\left(p_{1}, \ldots, p_{n}\right)}{\partial p_{i}} \tag{2}
\end{equation*}
$$

It expresses the rate of increase of the network reliability with respect to the $i$-th element reliability increase.
Remark. For equal $p_{i} \equiv p$, first the derivatives $\frac{\partial R}{\partial p_{i}}$ are computed and only afterwards all $p_{i}$ set to be equal $p$.
Fussel and Vesely [7] later proposed another importance measure termed as Fussel-Vesely Importance Measure (FVIM):

$$
\begin{equation*}
I_{i}^{F V}=1-\frac{R\left(p_{1}, \ldots, p_{i-1}, 0, p_{i+1}, \ldots, p_{n}\right)}{R\left(p_{1}, \ldots, p_{n}\right)} \tag{3}
\end{equation*}
$$

It quantifies the decrement in system reliability caused by a particular component failure.
Among other popular important measures let us note the following two: CIM and JIM. The Criticality Importance Measure (CIM) [8, 9] is a natural extension of BIM and includes the component unreliability whereas the BIM does not. The three above measures (BIM, FVIM and CIM) are functionally different and measure slightly different properties of system behavior, and one can infer different information from each one of them [10].These IM's are united by the fact that quantify the importance rank of individual components. Contrary to them, the Joint Importance Measures (JIM's) quantify the importance of groups of components. They are very useful and have many applications [11, 12, 13]. Recently they became
popular in risk-informed applications [14, 15]. All the above mentioned IM's are of universal nature with respect to the object of their application. Another direction is a more detailed study of IM's characteristics for specific systems. Recently, the most studied systems were the so called consecutive-k-systems [16, 17].
As a rule, the use of IM's rests on the assumption that we have at our disposal the functional form of system reliability function. The fact that in practice we often don't have this functional description, especially for complex systems, stimulated the interest in developing computational and numerical methods for evaluating IM's, see for example [18, 19, 20, 21]. These works, however, demand computing system reliability parameters. The method we develop in the present paper is based on system structural description and allows components ranking by their IM's without knowing the analytic form of the reliability function.

## 3 Using Reliability Gradient Vector for BIM evaluation

### 3.1 Gradient and border states

The numerical evaluation of BIM will be done using some special properties of the reliability gradient vector. In this section we describe a special form of the gradient vector which allows using a highly efficient Graph Evolution Model [2] for its computation. Similar form of the gradient was outlined in [1].
Let us consider a monotone system [22] of $n$ elements. Suppose that each element $e_{i}$ may be in two states: $u p$ with probability $p_{i}$ and down with probability $q_{i}$. The state of a system is defined as a binary vector $\left(x_{1}, . ., x_{n}\right)$, where each component $x_{i}=1$ if $e_{i}$ is up and $x_{i}=0$ otherwise. All $2^{n}$ binary states are divided into two classes: Good and Bad.
Definition 1. Reliability gradient vector $\nabla R$ is defined as $\nabla R=\left(\frac{\partial R}{\partial p_{1}}, \ldots, \frac{\partial R}{\partial p_{n}}\right)$, i.e. component $i$ of the reliability gradient vector is the BIM of element $e_{i}$.
Definition 2. System state $w=\left(w_{1}, \ldots, w_{n}\right) \in \operatorname{Bad}$ is called direct neighbor or simply neighbor of state $v=\left(v_{1}, \ldots, v_{n}\right) \in$ Good if $w$ differs from $v$ in exactly one position (i.e. the Manhattan distance between vectors $w$ and $v$ equals 1). The set of all neighbor states of Bad is called the border set and is denoted
as $D N^{*}$. Obviously, $D N^{*} \subseteq B a d$.
Surprisingly, it turns out that the reliability gradient vector is intimately related to the border states. To reveal this connection, we introduce an artificial evolution process on system elements. At $t=0$ all elements are down. Element $e_{i}$ is "born" after random time $\tau_{i} \sim \exp \left(\lambda_{i}\right)$, where $\lambda_{i}$ is chosen so that the following equality takes place: $p_{i}=P\left(\tau_{i} \leq 1\right)=1-e^{-\lambda_{i}}$. After the "birth", element $e_{i}$ remains $u p$ forever. Consider two system states $v=\left(v_{1}, \ldots, v_{i-1}, 0, v_{i+1}, \ldots, v_{n}\right)$ and $w=\left(v_{1}, \ldots, v_{i-1}, 1, v_{i+1}, \ldots, v_{n}\right)$. Suppose that at time $t$ the system is in state $v$. We look for the probability that during a small time interval $\Delta t$ the system moves from $v$ to $w$. Obviously, it will happen iff the element $e_{i}$ is born during this interval, and all other components which are in state 0 will not become alive during the same interval. The first event has probability $\lambda_{i} \cdot \Delta t+o(\Delta t)$, and the second event has probability $1-o(\Delta t)$. Then the probability that during $[t, t+\Delta t]$ there will be the transition $v \rightarrow w$ equals $\lambda_{i} \cdot \Delta t+o(\Delta t)$. Let $v$ be a border state of the system, i.e. $v \in D N^{*}$. Denote by $\Gamma(v)$ the sum of $\lambda_{i}$ over the set of all indices $i$ such that $v+\left(0, \ldots, 1_{i}, \ldots 0\right) \in \operatorname{Good}$. Call $\Gamma(v)$ the flow from $v$ into Good. Formally,
$\Gamma(v)=\sum_{\left\{v \in D N^{*}, v+\left(0, \ldots, 0,1_{i}, 0, \ldots, 0\right) \in G o o d\right\}} \lambda_{i}$. We need two other notations. Let $R\left(p_{1}(t), \ldots, p_{n}(t)\right)$ be the probability that the system is in Good state at the instant $t$. Let $P(v ; t)$ be the probability that the system is in state $v$ at time $t$. Now let us consider the event "the system is in Good state at time $t+\Delta t$ ". This event takes place if at time $t$ the system was already in the Good set or at time $t$ it was in one of its border states and went during this interval from a border state to Good. All other possibilities which involve more than one transition during $[t, t+\Delta t]$ have probability $o(\Delta t)$. Formally, $R\left(p_{1}(t+\Delta t), \ldots, p_{n}(t+\Delta t)\right)=$ $=R\left(p_{1}(t), \ldots, p_{n}(t)\right)+\sum_{v \in D N^{*}} P(v ; t) \cdot \Gamma(v) \cdot \Delta t+o(\Delta t)$.
Transfer $R\left(p_{1}(t), \ldots, p_{n}(t)\right)$ to the left-hand side, divide both sides by $\Delta t$ and set $\Delta t \rightarrow 0$. We arrive at the following relationship:

$$
\begin{equation*}
\frac{d R\left(p_{1}(t), \ldots, p_{n}(t)\right)}{d t}=\sum_{v \in D N^{*}} P(v ; t) \Gamma(v) \tag{4}
\end{equation*}
$$

Now, represent the left-hand side of (4) in an alternative form:

$$
\begin{align*}
& \frac{d R\left(p_{1}(t), \ldots, p_{n}(t)\right)}{d t}{ }^{n} \frac{d R}{n} \frac{d p_{i}}{d p_{j}(t)} \frac{d t}{d t} \\
& \left.\begin{array}{lllll}
\left(p_{j}(t)\right. & 1 & e^{j^{t}}, q_{j}(t) & \left.e^{j^{t}}\right) \quad{ }_{j 1}^{n} \frac{d R}{d p_{j}} q_{j} \\
R\left\{q_{1}, \ldots, q_{n} n_{n}\right.
\end{array}\right\}
\end{align*}
$$

Comparing (4) and (5) we arrive at the desired relationship between the gradient vector and the border state probabilities:

$$
\begin{equation*}
R\left\{q_{1}, \ldots, q_{n}\right\}_{v o *^{*}} P(v ; t)(v) \tag{6}
\end{equation*}
$$

From the latter formula we can get the expression for BIM of system elements in the following manner. It follows from the above proof that if we set $\left\{q_{1}, \ldots, q_{n}\right\}$ equal to $\left\{0, \ldots, q_{i}, \ldots, 0\right\}$, then we arrive at the following important formula: $\frac{R}{p_{i}} q_{i} \quad R\left\{0, \ldots, q_{i}, \ldots, 0\right\}$

$$
\begin{equation*}
\left\{v D N^{*}, v(0, \ldots, 1 ;, \ldots 0) G o o d\right\} \tag{7}
\end{equation*}
$$

This relationship says that the sum of the probabilities of all border states which make a transition into the Good state by "activating" edge $\mathrm{e}_{\mathrm{i}}$ is equal, up to a multiplier $\mathrm{q}_{\mathrm{i}}$, to the BIM of component i.
This formula will be the principal tool for the M onte Carlo evaluation of the gradient vector.
Example 1. Let us take the netw ork given in Fig. 1 and compute the BIM for edge $\mathrm{e}_{1}$. The corresponding border states V such that $v(1,0,0,0)$ Good are: $S_{1}(0,1,0,0), S_{2}(0,1,1,0)$, $S_{3}(0,1,0,1)$. Then by (7) we get:
$\frac{R}{p_{1}} q_{1-1}={ }_{1}\left(P\left(S_{1}\right) P\left(S_{2}\right) \quad P\left(S_{3}\right)\right)=$ $l_{1}\left(\begin{array}{llllllllll}p_{2} & q_{1} & q_{3} & q_{4} & p_{2} & p_{3} & q_{1} & q_{4} & p_{2} & p_{4}\end{array} q_{1} q_{3}\right)$.
Dividing the both sides of the latter expression by $q_{1}$, we arrive at the BIM of $e_{1}$.


Fig. 1
The above example demonstrates computations via
formula (6). It is obvious that the main technical difficulty lies in identifying the border states and finding their probabilities. Computations similar to shown in the above example are difficult to carry out for large or even moderate networks. There exists, however a powerful computational Monte Carlo technique based on introducing a special scheme called Evolution and Merging process, which allows an efficient estimation of expressions of type (6). It was first suggested in the principal work [2].

### 3.2 L omonosov's turnip

To make the appropriate M onte Carlo scheme for evaluating BIM more transparent, we give here a short description of the Evolution and Merging process (EMP or Lomonosov's turnip) [1] which will be adopted to our needs. Let us consider the case of unreliable edges and reliable nodes The EMP uses two basic ideas. The first one is introducing an artificial random process associated with each edge. The second is defining the trajectories of a random process built on network states. Introduce now for each edge an artificial creation process, as it was described above in 3.1. Remind that the probability of being down at $t_{0} \quad 1$ for each edge coincides with the static downprobability $\mathrm{q}(\mathrm{e})$. At t 0the network is in Bad set (there are no edges).
Denote by ( N ) network's "birth" time, i.e. at random instant ( N ) the network becomes Good and remains Good forever. Let us denote by $\mathrm{P}\{(\mathrm{N}) \quad 1\}$ the probability that at moment $\mathrm{t}_{0} \quad 1$ in the creation process the network N is Good. Then we have:

$$
\begin{equation*}
R(N) \quad P\{(N) \quad 1\} \tag{8}
\end{equation*}
$$

In words: the static probability $R(N)$ that the network is Good coincides with the probability that in the edge creation process network state is Good at the instant $t_{0} \quad$, i.e. $N$ enters the Good set before or at $t_{0}$ 1. On Fig. 2 we present the creation process for the network of Fig 1. The operational criterion is the two terminal connectivity with terminal nodes $S$ and $T$.
Initially all edges are in the down state (the zero level of the turnip). The first level shows all possible evolution results from the zero level which appear as a result of a birth of a single edge. There are four such states. The second level of the turnip shows what happens when a second edge is born. We


Fig. 2
distinguish six states, two of which are border states. At the second level, one of the states is Good and five others are border states. At the third level one of the states is a border state and the other three states belong to Good.
An important feature of the turnip is that simulating the transitions from one state to the following is very easy. Compute, for example, the probability $P\left(\sigma_{11} \rightarrow \sigma_{21}\right)$. Let the birth rate of edge $k$ be $\lambda(k), k=1, \ldots 4$. Then, by the well known property of the exponential distribution, we have:
$P\left(\sigma_{11} \rightarrow \sigma_{21}\right)=\frac{\lambda(2)}{\lambda(2)+\lambda(3)+\lambda(4)}=\frac{\lambda\left(\sigma_{11}\right)-\lambda\left(\sigma_{21}\right)}{\lambda\left(\sigma_{11}\right)}$,
where $\lambda\left(\sigma_{i j}\right)$ denotes the total birth rate for the state $\sigma_{i j}$. Indeed, the transition $\sigma_{11} \rightarrow \sigma_{21}$ takes place if and only if edge 2 is born out of three possibilities of the birth of edges 2,3 or 4 . Actually, the "turnip" diagram describes an artificial creation process, and
the probability that the network in this process is in Good set at some moment $t_{0}$ coincides with the corresponding static probability of the network. For a more detailed description of the evolution process see [1,2].
Remark. The description of the creation process is given here in an elementary form, without using the closure operation. Closure [1] is one of most important advantages of the approach. Roughly speaking, the closure of some state $E$ is an union of the state itself and all irrelevant edges (for given operational criterion). For example, in Fig. 2 the edge 4 is irrelevant for the state $\sigma_{21}$ since the nodes associated with edge 4 are already connected by a path formed by edges 1 and 3 . Therefore, the set $\sigma_{31}$ is the closure for the state $\sigma_{21}$ (and also for the states $\sigma_{22}$ and $\sigma_{24}$ ). Using the operation of closure allows introducing so called super-states instead of the "microscopic" states, which extremely
accelerates the evolution process on turnip. For instance, if we have a network with 100 vertices and 2000 edges, using the super-states will result in a trajectory of maximal length 99. Without the closure operation the maximal length can be up to 2000.
Consider a random process $\sigma(t)$ whose states are the states of the described creation process. It was proved in [1] (for the super-states too) that
(i) $\sigma(t)$ is a Markov process;
(ii) The time spent by $\sigma(t)$ in a particular state $\sigma^{\prime}$ is distributed as $\exp \left(\lambda\left(\sigma^{\prime}\right)\right)$.
Define now a trajectory, which plays the central role in the described process and in the corresponding Monte Carlo scheme.
Definition 3. A trajectory is a sequence $u=\left(\sigma_{0}, \sigma_{1}, \ldots, \sigma_{r}\right)$ of states such that $\sigma_{0}$ is the initial trivial state, each $\sigma_{i}$ is the direct successor of $\sigma_{i-1}$, and $\sigma_{r}$ is the first state belonging to Good. For example, the sequence ( $\sigma_{0}, \sigma_{11}, \sigma_{21}, \sigma_{31}, \sigma_{4}$ ) on the Fig. 2, is a trajectory.
Now, in terms of the trajectories, the network is Good at moment $t$ if there exists at least one trajectory that reaches Good before $t$. It is easy to calculate the probability $p(u)$ of the trajectory $u$ :

$$
\begin{equation*}
p(u)=\prod_{i=0}^{r-1} P\left(\sigma_{i} \rightarrow \sigma_{i+1}\right) \tag{10}
\end{equation*}
$$

Denote by $P(t \mid u)$ the probability that the Good state will be reached before time $t$ given that the creation process goes along trajectory $u$. Then by the above mentioned property, the process is sitting in each state $\sigma_{j}$ an exponentially distributed random time $\tau\left(\sigma_{j}\right)$. Due to the Markov property, the total time along the trajectory $u$ is a sum of the respective independent random variables, and

$$
\begin{equation*}
P(t \mid u)=P\left(\tau\left(\sigma_{0}\right)+\ldots \tau\left(\sigma_{r-1}\right) \leq t \mid u\right) \tag{11}
\end{equation*}
$$

Note that $P(t \mid u)$ is a convolution and can be computed analytically [1] or simulated [23]. Now the probability that at moment $t$ the creation process reaches Good equals:

$$
\begin{equation*}
R(N)=P(\xi(N) \leq t)=\sum_{u \in U} p(u) \cdot P(t \mid u), \tag{12}
\end{equation*}
$$

where $U$ is the set of all trajectories. The expression (12) has the form of an expectation and opens the way to estimating $R(N)$ by means of a Monte Carlo algorithm described in [1,2].

### 3.3 Numerical evaluation of BIM's

Let us now use the turnip for evaluating BIM. Remind that by the formula (6) we have
$\nabla R \cdot\left\{q_{1} \lambda_{1}, \ldots, q_{n} \lambda_{n}\right\}=\sum_{v \in D N^{*}} P(v) \Gamma(v)$,
or using the turnip notations :

$$
\begin{equation*}
\nabla R \cdot\left\{q_{1} \lambda_{1}, \ldots, q_{n} \lambda_{n}\right\}=\sum_{\sigma_{j} \in D D^{*}} P\left(\sigma_{j}\right) \Gamma(v), \tag{13}
\end{equation*}
$$

where $\Gamma(v)=\Sigma_{\left\{\sigma_{j} \in D N^{*}, v+(0, \ldots, 0,1 ;, 0, \ldots, 0 \in U P\}\right.} \lambda_{i}$. Now, for each border state $\sigma$ we have following formula:

$$
P(\sigma)=P(\xi(\sigma) \leq 1)-P(\xi(N) \leq 1) .
$$

Here the first term is the probability that the creation process is at $t_{0}=1$ in the state $\sigma$ or is in Good. The second term is the probability that the Good state was reached before $t_{0}=1$. The difference is therefore the desired probability that at $t_{0}=1$ the process is in $\sigma$. Considering all trajectories leading from $\sigma_{0}$ into Good, we obtain the following formula:
$P(\sigma)=\sum_{u \in U} p(u)\left(P\left(\xi(\sigma) \leq t_{0} \mid u\right)-P\left(\xi(N) \leq t_{0} \mid u\right)\right.$.
Substituting the latter expression into (13), we get:

$$
\begin{aligned}
& \nabla R \cdot\left\{q_{1} \lambda_{1}, \ldots, q_{n} \lambda_{n}\right\}=\sum_{\sigma_{j} \in D N^{*}} P\left(\sigma_{j}\right) \Gamma(v)= \\
& \sum_{\sigma_{j} \in D N^{*}} \sum_{u \in U} p(u)\left(P\left(\xi(\sigma) \leq t_{0} \mid u\right)-P\left(\xi(N) \leq t_{0} \mid u\right) \Gamma\left(\sigma_{j}\right) .\right.
\end{aligned}
$$

Changing the order of summation we arrive at the following formula:
$\nabla R \cdot\left\{q_{1} \lambda_{1}, \ldots, q_{n} \lambda_{n}\right\}=$
$\sum_{i=1}^{m} \lambda_{i}\left(\sum_{u \in U \text { such that } e_{i} E \sigma(u)^{+}} p(u) \cdot f(\sigma, u)\right.$,
where $\sigma(u)$ is the border state defined by the trajectory $u, \sigma(u)^{+}$is a set of all edges which "transfer" $\sigma(u)$ to the Good state and $f(\sigma, u)=$

$$
P\left(\xi(\sigma) \leq t_{0} \mid u\right)-P\left(\xi(N) \leq t_{0} \mid u\right) .
$$

The sum in (14) has the form of the expectation, which is the key for Monte Carlo numerical procedures on the turnip. We use the following simulation scheme to evaluate BIM's values simultaneously for all network edges. Define by ArB an array of size $n$ so that $\operatorname{ArB}[i]$ will denote the BIM of edge $i$.

## Simulation scheme.

Step1. Put $\operatorname{ArB}[i]=0,1 \leq i \leq n$.
Step2. Generate trajectory $u$ leading from the trivial state to the state in Good.
Step3. Let $\sigma_{j}$ be a border state on this trajectory and let edge $e_{i} \in \sigma_{j}(u)^{+}$. Then
$\operatorname{ArB}[i]=\operatorname{ArB}[i]+\left(P\left(\xi\left(\sigma_{j}\right) \leq t_{0} \mid u\right)-P\left(\xi(N) \leq t_{0} \mid u\right)\right.$.
Step4. Repeat steps 2 and $3 K$ times.
Step5. For all $i(1 \leq i \leq n)$ put $A r B[i]=A r B[i] / K$.
(For the calculation of the difference of two
convolutions (Step 3 ) see [1] and [11]).

## 4 Spectral approach to computing network reliability importance <br> measures

In this section we will derive the BIM and the FVIM for networks with identical elements by means of so called network combinatorial spectrum. This notion was introduced in [3] and [4,5] to estimate network lifetime distribution and /or its static reliability. For reader's convenience we remind shortly the principal idea of network combinatorial characteristic called spectrum. For simplicity we demonstrate the method for the case of reliable nodes and unreliable edges. It was shown in [4] that this approach is applicable also to the case of reliable edges and unreliable nodes, or - which is more complicated - to the case of both unreliable nodes and edges.
Let $\Pi_{E}$ be the set of all edge permutations in $E$. Let $\pi$ be a particular permutation. By sub-permutation $\pi(1 . . . i)$ of $\pi$ we denote a sequence constructed of the first $i$ edges in $\pi$. For each subpermutation $\pi(1 . . . i) \quad$ we define a network state $S(\pi(1 \ldots i))$, where all the edges in $\pi(1 \ldots i)$ are up and all other edges in $\pi$ are down. For each edge $e_{j}$ and permutation $\pi$ denote by $\pi\left(e_{j}\right)$ the index of this edge in $\pi$.
Example 2. Let us take the network in Fig. 1 and let our permutation be $\pi=(1,3,2,4)$. Then, for example, $\pi(1 \ldots 3)=(1,3,2)$ and $S(\pi(1 \ldots 3))$ is a state in which edges $1,3,2$ are up, and edge 4 is down. We have also: $\pi\left(e_{1}\right)=1, \pi\left(e_{2}\right)=3, \pi\left(e_{3}\right)=2, \pi\left(e_{4}\right)=4$.
Next we define an anchor. This notion plays a central role in our reasoning.
Definition 4. Let $r=r(\pi)$ be the first index in permutation $\pi$ so that $N(\pi(1 \ldots r))$ is Good. We say that $r(\pi)$ is the anchor of the permutation $\pi$.
Definition 5. Denote by $x_{i}$ the number of all permutations $\pi$ such that $i$ is the anchor of $\pi$. We say that the set

$$
\begin{equation*}
S P=\left\{\left\{x_{i}\right\}, 1 \leq i \leq n\right\} \tag{15}
\end{equation*}
$$

is the combinatorial spectrum of the network.
Example 3. We demonstrate these definitions on a network given in Fig. 1. The total number of permutations of 4 edges in the network is 24 . Let $\pi=(3,1,2,4)$. We see that the first index such that the network state becomes Good is 3 . Therefore
$r(\pi)=r(3,1,2,4)=3 \quad$ is the anchor of this permutation. After going over all permutations we arrive at the following combinatorial spectrum of the given network:

$$
\begin{array}{lccc}
\mathrm{i} \mid 1 & 2 & 3 & 4 \\
x_{i} \mid 0 & 4 & 14 & 6
\end{array}
$$

It was shown in [4] that given a network spectrum $S P=\left\{\left\{x_{i}\right\}, 1 \leq i \leq n\right\}$, the network reliability may be expressed in the following form:

$$
\begin{equation*}
R=\sum_{r=1}^{n} x_{r} \sum_{i=r}^{n} \frac{p^{i} \cdot q^{n-i}}{i!\cdot(n-i)!} \tag{16}
\end{equation*}
$$

In our example, the network reliability is:

$$
R=\sum_{r=1}^{4} x_{r} \sum_{i=r}^{4} \frac{p^{i} \cdot q^{n-i}}{i!\cdot(4-i)!}=p^{4}+3 p^{3} \cdot q+p^{2} \cdot q^{2} .
$$

Remark. Sometimes it is more convenient to use the cumulative form of the spectrum:

$$
\begin{equation*}
S P^{*}=\left\{y_{i}: y_{i}=\sum_{k=1}^{i} x_{i}, 1 \leq i \leq n\right\} \tag{17}
\end{equation*}
$$

The value $y_{i}$ expresses the number of permutations $\pi$ such that $r(\pi) \leq i$, or, in other words, that $N(\pi(i))$ is Good.
Example 4. For the network on Fig. 1, we have from the above example that there are 14 permutations with anchor $r=3$ and 4 permutations with anchor $r=2$. So, we get $y_{3}=18$.
It is easy to check from (16) that in the case of the cumulative spectrum the network reliability is given by

$$
\begin{equation*}
R=\sum_{i=1}^{n} y_{i} \cdot \frac{p^{i} \cdot q^{n-i}}{i!\cdot(n-i)!} \tag{18}
\end{equation*}
$$

Clearly, in the case of large or moderate networks we can not get the exact values of the spectrum. We can however try to estimate them by a Monte Carlo simulation [3,4]. It is worth to mention the main advantages of this combinatorial approach:
(a) eliminating the rare event phenomenon. This fact results in bounding the relative error, so the method is especially efficient for highly reliable networks.
(b) once computed, the combinatorial spectrum serves for as many values of nodes or edge failure probabilities as needed.
(c) possibility to use for solving different reliability problems in dynamic networks.
Definition 6. Denote by $z_{i, j}$ the number of all permutations $\pi$ such that $S(\pi(1 \ldots i))$ is Good and $\pi\left(e_{j}\right) \leq i$. We call the set $\left\{z_{i, j}, 1 \leq i \leq n, 1 \leq j \leq n\right\}$ the BIM spectrum.
Definition 7. Denote by $v_{i, j}$ the number of all permutations $\pi$ such that $S(\pi(1 \ldots i))$ is Good and
$\pi\left(e_{j}\right)>i$.We call the set $\left\{v_{i, j}, 1 \leq i \leq n, 1 \leq j \leq n\right\}-$ the FVIM spectrum.
We see from these definitions that $z_{i, j}+v_{i, j}=y_{i}$.

| $i$ | $y_{1}$ | $z_{i, 1}$ | $z_{i, 2}$ | $z_{i, 3}$ | $z_{i, 4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 | 0 |
| 2 | 4 | 4 | 4 | 0 | 0 |
| 3 | 18 | 12 | 18 | 12 | 12 |
| 4 | 24 | 24 | 24 | 24 | 24 |

Table 1

Example 5. Let us take the edge $e_{1}$ from the network in Fig. 1 and let us compute $z_{3,1}$. It is easy to see that there are 6 permutations $\pi$ such that $S(\pi(1 \ldots 3))$ is Good and $\pi\left(e_{1}\right)>3$. So we get $y_{3}-z_{3,1}=6$. From the previous example, $y_{3}=18$. Hence, we get that $z_{3,1}=12$. The BIM spectrum for the network is given in Table 1.

## Claim 1.

(a) The BIM for edge $j$ is given by the following formula:

$$
\begin{equation*}
I_{j}^{B}=\sum_{i=1}^{n} \frac{z_{i, j} \cdot p^{i-1} \cdot q^{n-i}-\left(y_{i}-z_{i, j}\right) \cdot p^{i} \cdot q^{n-i-1}}{i!\cdot(n-i)!} \tag{19}
\end{equation*}
$$

(b) The FVIM for edge $j$ is given by the following formula:

$$
\begin{equation*}
I_{j}{ }^{F V}=1-\frac{1}{R(p)} \sum_{i=1}^{n} \frac{v_{i, j} \cdot p^{i} \cdot q^{n-i-1}}{i!\cdot(n-i)!} \tag{20}
\end{equation*}
$$

Proof. (a) Remind that BIM for edge $e_{j}$ equals $\frac{\partial R}{\partial p_{j}}=R\left(p_{1}, \ldots 1_{j}, \ldots, p_{n}\right)-R\left(p_{1}, \ldots, 0_{j}, \ldots, p_{n}\right)$
(see[12]).
The value $z_{i, j}$, by the definition 5 , is the number of permutations $\pi$ such that $S(\pi(1 \ldots i))$ is Good and the edge $e_{j}$ is $u p$. For fixed permutation $\pi$ the probability of an appropriate state with $e_{j}$ being $u p$, equals $p^{i-1} \cdot q^{n-i}$. Take into account that a specific state with $i$ edges being $u p$ and $n-i$ edges being down we obtain $i!\cdot(n-i)$ ! times (from different permutations). Then the summary probability of all Good states with $i$ edges being $u p$ and $n-i$ edges being down equals $\frac{z_{i, j} \cdot p^{i-1} \cdot q^{n-i}}{i!\cdot(n-i)!}$. For the case of the edge $e_{j}$ being down we get the expression of the
appropriate probability as $\frac{\left(y_{i}-z_{i, j}\right) \cdot p^{i} \cdot q^{n-i-1}}{i!\cdot(n-i)!}$, and
(a) follows.
(b) Using (a), the definition of $I S^{F V}$ and the above mentioned fact that $z_{i, j}+v_{i, j}=y_{i, j}$ we arrive at the desired expression.
In order to rank the elements according to their importance measure there is no need to compute the partial derivatives. The following simple claim takes place.
Claim 2. Let $\left\{z_{i j}, 1 \leq i \leq n\right\}$ and $\left\{z_{i s}, 1 \leq i \leq n\right\}$ be the BIM spectrum elements for the edges $e_{j}$ and $e_{s}$ respectively. Then:
(a) If for all $1 \leq i \leq n$ the inequality $z_{i j} \geq z_{i s}$ holds, then $\frac{\partial R}{\partial p_{j}} \geq \frac{\partial R}{\partial p_{s}}$. Moreover, if for at least one index $i$ a strong inequality $z_{i j}>z_{i s}$ holds, then $\frac{\partial R}{\partial p_{j}}>\frac{\partial R}{\partial p_{s}}$.
(b) Suppose that the condition of (a) does not take place. Then let $k$ be the maximal index such that $z_{i j} \neq z_{i s}$. Suppose that $z_{k j}>z_{k s}$. Then there exists some value $p_{0}$ such that for all $p \geq p_{0}$ the inequality $\frac{\partial R}{\partial p_{j}}>\frac{\partial R}{\partial p_{s}}$ holds.
Proof. (a) From (12) we have:
$\frac{\partial R}{\partial p_{j}}-\frac{\partial R}{\partial p_{s}}=\sum_{i=1}^{n} \frac{z_{i, j} \cdot p^{i-1} \cdot q^{n-i}-\left(y_{i}-z_{i, j}\right) \cdot p^{i} \cdot q^{n-i-1}}{i!\cdot(n-i)!}-$
$\sum_{i=1}^{n} \frac{\left(z_{i, j}-z_{i, s}\right) \cdot p^{i-1} \cdot q^{n-i}-\left(z_{i, s}-z_{i, j}\right) \cdot p^{i} \cdot q^{n-i-1}}{i!\cdot(n-i)!}=$
$\sum_{i=1}^{n} \frac{\left(z_{i, j}-z_{i, s}\right) \cdot p^{i-1} \cdot q^{n-i-1}}{i!\cdot(n-i)!}$ and (a) follows.
(b) From the definition of $k$ and the latter expression we obtain:
$\sum_{i=1}^{k} \frac{\left(z_{i, j}-z_{i, s}\right) \cdot p^{i-1} \cdot q^{n-i-1}}{i!\cdot(n-i)!}=$
$p^{k-1} \cdot q^{n-k-1} \cdot\left(\sum_{i=1}^{k} \frac{\left(z_{i, j}-z_{i, s}\right)}{i!\cdot(n-i)!} \cdot\left(\frac{q}{p}\right)^{k-i}\right)$ and for $p \rightarrow 1$, the assertion follows.
We use the following Monte Carlo scheme to obtain unbiased estimates for the $y_{i}, z_{i, j}$ and $v_{i, j}$.
Simulation scheme.
Step1. Initialize all $a_{i}, b_{i, j}$ and $c_{i, j}$ to be 0 .
Step2. Simulate the permutation $\pi \in \Pi$.
Step3. Find $r=r(\pi)$ - the minimal index of edge in $\pi$ so that the state $N(\pi(1 \ldots r))$ is Good.

Step4. Let $a_{r}:=a_{r}+1$.
Step5. For all $j$ such that $\pi\left(e_{j}\right) \leq r$ let $b_{r, j}:=b_{r, j}+1$.
Step6. For all $s$ such that $\pi\left(e_{s}\right)>r$ let $c_{r, s}:=c_{r, s}+1$.
Step7. Let $r:=r+1$. If $r \leq n$ Go to Step4.
Step8. Repeat steps 2-7 $M$ times.
Computing $\hat{y}_{i}=\frac{a_{i} \cdot n!}{M}, \hat{z}_{i, j}=\frac{b_{i, j} \cdot n!}{M}, \hat{v}_{i, j}=\frac{c_{i, j} \cdot n!}{M}$ we can from (18), (19), (20) obtain, respectively, the unbiased estimates for $R, I^{B}$ and $I^{F V}$.

## 5 Numerical examples

In this section we present several examples, which explain how we can rank network elements (edges and nodes) in accordance to their BIM's by using spectrum approach. For this purpose we choose some hypercubes (note that hypercube configurations are widely used in computer networks [24]).
Example 6. Consider a four-terminal hypercube $H_{4}$ with $2^{4}=16$ nodes and 32 edges. This hypercube is shown on Fig. 2. Let its terminals be nodes 1, 8, 9 and 16 . Edges will be denoted by $(k, s)$, where $k$ and $s$ are node numbers.


Fig. 3
Table 2 presents a fragment of simulation results, based on $10^{4}$ replications. By $a_{i}$ we marked the simulated value of spectrum and by $b_{i,(k, s)}$ - the simulated value of BIM spectrum $I S^{B}$ for edge $(k, s)$. Remind that for edge ranking there is no need to compute their BIM's. We see from Table 2 that the values of $I S^{B}$ for edges $(1,9)$ and $(8,16)$ are very close to each other. On the other hand, these values are consistently greater than the BIM spectrum values for edge $(1,2)$ and the latter - than those of $(3,4)$. So, we rank the edges by their importance in
the following order (read table 2 in horizontal direction) $(1,9)=(8,16)>(1,2)>(3,4)$.

| i | $a_{i}$ | $b_{i,(1,9)}$ | $b_{i,(, 8,16)}$ | $b_{i,(1,2)}$ | $b_{i,(3,4)}$ |
| :--- | :---: | :--- | :--- | :--- | :--- |
| 6 | 2 | $\mathbf{2}$ | $\mathbf{1}$ | 0 | 1 |
| 7 | 15 | $\mathbf{1 4}$ | $\mathbf{1 4}$ | 2 | 3 |
| 8 | 59 | $\mathbf{5 1}$ | $\mathbf{5 0}$ | 12 | 12 |
| 9 | 154 | $\mathbf{1 2 9}$ | $\mathbf{1 2 8}$ | 40 | 38 |
| 10 | 350 | $\mathbf{2 8 6}$ | $\mathbf{2 6 7}$ | 109 | 91 |
| 11 | 679 | $\mathbf{5 0 1}$ | $\mathbf{4 9 2}$ | 235 | 206 |
| 12 | 1333 | $\mathbf{8 8 6}$ | $\mathbf{9 0 4}$ | 525 | 438 |
| 13 | 2385 | $\mathbf{1 4 7 8}$ | $\mathbf{1 4 9 2}$ | 996 | 892 |
| 14 | 3723 | $\mathbf{2 1 8 7}$ | $\mathbf{2 2 1 0}$ | 1625 | 1547 |
| 15 | 5230 | $\mathbf{3 0 1 2}$ | $\mathbf{3 0 4 2}$ | 2502 | 2363 |

Table 2
Note that from the whole data array (not presented here) one can infer that in our network there are three, by their BIM's, different groups of edges. The first consists of edges $(1,9)$ and $(8,16)$, which connect the pairs of terminals. The second is the group consisting of all other edges incident to one of the terminals $1,8,9$ and 16 , and the third - all other edges. The edges within each group have equal BIM's, the first group dominates the second, and the second dominates the third. This conclusion may seem to be intuitively obvious, but for the same hypercube with nonsymmetrical terminals, or for other nonsymmetrical networks, similar conclusions are not so obvious. More involved cases may need to use special statistical analysis for better discrimination between edges with close BIM's spectra.
Example 7. Consider now the same hypercube, but with three terminals: 1, 10 and 16. Table 3 presents a fragment of simulation results, based on $10^{4}$ replications. The notation is the same as in the Table 2. This case is less obvious due to the nonsymmetrical terminals. We can, by the results, rank the edges in the following order: $(1,9)>(9,10)>(8,16)>(3,4)>(7,8)$. (A simulation run with 100,000 replications leads to the same conclusion). An interesting feature of the data in Table 3 is that here we can not unite in one group (as it was in Example 6) all edges incident to one of the terminals. For example, edge $(1,9)$ is ranked higher than the edge $(9,10)$. Note also that there exist edges which are not incident to any terminal and do not belong to one rank group (this was not
the case of the previous example). Such edges, for example, are $(3,4)$ and $(7,8)$.

| $i$ | $a_{i}$ | $b_{i,(, 1,9)}$ | $b_{i,(9,10)}$ | $b_{i,(, 8,16)}$ | $b_{i,(, 3,4)}$ | $b_{i,(7,8)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 13 | 11 | 11 | 2 | 0 | 2 |
| 7 | 41 | 33 | 29 | 8 | 5 | 4 |
| 8 | 99 | 78 | 72 | 37 | 23 | 20 |
| 9 | 193 | 163 | 159 | 93 | 79 | 68 |
| 10 | 322 | 311 | 310 | 208 | 167 | 150 |
| 11 | 547 | 583 | 553 | 441 | 356 | 320 |
| 12 | 795 | 970 | 923 | 818 | 660 | 614 |
| 13 | 1195 | 1576 | 1527 | 1416 | 1173 | 1123 |
| 14 | 1351 | 2288 | 2234 | 2151 | 1845 | 1777 |
| 15 | 1435 | 3027 | 3033 | 2969 | 2681 | 2590 |

## Table 3

Example 8. Our initial hypothesis was that the type of inequality between BIM's of two elements remains unchanged for all values of $i$ (see Claim 2(a)). We'll see from the following example that it is not so. Consider the same hypercube $H_{4}$ with three terminals: $1,10,16$, but with reliable edges and unreliable nodes. (Remind that the terminal nodes are supposed to be reliable). Table 4 presents the results (also based on $10^{4}$ replications). As it is seen from this table, the nodes 2,9 and 15 are ranked as follows: $(2)=(9)>15$. It is interesting that all these three nodes are the "neighbors" of terminals, but the node 15 is less important than the first two.

| i | $a_{i}$ | $b_{i,(2)}$ | $b_{i,(9)}$ | $b_{i,(15)}$ | $b_{i,(7)}$ | $b_{i,(6)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 1161 | 800 | 805 | 208 | 140 | 208 |
| 7 | 2045 | 1712 | 1718 | 964 | 837 | 812 |
| 8 | 2483 | 2926 | 2926 | 2307 | 2088 | 1986 |
| 9 | 2052 | 4161 | 4165 | 3821 | 3569 | 3497 |
| 10 | 1097 | 5200 | 5204 | 5038 | 4889 | 4871 |
| 11 | 450 | 6091 | 6088 | 6028 | 5970 | 5964 |
| 12 | 158 | 6912 | 6904 | 6894 | 6909 | 6879 |
| 13 | 49 | 7696 | 7694 | 7688 | 7694 | 7692 |
| 14 | 0 | 8460 | 8460 | 8458 | 8465 | 8459 |
| 15 | 0 | 9232 | 9228 | 9227 | 9230 | 9228 |

Table 4
Let us now pay attention to the last two columns, related to nodes 7 and 6 . We see that $b_{1,(7)}<b_{1,(6)}$, but for all $i>1$ the inequalities become reversed. We have checked this fact by increasing the number of simulation replications and got the same results.

We have also combinatorial explanation: the number of short paths is greater for node 6, but the number of longer paths is greater for node 7. Here the conditions of the Claim 2(b) hold and therefore starting with some $p_{0}$, node 7 is more important than node 6 .
Example 9. One of the important characteristics of Monte Carlo computations is the convergence rate of parameter estimates to their true values. Numerous simulation experiments reveal that the estimates of component importance rapidly become stable and change very little as the number of simulation runs increases. For example, BIM's were estimated for a hypercube $H_{7}$ with 128 nodes (5 of them were terminals) and 448 edges . Nodes are subject to failures and edges are reliable. Table 5 presents the estimated BIM's spectrum for node 2, divided by number of replications $K$, for $K=10^{4}$, $10^{5}, 10^{6}$,see columns $2,3,4$, respectively.

| $i$ | $b_{i,(2)} / 10^{4}$ | $b_{i,(2)} / 10^{5}$ | $b_{i,(2)} / 10^{6}$ |
| :---: | :---: | :---: | :---: |
| 20 | 0 | 0 | 0.00005 |
| 30 | 0.01500 | 0.01610 | 0.01854 |
| 40 | 0.13500 | 0.13270 | 0.13559 |
| 50 | 0.29900 | 0.28900 | 0.29929 |
| 60 | 0.41300 | 0.41660 | 0.42126 |
| 70 | 0.51200 | 0.51400 | 0.51752 |
| 80 | 0.60100 | 0.60650 | 0.60722 |
| 90 | 0.69400 | 0.68610 | 0.69079 |
| 100 | 0.76500 | 0.77090 | 0.77191 |
| 110 | 0.84400 | 0.85160 | 0.85211 |
| 120 | 0.93800 | 0.93430 | 0.93405 |
| 125 | 0.97500 | 0.97580 | 0.97583 |

Table 5

## 6 Conclusions

(1) We have developed a new method of computing network component importance measures, for networks with different component reliabilities. (We deal with Birnbaum importance measure-the BIM). Our method is based on a connection between the so-called border state probabilities and the reliability gradient vector. The network component importance measures are the coordinates of the reliability gradient vector. Using a specially constructed evolution process on the network components, we have developed an efficient numerical procedure for estimating the border state probabilities and obtaining, therefore, the BIM's. Our numerical procedure avoids the rare event phenomenon and
allows obtaining all gradient coordinates in one simulation run.
(2) For the case of networks with equally reliable components (nodes, or edges or both), we have developed a new efficient computation scheme for evaluating the BIM's. Its main idea is based on calculating, via a Monte Carlo scheme, network combinatorial invariant called spectrum and on the connection between the spectrum and the component BIM's.
Spectrum based BIM computations allow obtaining results without calculating the gradient vector.
(3) The techniques developed in this paper can be viewed as a first step toward developing an algorithm for optimal network reliability design, since the latter has to be based on computing network reliability gradient vector.
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