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ABSTRACT The support vector machine (SVM) is verified to be effective for predicting cyber security

situations, however, the long training time of the prediction model is a drawback to its use. To address

this, a cyber security situation prediction model based on MapReduce and the SVM is proposed. The base

classifier for this model uses an SVM, and parameter optimization is performed by the Cuckoo Search (CS) to

determine the optimal parameters of the SVM. Considering the problem of time cost when a data set is large,

we choose to use MapReduce to perform distributed training on SVMs to improve training speed. ‘‘Map’’

is used to map distributed training network security situation data, and ‘‘Reduce’’ merges and sorts the

prediction results. Experimental results show that the proposed prediction model has improved the accuracy

and decreased the training time cost compared to the traditional model.

INDEX TERMS MapReduce, SVM, cuckoo search, network security situation prediction.

I. INTRODUCTION

Cyber security situation prediction plays a vital role in the

field of network security. It can predict the network envi-

ronment, improve the security of the network environment,

and prevent impending network security incidents [1], [2].

However, there exist many network data attributes and huge

amounts of data. Every day, massive amounts of data are

generated, which poses a huge challenge to the use of algo-

rithms [3], [4]. The amount of data increases the training

time of the machine learning algorithm, and reduces its effi-

ciency. The space-time cost of the algorithm has a profound

impact on the establishment of the network security predic-

tionmodel. On the premise of ensuring the accuracy, reducing

the training time and improving the forecasting efficiency

become an important issue of security situation prediction.

The support vector machine (SVM) classifies data sets via

the VC dimension theory and the structural risk minimization

theory based on statistical learning [5], [6]. SVMs exhibit

good performance in processing high-dimensional numbers

and small sample data sets [7], [8]. However, for data sets

with large sample sizes, the SVM processing speed is slower

than other machine learning algorithms, which is adverse for

predicting network security situation with huge amounts of

data [9]. Therefore, the parallelization method is proposed to
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train the SVM and this paper uses MapReduce to parallelize

the SVMs. MapReduce passes the data fragment to the map-

per function for parallel processing, and then uses the reduce

function to obtain the final result.

In order to improve the prediction accuracy of the SVM,

the Cuckoo Search (CS) algorithm is used to optimize

the parameters [10], [11]. There are many other parameter

optimization algorithms for SVM, including the grid search

algorithm [12], [13] and the particle swarm optimization

algorithm, [14] among others. Of the available algorithms,

the CS has global convergence, can find the global optimal

solution of parameters, has fewer control parameters, and has

higher versatility and robustness.

The research contributions of this paper can be summarized

as follows:

1) Use the SVM to classify the network dataset and estab-

lish a network security situation prediction model.

2) Use CS algorithm to optimize the parameters and

improve the classification efficiency of the SVM.

3) Use MapReduce to parallelize the SVM model using

parameter optimization of the CS algorithm to improve

time efficiency.

In summary, this paper proposes a cyber space security

situation prediction model based on MapReduce and SVM

(MR-SVM). The MapReduce method is used to parallelize

the SVMs, and the effectiveness and prediction accuracy
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of the method are quantitatively analyzed by experimenta-

tion. Compared to the results of a traditional SVM network

security situation prediction method, the proposed prediction

model has improved the accuracy and decreased the training

time cost. The model helps predict the occurrence of network

security incidents and early warnings, thereby reducing the

losses caused by network insecurity.

The main research content of this paper is divided into

eight sections. In section 2, we introduce recent technologies

related to network security. In section 3, we establish the

prediction model and outline the steps of establishing the

prediction model proposed in this paper. In section 4, we

introduce MapReduce distributed training and describe the

parallel method used in the paper. In section 5, we introduce

SVM classification and the SVM classification algorithm

used in this paper. In section 6, we describe the SVM param-

eter selection process and algorithm. In section 7, we analyze

the experimental results, which describes the data set selected

by the experiment and the experimental verification of the

proposed MR-SVM network security situation prediction

models. Finally, we conclude the paper in Section 8.

II. RELATED WORK

Network security has a long history of research and many

sensing technologies have been developed. However, many

attack technologies are emerging, including white box

attacks, gray box attacks, black box attacks, and improve-

ments to these attacks [15]–[18]. In addition, there are many

models and emerging technologies that apply to network

security [19]–[23]. Security situation prediction has become

an effective method for protecting network security, and has

previously been applied in sensor networks [24]–[30] and

other mobile networks [31], [32]. Many algorithms have

been applied to the prediction of network security situation,

including artificial neural networks, clustering algorithms,

association analysis, and SVM [33]–[35]. The artificial neu-

ral network inputs the network security data set, calculates

the characteristics of the data set in the hidden layer, and

finally obtains the category information in the output layer,

but its training time and complexity are high. The clustering

algorithm obtains category information by clustering the fea-

ture vector of the network security data set, but the initial

node selection is not easy. Association analysis obtains a

network security situation prediction model by analyzing the

relationship between each data point in the network, but it

requires certain rules to support. In the network security

situation prediction, the space formed by the network security

data set can use the SVM to find the classification hyperplane,

thereby determining the network security baseline and judg-

ing the network security situation [36]–[39]. The generaliza-

tion ability of SVM is strong, however, the parameters of the

SVM need to be tuned, and as the amount of data increases,

the training time increases rapidly. To strengthen the network

protection strength, we propose a network security situation

prediction model. We choose the CS to optimize the parame-

ters of SVM, and uses MapReduce for parallel optimization.

III. BUILDING A PREDICTIVE MODEL

The network security situation prediction process based on

MR-SVM algorithm is presented in the following steps:

1) Obtain a network security data set, select a training set

and testing set;

2) Upload the data set to HDFS, schedule it by

MapReduce, and parallelize the SVM;

3) The data stored in HDFS is used as the data set of the

SVM. The RBF kernel function is selected in the SVM.

Define the SVM parameter value interval and step size,

and apply the CS combined with the ten-fold cross-

validation method for parameter optimization;

4) Use the parameters obtained in the third step to deter-

mine the SVM cyber security situation prediction

model and test the model;

5) Determine whether the prediction result satisfies the

termination condition. If it is true, obtain an optimized

SVM prediction model; otherwise, return to the third

step to continue optimizing the model. The termination

condition is that the model prediction accuracy reaches

a predetermined threshold or the number of cycles

exceeds a preset maximum number of cycles;

6) The parallel SVM is reduced to obtain the cyber secu-

rity situation prediction model.

In supervised machine learning, data sets are usually

divided into training sets and testing sets. The training sets

are used to optimize model parameters, and a high-precision

network security situation prediction model is obtained.

Testing sets are required to check whether the prediction

model has the promotion ability. In this model, n training sets

are needed; n data sets are obtained by sampling data sets

containing massive data and n SVM models are trained by

n data sets. Finally, the SVM prediction results are reduced.

This results in the final cyber security situation prediction

model. When using the training set to train the SVM clas-

sifier, the SVM parameter optimization method uses the CS

combined with ten-fold cross-validation to obtain the SVM

classifier with high classification accuracy.

The selection and parallelization of the basic classifier

are the core of the network security situation prediction.

The proposedMR-SVMnetwork security situation prediction

model consists of two parts. The first uses MapReduce for

data parallelization, and the second uses SVM to perform

classification predictions. The core algorithms of the model

and the reasons for the algorithm selection are detailed in

algorithm 1.

IV. MAPREDUCE DISTRIBUTED TRAINING

MapReduce is a programming model for the parallel com-

puting of large data sets. [40], [41] ‘‘Map’’ and ‘‘Reduce’’

are its main functions. It is implemented to specify a ‘‘Map’’

function to map a set of key-value pairs into a new set of

key-value pairs, and to specify the concurrent ‘‘Reduce’’

function to ensure that each of the mapped key-value pairs

shares the same key group.
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Algorithm 1 MapReduce-SVM of Network Security Situa-

tion Prediction
Input: Network dataset

Output:MR-SVM model

1: Preprocessing the dataset;

2: Upload the dataset to HDFS and schedule it by MapRe-

duce;

3: Use SVM for training the processed dataset, and use the

cuckoo search algorithm to optimize the SVM parame-

ters;

4: while accuracy not satisfied do

5: Training the SVM model

6: Using the reduce function for reduction;

1) Once aMapReduce program starts,MRAppMaster will

start first. After the MRAppMaster starts, the number

of required maptask instances is calculated according

to the number and size of the network security data

sets uploaded at this time, and then the corresponding

number of maptask processes is then started.

2) After the maptask process starts, data processing is

performed according to the given data slice range.

The main flow is:
a) Use the specified input format to get the Recor-

dReader to read a data set;

b) Pass the input data set to the customer-defined

map() method, perform SVM training, and collect

the KV pairs output by the map() method into the

cache;

c) The KV in the cache is sorted according to the K

partition and then overflows to the disk file;

3) After MRAppMaster monitors all maptask process

tasks, it starts the reducetask process and tells the

reducetask process what range of data to process.

4) After the reducetask process starts, several maptask

output result files are obtained according to the location

of the data to be processed as notified by MRAppMas-

ter, and then maptask output result files are re-merged

and sorted locally. Then, according to the KV of the

same key as a group, the ‘‘Reduce’’ method is called

to predict the prediction result. The result is reduced,

the result KV of the operation output is collected, and

the customer-specified output format is called to output

the result data to the external storage.

The task of MapReduce on the map side primarily carries

out the training process of the SVM. The Map task obtains

the input data set from the fragmentation of the data block

partition in the distributed file system HDFS, and then reads

the input data set with the mapper function and uses the data

set as the training data set of the SVM. The SVM uses the

data set read by the map task to train. The CS algorithm is

used to optimize the parameters required by the SVM, and

the optimal parameters are found and then brought into the

SVM model.

The improved SVM is trained, and then the test set of

the data set in the file system is read to perform model

verification on the SVM. Finally, the labeled SVM test data

set is obtained. The data in the final data set is used as the

key, and the identifier is used as the value to form an output

file for the key-value pair. The Map side first writes the

key value pair to the buffer. In the buffer, the map sorts the

output data by key value and divides the data according to

the corresponding reduce task. After the buffer data reaches

the threshold, the buffer data is overwritten to the disk. The

mapper function is shown in Figure 1.

After the completion of each map task, the end of the

Reduce task copies the output file of the corresponding map

to the local disk of the reduce end. The copy process also

has a buffer for storing the map output file. When the buffer

reaches the threshold, the input file is written to the disk and

the key values are combined for initial merging. When the

map task is completed, the reduce side combines the key

values of all the input files, and then processes them in the

Reducer function. The data key value pair is input into the

Reducer function, then the input data is combined according

to the key value, The same value of the key value is added;

if the value is greater than 0, the value corresponding to

the key value is reset to +1. Otherwise, the flag value that

corresponds to the corresponding key value is reset to -1.

Finally, the output file is written into the distributed file

system HDFS, and the prediction result of the final obtained

test data set is compared with the actual identification of the

test data set to obtain the classification prediction accuracy

and time efficiency information of the distributed SVM. The

distributed parallel SVM is applied to the classificationmodel

of the network security dataset to predict the network security

situation. The reducer function is shown in Figure 2.

V. SVM CLASSIFICATION

First, the work flow chart of the network security situation

classification SVM is introduced, as shown in Figure 3.

Xi, i ∈ [1, n) is the network data feature vector. Xi, i ∈

[1, n) is turned into high-dimensional data by the kernel

FIGURE 1. Mapper function of distributed SVM training.
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FIGURE 2. Reducer function of distributed SVM training.

FIGURE 3. SVM work process of distributed SVM training.

function K (xi, x). In this paper, the kernel function K (xi, x)

selects the radial basis kernel function and finally passes the

decision function sgn().

Using the network security training set to train the SVM,

the two optimal parameters of the SVM are obtained, i.e., the

classification hyperplane is determined, and the SVM model

establishment process ends. The process of prediction is to

input the test set into the trained SVM classifier and make a

decision through the decision function. If the input data falls

within the safe space determined by the optimal classification

hyperplane function, the output result of the SVM classifier

is marked as +1, i.e., the network connection corresponding

to the data is determined to be safe. If the classification

of the input data is in the unsafe space as determined by

the hyperplane function, it is marked as −1 in the output

result of the SVM classifier, i.e., the network connection

corresponding to the data is determined to be unsafe.

The sample points of the network security data set usually

have outliers. This situation is called approximate linear sep-

arability. If the original steps to search are followed, a classi-

fication hyperplane that can separate the two types of sample

points cannot be found, and the problem cannot be solved.

To solve the above problem, it is necessary to introduce slack

variables in the classifier, as illustrated in Figure 4. ξi(ξi ≥

0, i = 1, 2, . . . , n) The slack variable is used to describe

the outliers, and is a non-negative value. A penalty factor

is introduced to evaluate this loss, indicating the degree of

FIGURE 4. SVM that has outliers.

emphasis on outliers during training, and the outliers are also

called loss points.

After introducing the penalty factor and the slack variable,

the objective function is as shown in Eq. (1).

9(w, ξ ) =
1

2
wTw+ C

n
∑

i=1

ξi (1)

For the actual data, the training process of the SVM is to

solve the optimization problem of Eq. (2).











min{
1

2
‖ ω ‖2 +C

n
∑

i=1

ξi}

s.t.yi(ω
T γ (xi) + b) ≥ 1 − ξi, i = 1, 2, . . . , n, ξi ≥ 0

(2)
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,where C is the penalty coefficient, ξi is a relaxation variable,

ω is a vector orthogonal to the classification hyperplane, b is

a deviation term, and γ (x) is a kernel function used by the

SVM. In this model, γ (x) is a radial basis kernel function.

The result of solving the above optimization problem is the

final decision function, as given by Eq.(3).

f (x) = sgn(

n
∑

i=1

λiyiK (xi, x) + b) (3)

The training process of the SVM is as follows:

1) Use the key-value pairs entered in the mapper function

as the training set. Each key-value pair represents a

piece of data in the training set, key represents the

feature vector composed of each attribute of the data,

and value represents the classificationmark of the piece

of data. The key value in the key-value pair constitutes

the sample space of the SVM;

2) Find the optimal classification hyperplane in the input

sample space. The optimal classification hyperplane

distance is as far as possible from the positive and neg-

ative examples. That is, the classification hyperplane

with the largest classification interval is found, and

the optimization target is established according to the

maximum interval principle. Simplify the operation by

the Lagrangian method. Because the data set involved

in this paper is linearly inseparable, the kernel method

is used tomap the sample space to the high-dimensional

solution for optimization. The SVM of this paper uses

the Gaussian kernel as the kernel function to enhance

the generalization performance of the SVM. It intro-

duces penalty factors and slack variables as two param-

eters of the SVM in the optimization problem;

3) Use the CS algorithm to optimize the two parameters in

step 2, set the fitness function, initial population size,

maximum iteration number, and maximum discovery

probability as input to the CS algorithm. The fitness

function is the classification accuracy of the SVM,

so a set of SVM parameters obtained after reaching the

maximum number of iterations can best fit the current

SVM and improve its prediction accuracy.

4) Use the set of parameters obtained in step 3 to solve

the SVMmodel, and obtain the current data set optimal

SVM;

5) Using the SVM obtained in step 4 to predict the test

set in the distributed file system HDFS, obtain the

prediction identifier of each piece of data in the test set,

and write the output file.

VI. SVM PARAMETER SELECTION

The Cuckoo Search (CS) is used for the SVM algorithm.

It combines the ten-fold cross-validation method for param-

eter optimization, including penalty factor C and kernel

function parameters g.

Normally, large cuckoos remove one or more eggs from a

host before they lay their own eggs in the nest. In order not to

be discovered by the host, the cuckoos ensure that the number

of new eggs in the nest is equal or similar to the number that

was removed. Once the cuckoo nestlings are hatched by the

foster mother, the foster mother’s own chicks are pushed out

of the nest so that the foster nestlings are raised. This greatly

increases the probability that the nestlings survive. In order to

simulate the habit of the cuckoo, the CS algorithm assumes

the following three ideal states:

1) Each cuckoo produces only one egg at a time, and

randomly selects a nest to store;

2) During the nesting process, the best nest of eggs will

be retained to the next generation;

3) The number of available nests is fixed, and the prob-

ability of finding foreign eggs in the nest is P,P ∈

[0, 1]. If a foreign bird is found, the owner of the bird

re-establishes a bird’s nest.

Under the assumptions of the above three ideal states,

the updated formulas of the position and path of the CS are

given by Eq.(4):

x t+1
i = x ti + α ⊕ L(λ), i = 1, 2, . . . , n (4)

In the equation, x
(t)
i indicates the position of the i−th bird’s

nest in the t-generation nest, ⊕ is point-to-point multiplica-

tion, and α is a step control amount that is used to control

the search range of the step size, and its value obeys a normal

distribution. Finally, L(λ) is the Levi random search path, and

the random step size is the Levi distribution.

The CS optimization range is 0.1 ∼ 150, the population

size is 20, the maximum discovery probability P is 0.25, and

the maximum iteration number is 20. The SVM classification

accuracy rate is selected as the fitness function. The values

of the parameters and the highest accuracy of the SVM are

obtained, and the optimal classification hyperplane function

is calculated. Finally, the SVM classifier is trained by the

above steps. When the normalization operation is involved

in the experiment, it is mapped to [0, 1].

The algorithm of the CS is described in Algorithm 2.

The experimental process of k-fold cross-validation is

demonstrated in Algorithm 3.

The network security situation prediction model is verified

by a ten-fold crossover method. The training set is divided

into 10 subsets. Under the parameters determined by the CS

algorithm, each subset is tested once. After 10 trials, 10 exper-

iments are calculated to determine the average classification

accuracy as a fitness function for evaluating the parameters

of the group.

VII. EXPERIMENTAL SIMULATION AND

RESULTS ANALYSIS

This section will verify the MR-SVM model. The KDD

dataset is from an intrusion detection assessment project

conducted by the US Department of Defense’s Advanced

Planning Agency (DARPA) at the MIT Lincoln Labora-

tory. The experimental data set was selected from the KDD

dataset. Considering the characteristics of MR-SVM algo-

rithms, the experiment is divided into the following two

parts: (1) Parallelized SVM; the purpose of this part of the
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Algorithm 2 Cuckoo Search Algorithm of MR-SVM

Input: the fitness function f (X ), the population size n,

the maximum discovery probability P, the maximum iteration

number MaxGeneration

Output: Optimal position Xi

1: Initialize the position of n nests, Xi(i =

1, 2, 3, . . . , n),Xi = (x1, x2);

2: while t<MaxGeneration||Minimum error requirement

not met do

3: Select the correct rate of the SVM for the test set as

the fitness function, and calculate the function value of

each Xi;

4: Record the optimal function value and update other

Xi;

5: Calculate the fitness function value for the updated

Xi,compare it with the optimal function value, and if it is

better, update the current optimal Xi;

6: Compare random numbers r ∈ [0, 1] with P, if r >P,

Then randomly change X t+1
i , else stay X t+1

i .Finally

retain the best set of bird nest locations Xi;

Algorithm 3 k-Fold Cross-Validation of MR-SVM

Input: Network dataset

Output: Average of the accuracy of k prediction models

1: Divide the dataset into k subsets;

2: while model < k do

3: Select one of the subsets as the test set in sequence,

and the remaining k − 1 subsets as the training sets;

4: Training to obtain network security situation predic-

tion model;

experiment is to optimize the parameters for the two key

parameters existing in the MR-SVM algorithm, train the

SVM and perform reduction, and find the optimal network

security situation prediction model under the experimental

data set. (2) The purpose of the second part of the experiment

is verifying the feasibility of the model. Verification is con-

ducted by comparing the prediction results of the MR-SVM

model with the prediction results of the traditional SVM

model.

A. EXPERIMENTAL DATA SET

The experimental data uses the KDD (Data Mining and

Knowledge Discovery) data set of an intrusion detection

assessment project conducted by MIT Lincoln Labora-

tory [42]. It contains two data sets. A detailed description of

the data characteristics is provided in Table 1. This experi-

ment selects the ICMP protocol data in the KDD data set for

testing.

In order to verify the performance of the proposed model,

a 10-fold cross-validation (10-fold CV) was used in the

experiment. First, the training set was randomly divided into

10 subsets. For each experiment, one of the subsets was used

as the test set, and the remaining nine subsets were used as

the training set. Each subset was used once as a test set, so a

total of 10 validation experiments was performed. After the

completion of 10 experiments, the average of 10 experiments

of each indicator was used to evaluate the performance of the

model.

This paper uses four indicators to evaluate the performance

of the model, namely accuracy, precision, recall, and

F-measure values (harmonic average of precision and

recall) [43]. The recall rate indicates the ratio of the number

of unsafe connections detected to the actual number of con-

nections. The precision indicates the ratio of the number of

unsafe connections to the actual number of connections. The

F value is the harmonic average of the precision and recall,

that has achieved a compromise between recall and precision.

SVMparameter optimization is achievedwith a CS combined

with ten-fold cross-validation.

B. MODEL VALIDATION EXPERIMENT

C. EXPERIMENTAL RESULTS AND ANALYSIS

Based on the above selection parameters, the experimental

results are the best prediction results of the MR-SVMmodel.

The different SVM models are compared against the four

evaluation indicators. LTSA is a nonlinear manifold learning

method for the dimensionality reduction of high-dimensional

data, and can maintain the inherent features and structure

of the original data, which can improve the classification

TABLE 1. KDD dataset.

130942 VOLUME 7, 2019
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FIGURE 5. (a)The comparison of accuracy. (b)The comparison of precision. (c)The comparison of recall (d)The comparison of
F-measure.

TABLE 2. The prediction results of SVM, CS-SVM, LTSA-SVM, and MR-SVM.

TABLE 3. The cost of time.

efficiency of SVMs. The prediction results are provided

in Table 2.

Table 3 provides a comparison of the time effi-

ciency between CS_SVM and MR-SVM. The following

Figure 5(a)-(d) describe the performance of SVM, CS-SVM,

LTSA-SVM and MR-SVM under different size of data sets.

It is evident from the above figures that the SVM model

using the CS algorithm is superior to the traditional SVM

model in terms of all four indicators. Because LTSA is related

to the dimension, the different data sets are chosen to have

different dimensions, so the training results are not stable.

The experimental results illustrate two aspects: on the one

hand, when other conditions are the same, the parallelization

of the SVM is more efficient than the traditional SVMmodel;

on the other hand, the CS algorithm can be suitable to address

the SVM parameter optimization problem, as it improves the

four indicators.

The algorithm proposed in this paper can solve the prob-

lem of the binary classification of data sets with more data.

The MapReduce method reduces the training cost of SVM

by parallelizing the SVMs. The speedup of the model is

6.69 which is the ratio of time spent in traditional SVM and

MR-SVM. TheCS algorithm solves the problem of parameter

optimization of the SVM, as it can find the optimal solution

for this global problem.

VIII. CONCLUSION

To address the problem of increasing training time costs

resulting from a huge amount of network security data, this

paper applies the MapReduce framework to network secu-

rity situation prediction and uses the CS to optimize SVM

parameters. This paper proposes an SVM network security

situation prediction model MR-SVM. The model effectively

reduces the training time of the SVM and improves the

accuracy of network security situation prediction. Using the

CS algorithm proposed in this paper, the prediction accuracy

of the MR-SVM network security situation prediction model
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increases. This paper selects the KDD data set for comparison

experiments between the traditional SVM, the SVMusing the

CS algorithm for parameter optimization, the LTSA-SVM,

and the MR-SVM. The experiments prove that the MR-SVM

model can effectively solve the problem of the rapid increase

of SVM training cost associated with increases of data vol-

ume. However, there are two nodes used in the experiment,

and the training speed is limited. In the future work, multiple

nodes can be established for training.
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