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2IDSIA Dalle Molle Institute for Artificial Intelligence

June 23, 2020

This paper was peer-reviewed and accepted for publication in Psychological Reports.

Abstract

The Self-rating Depression Scale (SDS) is a psychometric tool composed of 20 items used to assess
depression symptoms. The aim of this work is to perform a network analysis of this scale in a large
sample composed of 1090 French-speaking Belgian university students. We estimated a regularized
partial correlation network and a Directed Acyclic Graph for the 20 items of the questionnaire. Node
predictability (shared variance with surrounding nodes in the network) was used to assess the connectivity
of items. The network comparison test was performed to compare networks from female and male
students. The network composed of items from the SDS is overall positively connected, although node
connectivity varies. Item 11 (“My mind is as clear as it used to be”) is the most interconnected item.
Networks from female and male students did not differ. DAG reported directed edges among items.
Network analysis is a useful tool to explore depression symptoms and offers new insight as to how they
interact. Further studies may endeavor to replicate our findings in different samples, including clinical
samples to replicate the network structures and determine possible viable targets for clinical intervention.

network analysis; directed acyclic graphs; students

1 Introduction

Depression (also known as Major Depressive Disorder, MDD) is a common psychiatric disorder (Goldberg,
2011), and the top cause of disability worldwide (Lopez et al., 2006). In the fifth edition of the Diagnostic
and Statistical Manual of Mental Disorders or DSM (American Psychiatric Association, 2013), depression is
characterized as a combination of five symptoms in a list of nine, including depressed mood or anhedonia
(this symptom must be included in each combination), increase or decrease in weight or appetite, fatigue,
sleep problems and suicidal ideation. Depression is then defined as a heterogenous disorder, which leads to
an important symptom variability (Fried and Nesse, 2015).

In most depression scales, such as the Hamilton Rating Scale for Depression (HRSD), sum scores are
used to explain the severity of the disorder (Hamilton, 1960). Zung created in 1965 a self-rating depression
scale (SDS) using 20 items representing symptoms from three conceptual domains (Zung, 1965): pervasive
effects (e.g. item 1: “I feel downhearted and blue”), physiological equivalents (e.g. item 4: I have trouble
sleeping at night”) and psychological equivalents (e.g. item 19: “I feel that others would be better off if I
were dead”). In both these approaches, symptoms are considered as interchangeable measures of depression.

In recent years, the network approach to psychopathology has been proposed as a novel way of analyzing
mental disorders as complex systems (Borsboom and Cramer, 2013). This approach considers that a mental
disorder arises from connections among its symptoms, that can cause each other (Borsboom, 2017): this
conceptualization differs from the latent variable theory, which states that symptoms are passive consequences
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of an underlying cause. In psychiatry, the latter is unlikely to identify a specific mechanism that causes
a mental disease (Borsboom, 2008), which makes the network approach an interesting alternative. Five
principles of network theory proposed by Borsboom are likely to apply in the case of depression: complexity
(mental disorders are characterized as interactions between the components of a network, such as symptoms),
symptom-component correspondence (components in a network are problems defined as symptoms), direct
causal connections (symptoms cause each other in a network), network structure of mental disorders (certain
symptoms are more connected than others and symptoms from the same network often arise together) and
hysteresis (symptoms activate each other even after the trigger cause has disappeared). Hysteresis has been
proven to be a dynamic present in depression (Cramer et al., 2016): a dormant (asymptomatic) network of
depression is present in the healthy individual: a trigger cause may activate one or more symptoms which,
in turn, activate the rest of the network in a “pathological” condition. Mental health can then be defined as
a stable state of a weakly connected network (Borsboom, 2017).

Network analysis is a set of statistical techniques developed in the conceptual framework of network
theory to identify network structures in datasets. Network analysis has been used in various fields, such as
empathy (Briganti et al., 2018), posttraumatic stress disorder (Fried et al., 2018), schizophrenia (Galderisi
et al., 2018) and self-worth (Briganti et al., 2019).

Depression constitutes a domain of interest in network analysis (Mullarkey et al., 2018): the network
literature has counted several studies in this domain in the last few years on both the cross-sectional and
the dynamic level (Fried et al., 2017; Fried and Haslbeck, 2019; St Quinton and Stain, 2019; McNally et al.,
2017; Wichers, 2014). Links between depressive symptoms and inflammation markers have been explored
(Fried and Haslbeck, 2019), as well as comorbidity with obsessive-compulsive disorder (McNally et al.,
2017). However, the symptoms from SDS have never been studied as a network structure: it is particularly
interesting to do so because the SDS is a self-reported measure (as opposed to the HRSD or other clinimetric
indices), and although network structures have been reported to be stable across different samples (Fried
et al., 2018), the similarity of network connections between similar symptoms across different scales has yet
to be discussed.

Researchers usually analyze constructs as undirected networks composed of nodes (symptoms) and undi-
rected connections representing regularized partial correlations (Epskamp and Fried, 2018). Studying con-
nections (”edges”) as pairwise relationships between symptoms is important when considering mental illness
as a complex system: if two symptoms X and Y are connected in the network, then X predicts Y, and vice
versa (Briganti et al., 2018). Based on the connectivity of network components, which is often measured
as the shared variance of a given node with surrounding nodes (this measure is often referred to as node
predictability), one can identify symptoms that greatly contribute to the self-determination of the network
and could therefore serve as meaningful targets for clinical intervention (Haslbeck and Fried, 2017); in the
case of the SDS, it is therefore interesting to find which items are important in the network structure.

However, in the case of depression, it is also interesting to identify a causal pathway might help to
gather information about the sequence of symptom activation in a previously healthy individual. Such
information cannot be gathered while studying undirected network structures, and other statistical models
are to be applied. Causal pathways can for instance be identified in Bayesian networks and more precisely
with Directed Acyclic Graphs (DAGs), which are probabilistic models. DAGs are capable of learning the
underlying causal graphs from the data (Moffa et al., 2017), and are therefore represented as networks with
directed connections; they are well established in the network literature (Scutari and Denis, 2015). Because
they can provide a network structure with directed connections among nodes, DAGs can be complementary
to the more popular partial correlation networks in the field of psychopathological networks, and have
been recently used to explore depression (McNally et al., 2017). Studying the network structures of common
psychometric scales such as the SDS is important, since discovering connections among symptoms in different
kinds of samples helps towards building better computational models (Robinaugh et al., 2019).

Our work therefore aims to build on previous papers and apply network modeling to depression symptoms
as described in the SDS using both directed and undirected network models. This paper will be exclusively
focused on the study of the construct of depression as presented by the SDS with both partial correlation
networks and DAGs. First, we will estimate a regularized partial correlation network composed of symptoms
from the SDS and explore its overall connectivity. Second, we will explore the connectedness of items from
the SDS with well-established centrality measures (Briganti et al., 2018). Third, we will explore causal
pathways between SDS symptoms using DAG constraint-based structure learning algorithms.
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2 Method

2.1 Participants

This study is carried out on a dataset composed of 1090 French-speaking Belgian university students (54%
females, 46% males), aged 17 to 25 years old (M=19.52; SD=1.67).

2.2 Measurement

The Self-Rating Depression Scale (SDS) is composed of 20 items (Table 1) meant to assess depression
symptoms. Item scores range from 1 (“a little of the time) to 4 (“most of the time”). Items are presented
in their original order in the questionnaire. Certain items are reverse scored (items 2, 5, 6, 11, 12, 14, 16,
17, 18 and 20), such as item 6 (“I still enjoy sex”).

Table 1: The Self-Rating Depression Scale (Zung, 1965)

N Item
1 I feel down hearted and blue
2 Morning is when I feel the best
3 I have crying spells or feel like it
4 I have trouble sleeping at night
5 I eat as much as I used to
6 I still enjoy sex
7 I notice that I am losing weight
8 I have trouble with constipation
9 My heart beats faster than usual
10 I get tired for no reason
11 My mind is as clear as it used to be
12 I find it easy to do the things that I used to
13 I am restless and cannot keep still
14 I feel hopeful about the future
15 I am more irritable than usual
16 I find it easy to make decisions
17 I feel that I am useful and needed
18 My life is pretty full
19 I feel that others would be better off if I were dead
20 I still enjoy the things I used to

2.3 Network analysis

Network analysis is carried out in R (open source, available at https://www.r-project.org/). Packages
used to carry out the analysis include qgraph (Epskamp et al., 2012) and glasso (Friedman et al., 2014) for
network estimation and visualization, mgm for node predictability (Haslbeck and Waldorp, 2016), bootnet
(Epskamp and Fried, 2018) for stability, NetworkComparisonTest (van Borkulo et al., 2014), bnlearn (Scutari,
2010) and pcalg (Kalisch et al., 2012) for the estimation of directed acyclic graphs.

2.3.1 Regularized partial correlation network

Network estimation A network is composed of nodes (representing items from the SDS) and edges
(connections between items). A correlation matrix is used as input to estimate a Gaussian Graphical Model
(GGM), which is a regularized partial correlation network. Each edge has a weight (parameter resulting
from the GGM) which is regularized using a graphical lasso (least absolute shrinkage and selection operator)
to avoid the estimation of spurious edges and therefore provides a conservative model (Epskamp and Fried,
2018). An edge therefore represents a regularized partial correlation between two symptoms, controlling for
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all other symptoms in the network. The thickness and color saturation of an edge represent its weight (the
strength of the association between two nodes); edges can therefore be positive (blue) or negative (red).
In the case of the SDS, a self-report scale which measures depression symptoms, a positive edge can be
statistically interpreted as following: if two given nodes X and Y share an edge XY in the network, and the
observed group of subjects scores high on X, then the observed group is also more likely to score high on Y
(Briganti et al., 2018). On the other hand, a negative edge implies that if an observed group of subjects scores
high on X, then the observed group is less likely to score high on Y. Two nodes will be disconnected if they
are conditionally independent. Nodes are placed in the network by the Fruchterman-Reingold algorithm,
based on the sum of connections a given node has with other nodes (Fruchterman and Reingold, 1991).

Network inference Node predictability is an absolute measure of the interconnectedness of a node
(Haslbeck and Waldorp, 2016) and is the percentage of variance of a given node explained by surround-
ing nodes. Node predictability has been described as the upper bound of controllability: “if one assumes
that all edges for node A are directed towards that node, predictability provides an estimate of how much
influence we can have on A via all other nodes” (Briganti et al., 2019). Node predictability is represented in
the network as a pie chart surrounding the node.

Network Comparison Test We performed a Network Comparison Test (NCT) to compare networks
from female and male subjects in our dataset (van Borkulo et al., 2016). The NCT rearranges the samples
to test whether two networks are invariant with respect to global strength (sum of all edge weights), network
structure and edge values.

Network stability State-of-the-art stability analyses (Epskamp and Fried, 2018) were carried out using
the same methodology used in our previous studies (Briganti et al., 2018). An edge weight difference test
was performed to answer the question “is edge A significantly stronger than edge B?”.

2.3.2 Directed Acyclic Graph

In Bayesian networks an edge may represent a causal pathway between two nodes. The structure of a
Bayesian network can be estimated using constraint-based algorithms, that analyze conditional independence
relations among the nodes in the network. Constraint-based algorithms generate a network model that can
be interpreted as a causal model even in observational data, under assumptions that in clinical terms exclude
confounding and sampling bias.

In this paper we used the PC algorithm, a constraint-based algorithm (Spirtes et al., 1993). To estimate a
network model, the PC algorithm first estimates an undirected network model in which all pairs of nodes are
connected, then deletes edges between conditional independent pairs of variables, and directs edges starting
with v-structures (two disconnected nodes causing a third node).

The estimated network was investigated using stability analysis through bootstrapping. Afterwards, a
network is reported with a minimum connection strength (% of fitted networks in which a given connection
appears) of 85 and a minimum connection direction (% of fitted networks in which a given connection has a
given direction) of 50. This resulting network therefore reports connections that are presents in more than
85% of fitted networks; moreover, these connections present a direction (for instance, from node A to node
B) which is found in more than half of the fitted networks resulting from the bootstrapping procedure.

3 Results

3.1 Regularized partial correlation network

Figure 1 represents the glasso network of items from the SDS. The network is overall positively connected.
The strongest connection in the network (0.26) is found between items 17 (“I feel that I am useful and
needed”) and 18 (“My life is pretty full”). Other strong connections include edge 1-3 (“I feel downhearted
and blue”; “I have crying spells or feel like it”), edge 11-12 (“My mind is as clear as it used to be”; “I find it
easy to do the things I used to”) and edge 16-17 (“I find it easy to make decisions”; “I feel that I am useful
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Blue: I feel down hearted and blue
Morning: Morning is when I feel the best
Crying: I have crying spells or feel like it
SleepP: I have trouble sleeping at night
Eat: I eat as much as I used to
Sex: I still enjoy sex
Weight: I notice that I am losing weight
Constipated: I have trouble with constipation
HeartR: My heart beats faster than usual
Tired: I get tired for no reason
Mind: My mind is as clear as it used to be
Things: I find it easy to do the things I used to
Restless: I am restless and cannot keep still
Hope: I feel hopeful about the future
Irritable: I am more irritable than usual
Decision: I find it easy to make decisions
Useful: I feel that I am useful and needed
LifeFull: My life is pretty full
Dead: I feel that others would be better off if I were dead
Enjoy: I still enjoy the things I used to do

Figure 1: Regularized partial correlation network of items from the SDS. Each node represents an item from
the SDS; positive connections are blue, negative connections are red. The pie chart surrounding each node
represents node predictability.

and needed”). Items 2 (“Morning is when I feel best”) and 8 (“I have trouble with constipation”) are poorly
connected with the rest of the nodes in the network. One negative connection is found between item 7 (“I
notice that I am losing weight”) and 17 (“I feel that I am useful and needed”).

3.1.1 Network inference

Mean node predictability is 0.23, which means that on average items from the SDS share 23% of variance
with surrounding items. The most predictable node is item 11 (“My mind is not as clear as it used to be”),
which shares 38% of variance with surrounding items. The least predictable node is item 7 (“I notice that I
am losing weight”) and it shares 10% with surrounding items.

3.1.2 Network Comparison Test

The networks estimated from both female and male students were substantially similar and did not differ
statistically regarding global strength, network structure and edge values.

3.1.3 Network stability

The edge weight difference test reports that the strongest edges (17-18; 1-3; 11-12; 16-17; 13-15; 9-10) are
significantly stronger than other edges in the network but are not significantly different from each other;
therefore, we cannot safely interpret which edge is the strongest.

3.2 DAG

Figure 2 shows the DAG estimated with PC algorithm and reporting stable connections resulting from
bootstrapping. The DAG shows some interesting directed connections; we will describe a few examples of
such edges. Item 1 (“I feel downhearted and blue”) has two outgoing edges to items 9 (“My heart beats
faster than usual”) and 14 (“I feel hopeful about the future”). Item 2 (“Morning is when I feel best”) also
has two outgoing edges to items 14 (“I feel hopeful about the future”) and 19 (“I feel that others would be
better off if I were dead”). Item 4 (“I have trouble sleeping at night”) has three outgoing edges to items 12
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Irritable: I am more irritable than usual
Decision: I find it easy to make decisions
Useful: I feel that I am useful and needed
LifeFull: My life is pretty full
Dead: I feel that others would be better off if I were dead
Enjoy: I still enjoy the things I used to do

Figure 2: Directed Acyclic Graph.

(“I find it easy to do the things I used to”), 16 (“I find it easy to make decisions”) and 17 (“I feel that I
am useful and needed”). Item 15 (“I am more irritable than usual”) has three incoming connections from
items 2 (“Morning is when I feel the best”), 11 (“My mind is as clear as it used to be”), and 17 (“I feel
that I am useful and needed”). Item 19 (“I feel that others would be better off if I were dead”) has two
incoming connections from items 2 (“Morning is when I feel best”) and 16 (“I find it easy to make decisions”).
Regression coefficients for nodes in the DAG are positive, which means that nodes from the DAG are overall
positively connected: these analyses are reported in the supplementary materials.

4 Discussion

This is to our knowledge the first application of network analysis to the SDS. This study, conducted in a
non-clinical large sample of French-speaking university students, sheds light on the network structure of
depression items, which may replicate in clinical samples. The regularized partial correlation network shows
that items from the SDS are overall positively connected, but the degree of connectivity of a given node from
the SDS to other nodes (also defined as node degree in network science) varies; for instance, we identified
two items from the SDS (2 and 8) which are overall poorly connected to the rest of the network.

From a network point of view, disconnected items may be considered to be independent controlling for
other nodes in the network. Some connections are stronger than others as reported in the stability analyses.
Some strong edges however are shared between two items that might measure the same symptom, such as
edge 1-3 (“I feel downhearted and blue”; “I have crying spells or feel like it”); in this case, this connection
should be interpreted as shared variance between the two items (Fried and Cramer, 2017). In most cases
in this network, however, connections offer novel insight as to how symptoms interact; we will detail one
example to show such insight offered by our study. For instance, the strongest connection in the network
between items 17 (“I feel that I am useful and needed”) and 18 (“My life is pretty full”) may be interpreted
as such: at the level of the observed group and controlling for other nodes in the network, it is more likely
not to feel useful and needed if one’s life is empty, and vice-versa; if this same edge were to replicate at the
individual network of a person diagnosed with depression, intervening on one’s feeling of having a “full life”
may alleviate the feeling of being useless, and vice-versa.

Node predictability was used to assess the connectivity of items from the SDS. Item 11 (“My mind is
not as clear as it used to be”) shows the highest node predictability value, which means it shares the most
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variance with surrounding nodes. As reported in the DAG structure, this item receives many incoming edges
from different surrounding items; we may therefore consider item 11 as the most controllable item in the
network. Item 11 may therefore not be a viable target for clinical intervention if a similar network structure
were to replicate in a clinical sample, since it may be considered as the consequence of surrounding symptoms.
Moreover, the connectivity estimate of the network structure presented in this study resonate with other
network studies on depression symptoms: for instance, having concentration problems (one of the many
interpretation of item 11) has been reported in other network studies on depression to be a highly connected
item; similarly, weight changes (item 7) is known to have a poor connectivity (Fried et al., 2016). Future
studies may also endeavor to translate the causal meaning of node predictability in other psychometric tools:
however, it is interesting to note how the connectivity of network symptoms seem to replicate well across
different samples and with different psychometric tools. The high replicability of network structures has
been described before and is an important feature of the network approach to psychopathology (Fried et al.,
2018): such replicability seems to extend to network structures from different tools (and across self-reported
and observer measures).

The DAG offers additional insight as to how symptoms from the SDS may cause each other. We described
several symptoms that are mainly causing other symptoms in the network, such as item 1 (“I feel downhearted
and blue”), item 2 (“Morning is when I feel best”) and item 4 (“I have trouble sleeping at night”). These
symptoms might be considered as viable targets for clinical intervention if the same network structure were
to replicate in clinical samples.

The two network models proposed in this paper present similarities as well as differences: for instance,
both the regularized partial correlation network and the DAG contain positive edges; however, nodes that
connect well in the regularized partial correlation network do not connect in the DAG such as the redundant
items discussed in the results. The reason the different definitions of the two models: in a DAG two nodes
are not automatically connected when they share a common child node, but they will be connected in the
corresponding partial correlation network because of the indirect dependence conditional on that child node.

Combining different approaches when using networks to study mental disorders can therefore prove useful:
DAGs can help put into perspective the information gathered with inference tools, such as considering a
node controllable. The paths of symptom activation can also be uncovered with DAGs, and uncovering such
paths can be particularly insightful in the case of self-reported measures such as the SDS, which are meant
to reflect the individual’s own perception of its symptoms.

Our results must be interpreted in light of several limitations. First, our data set is composed of university
students, which may limit the generalization of our findings to different samples. Second, DAG structures do
not involve loops: if in a three-node network a symptom A causes symptom B and a symptom C, symptom
C cannot cause symptom A (the structure is therefore acyclic); however, it is plausible to consider that in
the case of depression symptoms, certain symptoms may activate each other in a loop. Third, causation may
be inferred from a connection between two nodes in a DAG assuming there are no confounding or sampling
bias.

Further studies may endeavor to replicate our findings in different samples, both non-clinical and clinical,
to replicate network structure (both Bayesian and non-Bayesian) of symptoms described in the SDS, and
look for similarities as well as differences between different models of depression components.
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