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1 Introduction

Scientific study of animals in situ requires vigilant observation of detailed
animal behavior over weeks or months. When animals live in remote and/or
inhospitable locations, observation can be an arduous, expensive, dangerous,
and lonely experience for scientists. Emerging advances in robot cameras,
long-range wireless networking, and distributed sensors make feasible a new
class of portable robotic “observatories” that can allow groups of scientists,
via the internet, to remotely observe, record, and index detailed animal activ-
ity. As a shorthand for such an instrument, we propose the acronym CONE:
Collaborative Observatory for Natural Environments.

One challenge is to develop a mathematical framework for collaborative
observation. Collaborative observation includes (1) collaboration between hu-
mans of different backgrounds, skill sets, and authority/permission levels and
(2) collaboration between humans and automated agents whose behavior
arises from sensor inputs and/or computation. As illustrated in Figure 4,
our framework uses a panoramic image and set of activity frames to provide
a unified representation for output and for input from both human observers
and sensors.

2 Related Work

Since Nikola Tesla demonstrated the first radio-controlled boat in 1898 and
Goertz demonstrated a bilateral manipulator in 1954 [7], remotely operated
machines have been widely desired for use in inhospitable environments such
as radiation sites, undersea [1] and space exploration [3, 24, 33]. Today, tele-
operation is being developed for medical diagnosis [2], manufacturing [6] and
micromanipulation [27]. See Sheridan [28] for an excellent review of the ex-
tensive literature on teleoperation and telerobotics. Most of these systems
require fairly complex hardware at the human interface: exoskeleton master
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linkages are operated by highly trained specialists. In contrast, the Internet
can provide public access by using only the interface available in standard
browsers.

The hypertext transfer protocol developed at CERN in 1992 [4], provides
a low-cost and publicly available network interface. In the Spring of 1994, we
conjectured that we could use it to offer public access to a teleoperated robot
via the Internet.

Fig. 1. Mercury Project (1994-1995). Above: Robot, camera and air nozzle above
sandbox filled with buried artifacts. Below: Browser Interface using vanilla HTTP
1.0.

As illustrated in Figure 1, we set up an IBM SCARA robot arm over a
semi-annular workspace containing sand and buried artifacts. We attached a
CCD camera to the end of the arm along with a nozzle to direct air bursts
into the sand. We then developed a HTTP 1.0 (Mosaic) browser interface to
the hardware. The Mercury Project was operated by over 10,000 people and
is widely regarded as the first Internet robot [11, 10].

Our subsequent project, the Telegarden, allowed users to view and interact
with a remote garden filled with living plants. We incorporated a much faster
Adept-1 industrial robot arm and allowed the robot to be multi-tasked to
eliminate the user queue. The Telegarden was installed at a museum in Austria
where it operated around the clock for nine years was operated by over 100,000
people online.

In 1994, working independently, a team led by K. Taylor and J. Trevelyan
at the University of Western Australia demonstrated a remotely controlled
six-axis telerobot in September 1994 [5, 17]. There are now dozens of Internet
robots online, a book from MIT Press [12], and an IEEE Technical Committee
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Fig. 2. The Tele-Garden (1995-2004). (with Joseph Santarromana, George Bekey,
Steven Gentner, Rosemary Morris Carl Sutter, Jeff Wiegley, Erich Berger, and
Thomas Steindl).

on Networked Robots that has over 200 members. See [18, 26, 20, 19, 21, 23,
15, 25, 22] examples of recent projects.

3 The Tele-Actor and ShareCam

Fig. 3. Spatial Dynamic Voting Interface and the Tele-Actor (2001-2004).
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In 1999 we began exploring other models of access control, where user
inputs are combined rather than sequenced. In [9, 8], we describe an Internet-
based Multiple Operator Single Robot system that use vector averaging to
combine multiple mouse inputs to simultaneously control a single industrial
robot arm. In [13, 14], we describe a Java-based “Spatial Dynamic Voting”
(SDV) interface that collects, displays, and analyzes a sequence of spatial
votes from multiple online operators at their Internet browsers. The votes can
drive the motion of a single mobile robot or, for increased mobility and agility,
a human “Tele-Actor”.

4 The Collaborative Frame Selection Problem

We are now developing systems based on robotic pan, tilt, zoom cameras
controllable by many simultaneous viewers over the Internet. Since there is
one camera and many viewers, the challenge is to resolve contention about
where to point the camera.

Requested 
frames 

Camera 
frame 

Fig. 4. Panoramic image and user or machine-requested “activity frames”.

Collaborative observation includes (1) collaboration between humans of
different backgrounds, skill sets, and authority/permission levels and (2) col-
laboration between humans and automated agents whose behavior arises from
sensor inputs and/or computation. We propose using a panoramic image and
set of activity frames to provide a unified representation for output and for
input from both human observers and sensors. On the output (display) side,
the wide-field panoramic image provides a relative spatial context for close-up
camera views.

On the input side, each activity frame is a rectangular region with the
aspect ratio of the camera. As illustrated in Figure 4, human users specify
activity frames of interest by drawing them with standard mouse over the
panoramic image; the boundaries of the frame intuitively match each desired
camera view. Below we review algorithms we’ve developed that efficiently
process a set of activity frames to compute optimal frames for the camera.
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Each activity frame is a rectangular region with the aspect ratio of the
camera. As illustrated in Figure 4, human users specify activity frames of
interest by drawing them with standard mouse over the panoramic image; the
boundaries of the frame intuitively match each desired camera view.

Let c = [x, y, z] define a rectangular camera frame (the camera has a fixed
aspect ratio of 4:3). User i requests a desired frame ri. Given requests from n
users, the system must compute a single global frame c∗ that will best satisfy
the set of requests. Clearly simple averaging will work poorly as it can produce
centered camera frames that satisfy none of the users.

We define the “Coverage-Resolution Ratio (CRR)” as a reward, or “satis-
faction” metric s(c, ri) based on how closely the requested frame ri compares
with a candidate camera frame c. One sample CRR metric is described below,

si(c) =
Area(ri ∩ c)

Area(ri)
min

(zi

z
, 1

)
. (1)

Equation 1 characterizes the intuition that satisfaction has to be an increasing
function of coverage ratio Area(ri∩c)

Area(ri)
. In our definition, larger z or zi means

larger in frame size but lower in resolution. Therefore, an extremely large
camera frame can increase coverage ratio but will decrease the resolution
ratio zi

z .
Each of n users submits a request. In the collaborative camera control, we

want to find c∗, the value of c that maximizes overall satisfaction based only
on the current set of requests:

max
c

n∑

i=1

si(ri, c) =
n∑

i=1

Area(ri ∩ c)
Area(ri)

min
(zi

z
, 1

)
. (2)

In each motion cycle, we servo the camera to the computed position and zoom
level.

Since the reward metric is non-concave and non-differentiable, efficiently
computing the optimal solution for Equation 2 is non-trivial as illustrated
in Figure 5. In [31], we show that the shape of the objective function for a
single user has a plateau-like shape. To efficiently compute the summation of
a set of plateaus, we developed an O(mn2) exact algorithm based on idea of
sweeping and incremental computation. Since the camera may have a contin-
uously variable zoom and user requests are not necessarily rectangular, we
have developed a series of algorithms as summarized in Table 1.

Activity frames can also provide a natural representation for input from
sensors. For example, pyroelectric motion sensors respond to activity within a
convex spatial region that can be projected onto the image plane and conser-
vatively bounded by a rectangular activity frame. The same is true for optical
beam sensors, pressure pads, and directional microphones.

For example, consider a set of commercial pyroelectric motion sensors con-
figured to detect animal motion (eg. motion of warm bodies > 50 lbs). Each
sensor has an associated field of view and responds with different quantitative
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Fig. 5. Shape of reward metric for a fixed camera zoom level. For each user, their
specified activity frame gives rise to an objective function that is plateau-like as
illustrated in (c). The function consists of 5 planar and 4 quadratic surfaces at the
corners. The overall objective function is the summation of plateaus generated by
activity frames from all users.

levels based on mass and velocity of movement. When several sensors go off si-
multaneously, a series of camera positions may be selected as proposed above.
It is also important not to “starve” any sensor that may indicate a crucial
observation. Similar “starve” effect can also happen to a minority user, whose
observing interests may be different from the majority.

We can augment the frame selection model in Equation 2 by introducing
time variable t and, for each sensor, a linear gain function ωi. The gain is a
function of camera motion history, sensor reliability, and scientific observation
priorities.
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Table 1. Algorithms developed for Collaborative Frame Selection, where n is number
of activity frames specified, and m is the number of camera zoom levels.

No. Type Zoom Request Solution Complexity Pub.

1 Centralized m levels Rectangle Exact O(mn2) [31]

2 Centralized m levels Rectangle Approximation O(mn
3
2 log n) [16]

3 Distributed m levels Rectangle Exact
Server: O(mn)
Client: O(n)

[32]

4 Centralized Continuous Rectangle Exact O(n3) [30]

5 Centralized Continuous Polygon Approximation O((n + 1/ε3) log2 n) [30]

6 Distributed Continuous Polygon Approximation
Sever: O(n)
Client O(1/ε3)

[29]

max
c(t)

n∑

i=1

ωi(t)si(ri(t), c(t)) =
n∑

i=1

ωi(t)
Area(ri(t) ∩ c(t))

Area(ri(t))
min

(zi(t)
z(t)

, 1
)
. (3)

We propose a gain function based on camera history as follows. We define
a “dissatisfaction” value for each user (in this case each sensor) based on how
poorly the last camera frame was aligned with the sensor’s last activity frame
request: ui(t) = 1− si(ri(t), c(t)). This “dissatisfaction” gain can accumulate
over time: ωi(t) =

∑t−1
k=0

ui(k)
2t−1−k , so that when other sensors are satisfied with

consistent camera motion, the neglected sensor gradually gains in influence.
This can be defined in a recursive format,

ωi(t) = ui(t− 1) + ωi(t− 1)/2.

Effectively, the weight of the un-observed region will increase until it is ob-
served. Preliminary experiments suggest that this approach is robust, insuring
that all sensors contribute and preventing the system from having observation
driven by only a small number of dominating sensors (or users!).

5 Conclusion and Future Work

This paper reviews a series of prototype networked robotic systems and asso-
ciated algorithms for collaborative observation.

We are currently extending our framework to consider resource limited ob-
servation, heterogenous user groups, optimizing camera trajectory, temporal
modeling, sensor modeling, sensor monitoring and fault detection, and robotic
actuation. We will develop automated agents based on sensors, robotic cali-
bration for rapid deployment, and a video database for archiving, indexing,
and query of observed scientific data.
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