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Abstract--Speech recognition is a key element of diverse 

applications in communication systems, medical transcription 

systems, security systems etc. However, there has been very little 

research in the domain of speech processing for African 

languages, thus, the need to extend the frontier of research in 

order to port in, the diverse applications based on speech 

recognition. Hausa language is an important indigenous lingua 

franca in west and central Africa, spoken as a first or second 

language by about fifty million people. Speech recognition of 

Hausa Language is presented in this paper. A pattern recognition 

neural network was used for developing the system.   
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I. INTRODUCTION 

Speech is a natural mode of communication for people 
because it is the most efficient modality for communication. 
This is coupled with the fact that the human brain has an 
impressive superiority at speech recognition as with other 
cognitive skills. Automatic speech recognition (ASR) is a 
process by which a machine identifies speech [1]. Speech 
recognition is used in different domain of life such as in 
telecommunications, mobile telephony, multimedia interaction, 
transcription, video games, home automation [2, 3].  

The accuracy of a speech recognition system is affected by 
a number of factors. Generally, the error associated with 
discriminating words increases as the vocabulary size grows. 
Even a small vocabulary can be difficult to recognize if it 
contains confusable words. Also, speaker independence is 
difficult to achieve because system's parameters become tuned 
to the speaker(s) that it was trained on, and these parameters 
tend to be highly speaker-specific [4]. Other factors of interest 
are: continuity of speech, task and language constraint, and 
adverse conditions. 

Generally, there are three methods widely used in speech 
recognition: Dynamic Time Warping (DWT), Hidden Markov 
Model (HMM) and ANNs [5]. Dynamic Time Warping 
algorithm is used to recognize an isolated word sample by 
comparing it against a number of stored word templates to 
determine the one that best matches it. This goal is complicated 
by a number of factors.  

First, different samples of a given word will have somewhat 
different durations. This problem can be eliminated by simply 
normalizing the templates and the unknown speech so that they 

all have an equal duration. Dynamic Time Warping (DTW) is 
an efficient method for finding optimal nonlinear alignment 
between a template and the speech sample. The main problem 
of systems based on DTW is the little amount of learning 
words, high computation rate and large memory requirements 
[6]. A Hidden Markov Model is a statistical Markov Model in 
which the system being modelled is assumed to be a Markov 
process with unidentified (hidden) states. For speech 
recognition, the use of HMM is subject to the following 
constraint: 

1) must be based on a first order Markov chain; 2) must 
have stationary states transitions; 3) observations-independence 
and 4) probability constraints.  

Because speech recognition is basically a pattern 
recognition problem [4], neural networks, which are good at 
pattern recognition, can be used for speech recognition. Many 
early researchers naturally tried applying neural networks to 
speech recognition. The earliest attempts involved highly 
simplified tasks, e.g., classifying speech segments as 
voiced/unvoiced, or nasal/fricative/plosive. Success in these 
experiments encouraged researchers to move on to phoneme 
classification; this task became a proving ground for neural 
networks as they quickly achieved world-class results.  

Speech recognition has been applied to most western and 
Asian languages. However, there is limited work reported on 
African languages. This research paper provides the 
background to the application of ANNs for speech processing 
of Hausa language.  A pattern recognition network; which is a 
feed-forward network that can be trained to classify inputs 
according to target classes was used for recognition of Hausa 
language isolated words.  

ANN is an information processing system that modelled on 
the performance characteristics of biological neural networks. 
ANNs are developed as generalizations of mathematical 
models of neural biology or human cognition based on the 
following assumptions [7]: 

 Processing of Information occurs at many simple nodes 
(nodes are also called cells, units or neurons). 

 Connection links are used for passing signals between 
the nodes.  

 Each connection link is associated with a weight, 
which is a number that multiplies the signals. 
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 Each cell applies an activation function (usually 
nonlinear) to the weighted sum of its input to produce 
an output. 
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Figure 1. Mathematical Model of a basic neural network 

The mathematical model of a three-input neuron is given in 
Fig. 1. The inputs are modified by the weights (synapses in 
biological neural network). A positive weight represents an 
excitatory connection, which a negative weight designates an 
inhibitory connection. A fictitious input known as the bias is 
normally used for training. The weighted inputs are summed in 
a linear fashion. Lastly, an activation function is applied to the 
weighted sum to determine the range and characteristic of the 
output. Mathematically, 

  (∑     
        )                                     

                                                                       
There are several activation functions available. The four 

most commonly used ones include: (1) the threshold function, 
(2) the piecewise-linear function, (3) the sigmoid function and 
(4) the Gaussian (bell shaped) activation function. Based on 
architecture (connection patterns), artificial neural networks 
can be grouped into two groups; feed-forward networks and 
recurrent (feedback) networks. Feed-forward networks involve 
the one way flow of data from the input to the output. 
Examples of feed-forward networks include: single layer 
perceptron, multilayer perceptron and radial basis function 
networks. On the other hand, recurrent networks contain 
feedback connections which make their dynamical network 
properties important. Classical examples of feedback networks 
include: Competitive networks, Kohonen's Self-Organizing 
Maps, Hopfield networks and Adaptive Resonance Theory 
Models. Learning (or training) in the artificial neural network 
context is the task of updating network architecture and 
connection weights so that a network can efficiently perform a 
function [8]. The major difference between learning in ANN 
and experts systems is that in the latter, learning is based on a 
set of rules specified by human experts whereas in ANN, 
learning process is automatic (e.g. from input-output 
relationships). There are three main learning paradigms: 
Supervised, Unsupervised and Hybrid. Also, there are four 
fundamental learning rules (how connections are updated): 
Hebbian, error-correction, Boltzmann and competitive learning. 
The manner in which this rules are used for training a specific 
architecture is referred to as the learning algorithm.  

II. OVERVIEW OF SPEECH RECOGNITION 

Speech recognition deals with the analysis of the linguistic 
content of a speech signal. Speech recognition is one of the 
areas of research in speech processing and it is the study of 
speech signals and processing methods. Other aspects of 
speech processing include: speaker recognition, speech 
enhancement, speech coding, and voice analysis and speech 
synthesis. Based on the type of utterance to be recognized, 
speech recognition systems can be classified into four 
categories [9]: Isolated words system, connected words, 
Continuous speech and spontaneous speech systems. Human 
speech recognition starts with receiving speech waveform 
through the ear. It is based on “Partial recognition” of 
information across frequency, probably in the form of speech 
features that are local in frequency (e.g formants) [10]. The 
partial recognition (extracted features) is then integrated into 
sound units (phonemes), and the phonemes are then grouped 
into syllables, then words and so forth. 

In order to analyse linguistic content of speech, the acoustic 
signal is first converted into an analogue signal that can be 
processed by an electronic device. The analogue signal is 
sampled and digitized for storage and further processing. In this 
work, PRAAT- a flexible program was used for the analysis 
and reconstruction of acoustic speech signals. PRAAT offers a 
wide range of procedures, including spectrographic analysis, 
pitch analysis, intensity analysis, articular synthesis and neural 
networks.   

Analogue 

Signal

(Time Domain)
Sampling and 

Digitization

Signal (Spectrum) 

Analysis
Windowing 

Feature Extraction

Neural Network 

Training 

And Speech 

Recognition using 

Neural Network

output

 

Figure 2. Connectionist based speech recognition model 

Speech recognition may be considered to involve five 
important processes which are: 

 Input Acquisition 

 pre-processing (pre-emphasis and windowing ) 

 Feature Extraction 

 Modelling  

 Model Validation (testing) 

A. Input Acquisition 

The acoustic signals were captured in a low noise 
environment using a good quality microphone. The analogue 
output signal of the microphone is recorded using PRAAT at a 
sampling rate of 12 KHz. To facilitate ease of editing and 
manipulation, the digital data is saved as a .wav file. 
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B. Pre-Processing 

Pre-Processing is the separation of the voiced region from 
the silence/unvoiced portion of the captured signal [11]. Pre-
processing is necessary because most of the speaker or speech 
specific information are present in the voiced part of the speech 
signal [12]. Pre-processing also helps significantly in reducing 
the computational complexity of later stage [13]. Two vital pre-
processing steps are pre-emphasis and windowing.  

Pre-emphasis: In general, the digitized speech waveform 
has a high dynamic range and suffers from additive noise to 
reduce this range pre-emphasis is applied. By pre-emphasis, we 
imply the application of a high pass filter, which is usually a 
first-order FIR of the form: 

     ∑        
                                     

Normally, a single coefficient filter digital filter known as pre-

emphasis filter is used:                                              
Where the pre-emphasis factor   is computed as:                                                

Where F is the spectral slope will increase by 6dB/octave 
and    is the sampling period of the sound. The pre-emphasis 
factor is chosen as a trade-off between vowel and consonants 
discrimination capability [14].The new sound y is then 
computed as:                                              

Hearing is more sensitive above the 1 kHz. The pre-
emphasis filter amplifies this region of the spectrum. This 
assists the spectral analysis algorithm in modelling the 
perceptually important aspects of the speech spectrum [15].  In 
this work, a pre-emphasis factor of 0.9742 was used. 

Windowing: To minimize the discontinuity of signal at the 
beginning and end of each frame, the signal should be tapered 
to zero or near zero, and hence reduce the mismatch. This can 
be achieved by windowing each frame to increase the 
correlation of the Mel Frequency Cepstrum Coefficients 
(MFCC), Spectral estimates between consecutive frames [16]. 
To the chosen 12 Mel-Frequency coefficients, and for time 
0.005 seconds, a window length of 0.015 is selected using the 
PRAAT Object software tool. 

A. Feature Extraction 

Feature extraction involves computing representations of 
the speech signal that are robust to acoustic variation but 
sensitive to linguistic content [17]. There are different ways of 
representing speech. Some feature extraction techniques 
include: Linear Discriminate Analysis, Linear Predictive 
Coding, Cepstral Analysis, Mel-frequency scale analysis, 
principal component analysis and Mel-frequency Cepstrum.  

The feature extracted depends on the situation and the kind 
of speech information to be represented. A waveform, which is 
the variation of speech amplitude in time, is the most general 
way to represent a signal. However, a waveform contains too 
much irrelevant data to use it directly for pattern recognition. 
The spectrogram offers a better three dimensional 
representation of speech signals. The patterns represented by 
spectrogram tend to vary significantly, which makes it 
unsuitable for pattern recognition.  

The Mel Filter Bank is a set of triangular filter banks used 
to approximate the frequency resolution of the human ear. The 
filter function depends on three parameters: the lower 
frequency, the central frequency and higher frequency. On a 
Mel scale the distances between the lower and the central 
frequencies, and that of the higher and the central frequencies 
are equal. The filter functions are:                                                          

                                                               
                                                                

The Mel frequency cepstral coefficients are found from the 
Discrete Cosine Transform of the Filter bank spectrum by 
using the formula given by Davis and Mermelstein [18].  

   ∑                    
                                      

Where   denotes the power in dB in the     filter and 
Ndenotes number of samples. 12 Mel frequency coefficients 
are considered for windowing. Mel-Frequency analysis of 
speech is based on human perception experiments.  

The signal is sampled at 12 kHz. The sampled speech data 
is applied to the Mel filter and the filtered signal is trained. The 
number of frames for each utterance is obtained from the 
frequency coefficients by using PRAAT object software tool. 

III. IMPLEMENTATION OF THE SYSTEM  

The number of frame for each word is used as inputs for the 
neural network.The vocabulary set is composed of ten Hausa 
words. Each word is spoken eight times by four speakers (two 
male and two female).  

Thus the database is composed of 320 words. Frames 
obtained for each utterance of the speaker form Mel-Frequency 
Cepstral Coefficients are as shown in Table 1.  

The database was divided randomly into training, testing 
and validation sets. A respective division ratio of 70%, 15% 
and 15% was adopted in splitting the data. The training subset 
is used for computing the gradient and updating the network 
weights and biases. The validation subset is used to prevent 
model overfitting.  
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The error on the validation set is monitored during the 
training process. Normally, the validation error decrease during 
the starting phase of the training as does the training set error.  

However, the validation set will typically begin to rise 
when the network begins to over fit. If the validation error 
continues to increase for a given number of epochs, the training 
will be stopped. The testing subset is not used during training, 
but it is used to compare different models.  

 A Multilayered Neural Network is used for speech 
recognition task. The network is made up of eight (8) inputs 
corresponding to an utterance of each word for every speaker. 
A hidden layer consisting of ten neurons and an output layer of 
ten neurons was used as shon in Figure 3. The scaled conjugate 
gradient back-propagation algorithm was used for training 
because it converges faster which helps improve generalization. 

TABLE I. FRAMES OBTAINED FOR MFCC FEATURE 

 Words (utterance) 
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353 438 379 344 353 353 430 353 404 327 

319 438 464 336 344 361 319 361 310 361 

285 430 344 387 336 344 336 421 361 370 

276 575 404 310 361 319 353 353 344 319 

285 430 438 370 413 319 336 327 344 310 

268 472 387 336 336 336 353 361 370 310 

225 430 370 327 327 344 336 413 404 344 

302 558 396 319 310 387 344 566 302 310 

S
p

eak
er2 

 

413 447 344 379 327 361 387 310 353 336 

370 404 268 353 319 293 276 327 336 293 

455 489 507 327 319 302 379 293 302 319 

361 336 421 413 319 276 276 336 455 302 

361 319 361 293 370 293 379 319 276 285 

498 438 626 310 302 310 396 396 259 310 

353 336 421 566 507 344 327 285 310 310 

319 336 327 327 455 293 327 327 404 319 

S
p

eak
er3 

 

430 370 379 319 379 387 524 379 396 396 

438 361 327 361 379 353 319 319 353 361 

498 353 336 319 387 396 344 549 370 361 

447 447 413 396 336 336 396 438 481 353 

310 379 361 327 310 438 310 464 370 327 

319 387 361 379 353 344 319 379 438 455 

327 319 361 481 387 327 327 455 353 327 

455 600 361 379 353 293 336 464 353 387 

S
p

eak
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293 293 379 370 302 293 353 344 319 293 

327 276 285 524 276 233 319 404 507 327 

276 293 319 310 293 302 302 285 293 276 

310 242 319 404 285 464 302 276 336 268 

293 268 293 344 293 225 293 310 507 268 

276 242 285 370 251 251 327 285 276 293 

285 276 285 259 336 293 242 370 268 302 

300 635 276 498 276 327 293 319 302 319 

 

 

 

Figure 3. Multi-layered Pattern Recognition Neural Network 

IV. SIMULATION RESULTS AND DISCUSSION 

The experimental results for the four speakers are presented 
in Figures 4-7. The performance of the system depends on a 
number of factors. Adequate pre-processing is a very vital 
element to ensuring good results in a speech recognition 
system.  

The choice of adequate training parameters helps in arriving 
at good generalization. From the results, the speech model 
performance for speaker 2 and speaker 4 was better than that of 
speakers 1 and 3. The results obtained for the overall data of all 
the speakers combined is given in Figure 8. When the data was 
combined, a better generalization was obtained than that of 
individual speakers.  

 

Figure 4. Simulation results for speaker 1 speech recognition 

 

 

Figure 5. Simulation results for speaker 2 speech recognition 
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Figure 6. Simulation results for speaker 3 speech recognition 

 

 

 

Figure 7. Simulation results for speaker 4 speech recognition 

 

Figure 8. Hausa speech recognition for all the speakers. 

V. CONCLUSION 

This paper presents speech recognition of Hausa language 
using pattern recognition artificial neural network. The 
captured data was first pre-processed then the Mel-Frequency 
Cepstral Coefficients (MFCC) was extracted. These extracted 
features were used to train the neural network. The choice of 
pre-emphasis filter factor was carefully chosen because Hausa 
is a tone language, in which syllable-based pitch differences 
add as much to the meaning of words as do consonants and 
vowels. A better generalization was achieved by adopting early 
stopping achieved using model validation. The generalization 
power of the neural network increase when the size of the 
database increases. This work is a primer for more extensive 
research in speech processing of African languages (Hausa 
language in particular).  

Future work will focus on increasing the database and 
expanding the loci of research to other domains of speech 
processing such as speech enhancement, speech coding, and 
voice analysis and speech synthesis.  
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