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Abstract

Continuous measurements of the air pollutant concentrations at monitoring stations serve as a reliable basis for air quality regu-
lations. Their availability is however limited only at locations of interest. In most situations, the spatial distribution beyond these
locations still remains uncertain as it is highly influenced by other factors such as emission sources, meteorological effects, disper-
sion and topographical conditions. To overcome this issue, a larger number of monitoring stations could be installed, but it would
involve a high investment cost. An alternative solution is via the use of a deterministic air quality model (DAQM), which is mostly
adopted by regulatory authorities for prediction in the temporal and spatial domain as well as for policy scenario development. Nev-
ertheless, the results obtained from a model are subject to some uncertainties and it requires, in general, a significant computation
time. In this work, a meta-modelling approach based on neural network evaluation is proposed to improve the estimated spatial
distribution of the pollutant concentrations. From a dispersion model, it is suggested that the spatially-distributed pollutant levels
(i.e. ozone, in this study) across a region under consideration is a function of the grid coordinates, topographical information, solar
radiation and the pollutants precursor emission. Initially, for training the model, the input-output relationship is extracted from
a photochemical dispersion model called The Air Pollution Model and Chemical Transport Model (TAPM-CTM), and some of
those input-output data are correlated with the ambient measurements collected at monitoring stations. Here, improved radial basis
function networks, incorporating a proposed technique for selection of the network centres, will be developed and trained by using
the data obtained and the forward selection approach. The methodology is then applied to estimate the ozone concentrations in the
Sydney basin, Australia. Once executed, apart from the advantage of inexpensive computation, it provides more reliable results
of the estimation and offers better predictions of ozone concentrations than those obtained by using the TAPM-CTM model only,
when compared to the measurement data collected at monitoring stations.
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1. Introduction monitoring stations across a region. To tackle this problem, one
way [1] is via the use of mobile measurement stations, that are
movable to other locations after some period of time to avoid
expensive investments by increasing the number of fixed mon-
itoring sites. However, this is generally difficult to be imple-
mented, time-consuming and unlikely to be accessible at most
of rural locations. Air quality models could also be used for a
more cost effective method [2, 3, 4]. Nevertheless, their simu-
lation results are much dependent on the correct formulation of
chemical reactions involved in the models as well as the accu-
racy of emission inventory data and meteorological data used as
inputs. Furthermore, air quality models also imply a high com-
putational cost, which generally require several days or weeks
for a particular simulation task, depending on the model and the
problem in consideration.

Thus, to reduce the computation burden for simulation, ap-
propriate and reliable statistical techniques could be implemented.
For example, Duc et al. [5] used a Kriging approach to study
the spatial correlation of SO,, NO, NO, and ozone (O3) over
a long-distance network in Sydney, Australia. They found that

As cities and their surrounding suburbs around the world
expand with increasing people, motor vehicles and industries,
there is an urgent need to understand the connection between air
pollution formation, human health, and emission control with
urban management. Since quality air is associated with healthy
society and clean environment, the accurate assessment of the
air pollutant levels is an important task for the authorities to
determine appropriate management environmental policies. In
general, air quality assessment can be conducted using three
different staged approaches; air quality monitoring, emission
inventory and assessment, and air quality modelling. Each has
its own usefulness to the policy maker for understanding the air
pollution nature due to various sources in the urban setting, in
both temporal and spatial aspects.

The spatial distribution estimation of air pollutants using
data measurement is usually limited by the number of available
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within a 30km radius, this method showed a reasonable corre-
lation for some air pollutants, but not likely for ozone due to the
non-linearity and complicacy of its formation. Soft computing
based on artificial intelligence (Al) can serve as an alternative
in environmental science studies. In climate control, Trabelsi
et al. [6] implemented a fuzzy clustering technique to model
air temperature and humidity inside a greenhouse to increase
the crop production. More recently, Fazel Zarandi et al. [7]
used the type-2 fuzzy logic theory to construct a model for the
prediction of carbon monoxide in Tehran, Iran. A compara-
tive analysis on statistical approaches for ozone prediction has
been conducted in [8]. It is found that among neural networks
(NN), support vector regression (SVR) methods and those with
uncertainty, models of SVR with polynomial kernel functions
appeared to perform better than neural networks (feed-forward
NN, time delay NN, and RBFNN) in terms of the root mean
squared error (RMSE). However, their attempt in ozone predic-
tions is actually similar to previous authors (e.g. [9, 10, 11]),
where input parameters for training are chosen from available
measured air pollutant and meteorological data without taking
into account the spatial distribution of the pollutants.

In air quality research, neural networks have been success-
fully applied to model some air quality predictions, mainly in
forecasting the pollutant concentration (i.e. temporal predic-
tions), see e.g. [12, 13, 14, 15]. An air dispersion model and
neural networks were integrated to reduce the complexity of the
spatial predictions in the simulation of complex situations [16],
but without improving reliability via verification with measure-
ment data collected. Carnevale et al. [17] proposed neural net-
work models to estimate a non-linear source-receptor relation-
ship for ozone and PM;( concentrations, where the networks
were trained from input-output data generated by a determinis-
tic model. Good results for the pollutions mapping were shown
therein as compared to the deterministic model, again without
validating with results obtained from the actual sites’ measure-
ments. Moreover, meteorological data were not considered as
the model input. Pfeiffer et al. [18] used diffusive sampling
measurements and neural networks to compute the average spa-
tial distribution of air pollutants in Cyprus. However, a large
number of the diffusive samplers is required to get the correct
spatial map for a particular pollutant: 270 samplers are needed
at 270 sites for NO, pollutant.

To enhance the prediction performance for the spatial esti-
mation of air pollutant profiles, we propose the integration of
three approaches in the modelling, i.e. deterministic air quality
model, neural network model and ambient measurement data.
With this, we aim to estimate, with high accuracy, the spatial
distribution of the ozone, as an air pollutant, across a region. A
number of estimated pollutant levels of interest has been com-
puted such as the 1-hour, 4-hour, 8-hour, or 24-hour daily max-
imum average by using a radial basis function neural network
(RBFNN) metamodel with an improved algorithm to select the
network centres. Here, a deterministic model, The Air Pollution
Model and Chemical Transport Model (TAPM-CTM), devel-
oped by the Australian Commonwealth Scientific and Industrial
Research Organisation (CSIRO), is used to produce a modelled
output in which some important grid data values in the model

region are extracted to become inputs and outputs of the neu-
ral network-based metamodel. These values have been post-
processed to correlate with the ambient measurement data. On
the other hand, to enhance the reliability of the precursor emis-
sion data of ozone (from an inventory database), a Gaussian
dispersion model is used to transform the measured precursor’s
concentration data at monitoring stations to become additional
emission data. The effectiveness of the model is then deter-
mined through some performance indices, and the results will
be verified with measurement data from other sites, which have
not been used in the training process. As the conceptual frame-
work of the approach is generic, the proposed implementation
can be extended for the estimation of other air pollutants for
their temporal and spatial distributions.

The paper is organised as follows. After the introduction,
Section 2 describes the proposed RBFNN metamodel together
with a new technique for selection of the network centres. The
estimation of the spatial distribution of the air pollutant is dis-
cussed in Section 3. Section 4 presents the results across a re-
gion and discussion for this case study. Finally, Section 5 gives
some concluding remarks.

2. Radial basis function network metamodel

For describing characteristics and behaviour of very com-
plex systems, the discrete event model approach has offered
good estimation accuracy but may suffer from a difficulty on
the realisation and the high demand of computational expenses.
Therefore, metamodels have been suggested to be an approxi-
mate model that can adequately represent the intrinsically non-
linear and complex relationship between the systems input and
output. Splines, neural networks, kriging and support vector
machine are some of the proposed methods in the literature for
metamodels [19, 20]. To this end, the radial basis function neu-
ral network (RBFNN) can offer good performance on accuracy,
robustness, problem types, sample size, efficiency, and simplic-
ity as compared to stochastic approaches [21, 22]. Due to these
advantages, RBFNN has attracted many researchers in various
real-life applications, see e.g., [23, 24].

In the RBFNN, three difficulties involved in the training al-
gorithm include the selection of the radial basis centres, of the
basis function radius (spread), and of network weights. For the
choice of network centres, several methods have appeared in
the literature, which can be grouped to random, unsupervised
and supervised selection (see [25, 26, 27]). Also known as
the forward selection [28], the supervised selection is a system-
atic way utilising the orthogonal least square algorithm. In this
work, we use the hidden neuron output information from a pre-
vious iteration. The idea is partially adopted from the forward
selection method by Orr [29] in conjunction with the weighted
least squares (WLS) theory, which gives the advantage in deal-
ing with noisy data.

The RBFNN output vector, of dimension m , correspond-
ing to the input vector x€ R" is mathematically represented as



follows:

Zwk, i=1,2,...m (1)
where b(-) is a basis function, || - ||» denotes the Euclidean norm,
wy; are weights in the output layer, ¢, € R” are the RBF centres
in the input vector space, and » is the number of neurons (and
centres) in the hidden layer. In matrix notation, equation (1)
can also be written as:

(Ix = cxll)

F=B"w, 2)

where F is the matrix of the network output with p x m dimen-
sion, B is the matrix of hidden nodes with n X p dimension,
W = [wi]” is a network weight matrix with n x m dimension,
and p is the number of dataset patterns.

By incorporating the WLS theory, the RBF weights can be
computed by the following equation,

Wisr = (BHBT) 'BHD, 3)

where D is the p x m matrix of the desired output and H is the
diagonal matrix of the least square weighting coefficients with
diagonal components /;;, where 1 < j < p.

From (3), the weights at the k-th iteration can be trained by
the following equation,
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Here, we are concerned with a direct relationship between Ay
and A;_| matrices, thus only the first matrix entry in (6) is taken
into account. From Ay_; = Bx_1Hi_1Bix_1, we can write ma-
trix Ajpas Ay = (Akfl — (kaHkbk)ilkalHkbkka
HyBi_1T)~!. Therefore, we have

Ag(ayy) = Ak—1 — Bi_1Hibi (b Hibr) ™' b HiBia . (7)
By using the small rank adjustment [30], we can obtain
Al = A A (@ A Tt ®
b Hib) ™ " A,

where g, = By_1Hb; and q,{ = b,ZHkBk,IT. The RBF network
output over the training set is given by [31]:

= Bf Wi = B} A, ' BtHD. 9)
Now, we can estimate the sum of squared error € at the k-th

iteration as follows:

& = 1r{(D—F)" H(D— )}, (10)
or in a more compact form,
& = tr{D" Hy Oy D}, (11)
where
Ok = Ig — B A, ' ByHy (12)

is a projection matrix, Ig is the identity matrix with the dimen-
sion of p x p and tr(.) is the trace function which computes the
sum of the elements in the main diagonal. Using equation (8),
matrix Qy can be re-written as follows:

O = Ix—B{A ! BiHi — B{A, " ai(qf A yqx + b Hiby) ™!
qZA;_llBka.
(13)

Substituting matrix By, B,{ and H;, = H;_;, where Ay; is used

for A,:l , into (13) yields:
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Figure 1: Radial basis function network scheme with forward selection and weighted least square (FSWLS).
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in which the denominator part (i.e. b,{Hka_lHkbk + b,{Hkbk)
always returns a scalar number. Thus, by implementing equa-
tion (11), the error can be calculated as follows:

_ tr{DTH Q1 Hybyb | Hy Q1 D}
bZHka, 1Hiby + szkbk

& = €1 (15)

This also means that we can minimise the error by maximising
M;, given by:

DT H, Q1 Hyby ||?
My — | %O 1Hyby||

= . 16
by HiQx—1 Hyby + b} Hiby (10)

To simplify the solution, a constant /;; is considered for ele-
ments of the diagonal matrix Hj at any k-th iteration. In other
words, Hj, can be written as:

HkZ(X,*IR. (17)

The weight coefficient value «, initially set at 1 in [31], is sug-
gested here to lie within the band £ 25% of its unity value, so
as maintain the best convergence region and to avoid the over-
fitting problem.

Accordingly, the selection of the network centre can pro-
ceed by taking the vector number from a finite set (i.e. iter-
ated evaluation of different vectors by) of possible centres cor-
responding to the maximum value of M. However, this pro-
cedure may again cause an ill-conditioned problem which hin-
ders the advantage of RBFNN training. To avoid the iteration
process and the over-fitting problem, one solution is to choose a
smaller number of centres than the dimension of the input space
[25]. Thus, we suggest that the set of possible centres can be
assessed by the Gram matrix P, as suggested in [32], where P
remains a symmetrical and orthogonal matrix of all the possible
radial basis output of a given training data. Thus, equation (16)
can be re-written as,

| DT HyQx—1 HiP||?

- , 18
* Sum (PHyQy_HcP + PTH,P) (18)

where sum(-) returns the sum of the values of each matrix col-
umn. To save the memory for computation, (18) can be further
simplified for faster computation as follows:

_ ID" HiQx— 1 HiP|I*
“7 sum(PHy) Q1 (HiP) + sum(PT)Hy P

19)

To execute the algorithm, at k = 1 , matrix Qg is set as I ,
and at the following iterations Qy_; is set as Oy, which has
been computed in the previous node (i.e. k— 1) by using (13).
A computational algorithm for the proposed RBFNN has been
preliminarily reported in [31]. The overall improved network
scheme is depicted in Figure 1, wherein the network centre C at
the k-th iteration is a function of M.

3. Spatial distribution model for air pollutant estimation

3.1. Overview of air quality prediction

Our objective is to construct a model for the spatial predic-
tion of ground level ozone concentrations over a certain large

region, i.e. in this case, the Sydney basin in Australia [33].
Notably, the surface ozone is one of the most important photo-
chemical pollutants that require to be controlled because of its
impacts on human health and on the environment, as reported
in [34].

Compared to the other air pollutants (e.g., sulfur dioxide,
carbon monoxide, particulate matters etc.), the ozone formu-
lation is quite complex and non-linear, making it difficult to
be predicted. It is typically formed by nitrogen oxides (NOy)
and volatile organic compounds (VOCs) in the presence of so-
lar radiation, and it may cause several negative impacts to the
human, vegetation as well as to the environment, at the ground
level. Thus, reliable prediction of its level may provide an in-
dication to implement the long-term plan for improving health
conditions to the community.

Intensive research and development on the air pollutants
prediction tools have been started since the last two decades.
The methods can be categorized into two types of approaches;
deterministic and statistical models. A spatial distribution es-
timation usually uses the former type, also known as a disper-
sion model. It simulates the atmosphere for a certain region
by dividing it into a large number of individual grid cells, and
estimate pollutant concentrations in each cell by considering
the air dispersion effects of pollutants into each cell, the up-
ward and downward movement of the pollutants across an as-
sumed number of atmospheric layers and the amount of emis-
sion from many different sources. However, because of its com-
plexity, their execution is quite time consuming, depending on
the model used and the scale of the region under considera-
tion. Popular models reported in the literature are CAMx [35],
CMAQ [36] and GEOS-CHEM [37].

For the statistical models, most approaches such as regres-
sion analysis, interpolation and artificial intelligence, use ambi-
ent measurement data. For the spatial distribution estimation,
the interpolation algorithms have been used, e.g., kriging in
[5]; a local weight function in [38]. However, this method-
ology only gives rough visualisation to interpolate the mea-
surement results from the monitoring sites, without considering
other possible factors such as geographical topology and mete-
orological conditions.

The artificial intelligence approach is basically effective to
be used for the local estimation at monitoring sites and nearby
areas only. Of interest are recent works by Carnevale et al. [17]
and Pfeiffer et al. [18], using artificial neural networks for
spatial estimation of pollutants’ concentrations.

3.2. Neural network model development for ozone distribution

3.2.1. Input-output parameters

A neural network model is considered as a black box for
mapping the best relationship between the inputs and the out-
puts of the dataset without knowing the underlying physics of
the system. In this work, an improved RBFNN is proposed for
the modelling where suitable inputs parameters were selected
to get the best possible network configuration. To this end,
we utilized specific ambient measurement data and also input-
output data from the deterministic air quality model, to train the



RBFNN. In this work, we adopted a specialized DAQM model
called as TAPM-CTM, a typical model used for air quality reg-
ulatory in Australia.

Since ozone is the pollutant to be considered in this pa-
per, the most related input parameters for training the model
are the ozones precursors, the x —y coordinates, the topogra-
phy information and the solar radiation levels. Basically, there
are two important classes of precursors involved in the forma-
tion of ozone, namely volatile organic compounds (VOCs) and
NOy. However, VOCs are apparently very difficult to measure,
hence VOC data are fully based on the emission rate data ex-
tracted from the emission inventory system, whereby the NOy
data could be enhanced by incorporating its measurement data
collected at the monitoring stations.

The x — y coordinates represent the cells location (in km) in
x and y directions, which normally form a group of 2km x 2km
domain cells. By using statistical modeling, the coordinate in-
formation is adequate for quick interpolation of measurements
between the monitoring stations, but it is not quite accurate,
especially for a large distance between sites. To improve the
estimation, topography information is added, consisting of the
height above the sea level (in m) at each domain cell.

Here, ambient temperature data are used to represent, at
each cell, the solar radiation level, which basically is a good
indicator proxy variable to the formation of ozone and has a
strong correlation to the ozone concentration. Generally, a tem-
perature dataset could be made available from a local meteo-
rological institution such as the Bureau of Meteorology for the
Sydney region. The lowest layer data (about 20m above the
sea level) are also considered. These datasets need to be post-
processed as daily maximum temperatures, taken from the day-
light hourly temperature, as to represent the activeness of the

hour average is selected here in this paper as a demonstration
of the approach. The 4-hour or 1-hour can be analysed simi-
larly. As for the ozone predictions, the simulation is only run
for the summer months (i.e. December, January and Febru-
ary, in Australia), during which the formation of ozone is most
intense. To correlate with the actual measurement data, this
dataset is calibrated via regression by analysing the correlation
ratio between DAQM output and actual concentration data at all
available monitoring sites, for each recorded day. This correla-
tion ratio is then multiplied to the entire cell parameters in the
simulated domain. For illustration, the topology of the model
network is shown in Figure 2. Finally, the entire inputs and
output are normalised (e.g. in the interval between O and 1,
using ‘'mapminmax’ function in Matlab), in order for them to
contribute with the same influence to the RBFNN.

3.2.2. NO, emission distribution

Generally, the amount of the daily NOy emission (in kg/day)
taken from the emission inventory does not change much for
each day, except there is a small difference between the week-
days and the weekend days. Thus, the daily emission can be
assumed to be identical over time at one location, however, they
are apparently different between each domain cell. To make the
significant variations of daily emission for the purpose of neu-
ral network training, the actual measured NOy concentration at
monitoring stations (typically in pphm) is converted to an emis-
sion rate, distributed to the entire domain and added to the orig-
inal emission data. This can be done by assuming the emission
source is at ground level and thus, the produced concentration is
contaminated at the ground level and using the basic Gaussian
dispersion model developed by Pasquill [39], i.e.

Topography (m)

Daily maximum
temperature (°C)

daily ozone production. C(X,Y,Z) = Y %
. . . ) 9
The network output consists of daily 8-hour maximum av- 2nucy (X)o(X)
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Figure 2: Inputs and output for training the RBFNN metamodel.



where C(X,Y,Z) is the pollutants concentration (in ug/m?) at
distance X downwind from the source (in meters), distance Y
crosswind (equal to O for this case), and vertical direction Z; O
is the emission rate (in g/sec), u is the average wind speed (in
m/sec), 6, and G are the dispersion coefficient respectively in
Y- and Z-direction. The values of 6, and G, have been deter-
mined empirically by plume studies available in the literature.
They depend on many variables, and especially on the stability
of the atmosphere, which is normally rated from A to F, with A
being the least stable and F the most stable of an environment.
For instance, sigma values can be determined roughly from the
dispersion coefficient graphs, or more accurately determined by
the following equations [40]:

o, = aX0'894, 1)

o, =cX!~f, (22)

where values of a, ¢, d and f can be obtained by curve-fitting,
depending on the atmospheres stability condition. Note that
the measurement unit, in pphm, for pollutants concentration is
consistently converted to ug/m? using the molecular mass of
NO and NO; at 25°C and 1 atm.

The emission rates, assumed to be coarsely distributed to
other cells, are estimated at these cells by considering the near-
est distance to the station, adjusted by the wind direction factor.
Finally, the calculated distributed NOy emission is added to the
gridded emission rate from the inventory database.

3.2.3. Training, validation and verification

To start the modeling process, firstly we need to define the
frame area for the simulation. The border of the domain is ap-
proximately selected about 30km distance from the most outer
monitoring stations for a reasonable correlation.

For the network training purpose, the entire domain is di-
vided to groups of 6km x 6km grid cells for the input dataset
from these groups to be able to represent the behavior of the
whole frame. This choice reduces the number of datasets to
be trained. The dataset was trained by using RBFNN with
the appropriate selection of spread parameter (sp), least square
weighting coefficient (o), and prescribed error goal (MSE).

In the validation stage, the denser input-output dataset (i.e.
smaller cell size, for e.g. 2km x 2km) from the same simulation
is used to confirm the correctness of the trained model. The de-
veloped model is then tested with other datasets which have not
been used in the training stage to predict the spatial distribution
of ozone concentration, and the results are compared with the
measured ozone level collected at the continuous monitoring
sites.

4. Results for case study: Sydney region

4.1. The application domain and the measurement data

The methodology has been applied to the Sydney basin in
New South Wales, Australia. The Sydney basin area can be di-
vided into four main regions; East, North West, West and South
West based on geographical population settlement pattern. The

basin currently has 14 monitoring stations scattered throughout
the Sydney metropolitan region, from the coastal area in the
East to the edge of the Blue Mountain in the North West and
West. Most of the measuring sites are located in the urban area
except for some locations, which can be considered as suburban
in the greater West, and semi-rural area in the North West.

The whole Sydney region covers the area of about 24,242
km?. For the station location, in order to get reasonable predic-
tion results using the proposed methodology, the selected do-
main begins from 246km to 384km easting and from 6207km
to 6305km northing, by using the Australian map grid (AMG)
coordinates, as illustrated in Figure 3.

In this study, the concentrations of two measured air pol-
lutants, ozone (O3) and nitrogen oxides (NOy), were measured
in part per hundred million (pphm) units on an hourly basis.
The ozone data were measured using the Ecotech Ozone Mon-
itor 9810, which is based on the ultraviolet spectroscopy prin-
ciple, while the nitrogen oxides (NOy) were measured using
the Ecotech 9841 instrument. They were calibrated daily and
checked frequently.

4.2. Implementation of neural network metamodel

The model development is based on the ambient measure-
ment of pollutant data, meteorological data and primary or pre-
cursor pollutant emission sources data for the year of 2004, con-
sidered in this paper as the base year of this study. For prepar-
ing the output dataset, few simulations for summer days in 2004
were performed by using the TAPM-CTM model. The TAPM
model is a three-dimensional prognostic meteorological and air
pollution model, which was developed by the Commonwealth
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Figure 3: Monitoring sites in the state of New South Wales,
Australia which includes Lower Hunter, Sydney and Illawarra
region.



Scientific and Industrial Research Organization (CSIRO), in Aus-
tralia, for use in air quality studies on a local, regional or inter-
regional scale [41]. Recently, a modified version of TAPM
called TAPM-CTM was developed to include the LCC and car-
bon bond IV photochemical mechanism as well as the GRS
(Generic Reaction Set) photochemical component, which was
released in 2008.

As the regulatory agency, the NSW Office of Environment
and Heritage is mostly interested in the prediction of peaks
ozone scenarios, only episode days are chosen for the simula-
tion in this study. The spatial distributions of 8-hour maximum
average of the ozone level are extracted from those simulations
for the smallest grid cell (i.e. 2km x 2km).

It is noted that there are some differences in the ozone level
as predicted by the TAPM-CTM model, compared to the ac-
tual measurement data at the monitoring stations. Most of the
TAPM-CTM predicted outputs are under-predicted, especially
during the episode days. Moreover, their correlation is usu-
ally nonlinear, and different from day to day. For correcting
the under-prediction and improving the correlation between the
model output and the measurement data, the modeled ozone
datasets need to be calibrated, e.g. by using the regression anal-
ysis via comparison of the actual and the simulated data at all
the monitoring stations to determine the correlation ratio be-
tween them. For example, Figure 4 shows a correlation of daily
8-hour maximum average of ozone for a day in summer. A
regression line is drawn by setting the intercept point at zero.
Therein, the correlation ratio is determined as 1.326, i.e. all
the daily ozone distribution data from TAPM-CTM output are
multiplied with this ratio. This comes from the assumption that
the spatial distributions of the pollutant are in general predicted
correctly enough with the deterministic model, but it needs fur-
ther compensation due to the under-predict or over-predict sit-
uations. The aim here is to form a dataset that is close to the
actual data for the whole domain, based on the available corre-
lation ratio at all monitoring stations, i.e. by a regression tech-
nique.

For the NOy input dataset, the measured concentration data
for the same days as the TAPM-CTM simulations are used to
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Figure 4: Regression analysis for determination of the correla-
tion ratio between simulated and observed ozone level.

compute the variation of the NOy emission rate. The hourly NO
and NO; concentration for each day is converted to the emis-
sion rate according to their molecular mass values and aver-
age wind speeds. The downwind distance is estimated accord-
ingly to cover 2km x 2km grid cells, and the other coefficients
are set, based on the environment stability conditions by using
the Pasquill Table [39]. The calculated hourly emission rate is
summed to get the daily emission rate of NOy at every monitor-
ing station. The emission values for other cells in the domain
are approximated in accordance with the nearest distance to the
station at which the wind direction and the cell-station direction
make the smallest angle. Within a certain radius from stations,
pollutant concentrations are assumed to be similar and hence
the same emission rate level is expected. On the other hand, the
gridded inventory emission rate data for NOy are extracted from
the TAPM-CTM pre-processing outputs. Finally, both types of
emission (i.e. inventory and calculated) for each cell are added
to form distributed daily NOy emissions (in kg/day).

Figure 5 shows a comparison of the daily distribution before
and after the summation for a summer day in 2004, where the
daily emission is concentrated mostly in the Sydney metropoli-
tan area, especially the area near to the central business district,
Sydney East and Sydney inner-West, as shown in Figure 5(a).
Obviously, this area has a high population concentration and
also dense road networks, as well as a large number of industrial
activities. The high emission also appears along the roadways
from North to South, and to the West. Figure 5(b) shows that
the emission is more scattered in the domain, while it is not dis-
tributed well in the East area because there are no measurement
data available in that area (the Tasman Sea).

The rest of the input dataset (i.e. coordinate, height from sea
level and temperature) can be extracted from the TAPM-CTM
model which uses synoptic data collected by the Australian Bu-
reau of Meteorology. The training process is executed by set-
ting the spread parameter at 0.1, the least square weighting co-
efficient as 1 and the mean square error goal to be 0.004. After
several epochs, the network is constructed once the set goal has
been met in just 6 minutes of the simulation time. From 2448
patterns of the training dataset (thin size), 343 centres and hid-
den neurons are used to create the model network.

4.3. Model performance

To validate the trained model, denser datasets (from the
same simulation days in the training stage), which involve 21000
data patterns consisting of data collected from January to Febru-
ary 2004, are used. The performance of the validation phase is
shown in the scatter plot of Figure 6. It consists of 3500 data
points, which correspond to 3500 cells for 2km x 2km each size
of the whole domain (i.e. 70 cells to the East 50 cells to the
North). The plot represents a correlation between the predic-
tion results by using the constructed RBFNN model against the
target outputs in the dataset. As depicted, most of the scat-
ter points are located close to the bisecting line for every data
point with the determination coefficient (R?) of 0.94, which can
be considered as good performance.

The spatial distribution, obtained by using the RBFNN model
and TAPM-CTM model, is shown in Figure 7. Results of two
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Figure 5: Daily NOy emission for a day in summer: (a) post-process by TAPM-CTM from the emission inventory, (b) added with

the calculated emission.

episode days are presented, wherein both models give similar
patterns of the spatial lines but with different ranges of concen-
trations. For the first day, the higher levels were concentrated at
the West area from North to South with range from 21 to 90 ppb
for the RBFNN, and from 8 to 62 ppb for the TAPM model.
On the second day, the high concentration scattered about the
whole domain in which the peak levels appeared mostly in West
area towards South West area. However, RBFNN output gives a
maximum level of 103 ppb while the maximum level by TAPM
is only 72 ppb, which exhibits an under-prediction. This uncer-
tainty is confirmed by comparing those levels with actual data
collected at the monitoring points.

From these spatial distribution results, it can be observed
that most of the high ozone level always appeared, especially
during the episode days, in the West of Sydney, including sub-
urban and semi-rural areas. This is the general pattern of ozone
occurrence in the Sydney basin which is consistent with mete-

100

RBFNN prediction for daily 8-h ozone (ppb)

0 20 40 60 80 100

Target ozone output based on prepared dataset (ppb)

Figure 6: Scatter plot to illustrate the performance of validation
phase.

orological conditions of the West and South West being down-
wind of the sea breeze during the day. In the morning after
sunlight, off-shore sea breeze flows from the East and North
East across Sydney towards the South West tend to cause an el-
evated level of ozone in the South West and West of Sydney in
the afternoon.

However, the most important issue is the number of ex-
ceedance (i.e. more than 80 ppb for §-hour maximum average
standard) that are observed, which may have an adverse impact
on the human health as well as on the vegetation. This situation
rises up due to the increase of the ozone level caused by the ac-
cumulation of ozone formed previously in the East of Sydney,
which is the transported to the West and South West areas.

4.4. Performance comparison

To assess the reliability of the models, five days simulation
results of the spatial distribution are compared with the actual



T .

63008 & LTy R 1 6200
- Sydr;legf‘\ PV Sydney
6290 7 Nofth West K ¥ 4 6290 North West™ "
! © - il
6280 . X & 4 B280p0E -0 ¢
* . | ;
6270 P ’é;?? / 1 ol § &
[ é = —— /@ '§
: 6260 i - - - 6260 - Sydney
Episode * >
P i 4 3 West /
day-1 s&250 ‘ i . 1 e250f 4
. 9 ‘.
6240f : 2'\. Edst A - 6240t 5
6230 i % ~ ' 4 62301 of
o b -] L
% % TASMAN SURCET .
6220 . / l SEA - 6220—50uthWe§t)
s )
b | _S0FEss .,
6210 e A ‘ ‘ o e2toptT
280 300 320 340 360 380 260 280
6300 4 63001 ;s g
- ‘ . Sydney .~
6290+ 3 »»I'i}i?r‘th v\,;’esf“ ,‘}‘ 1 6290+ N/qrm West J
- &F = v A L e
6280 o e \f.f rar _aE { 6280} - e -
s o ® i el =l
4 ‘e i - .
6270+ | /' \_'/‘; o d g270F & - A |
I ﬁ() {,\/rg‘{l' g:' s
Episode 6260 ‘ £/ m ~ 6260 & Sydney Noe L
. %J' - ‘ West 3 |
day-2 e2s0 | g 1 e2s0f ! :
[ ] %. ) | _\ J“i‘.‘-{. - <‘r'5y
6240 = he East, gy B240F | .
, e s
52300 - A 8230} (e s .~
- | % TASMAN ! Sydney . _ A : TASMAN
6220 SEA . ezzo-sjguthWe%ﬂ ~- i SEA
e e ¢ T B !
6210f i a1 L L L] 6210¢ L i L J" L L
300 320 340 360 380 260 280 300 320 340 360

RBFNN metamodel

Deterministic TAPM-CTM model

Figure 7: Spatial distribution for 8-hour maximum average of ozone by using RBFNN and TAPM-CTM model (Note: the bullet

dots show the location of the monitoring stations).

RBFNN vs Actual

S o % = o]
S =) =] 8 S

RBFNN estimation values (ppb)

[
(=}

0 20 40 60 80 100 120

Actual values (ppb)
(@)

TAPM-CTM vs Actual

120 |
_ y=x
= y=2x
2 100
s
o
2
[ 80
>
c
° . v=0.6695x%
® 60 o, o
E .
= * ¥ -
1 * % ', ._’ + y=0.5x
¢
s L
= Py 9 & *
9 0 adihd
2 20 e
Z P
= 2
0 £
0 20 40 60 80 100 120

Actual values (ppb)
(b)

Figure 8: Performance comparison between RBFNN and TAPM-CTM predictions for 8-hour maximum average of ozone at 10

sites in Sydney region.

measurement data at 10 monitoring stations for each day. Fig-
ure 8 shows the scatter plots of the models versus the actual
data, whereby each plot consists of 50 data points (i.e. 5 days
10 monitoring stations). Five episode ozone days in a summer

season are selected in the analysis. As can be seen from the first
figure, most data points are located close to the bisecting lines,
all lying in between the upper-half section line and lower-half
section line. This is an improvement as compared to the TAPM



Table 1: Comparison results for the spatial distribution estimation of pollutant using two RBFNN methods (Note: the MSE set to 0.008).

Method Spread parameter,c Weight coefficient, o Performance measure Network size Simulation time (s)
RMSE MAE R’ b
RBFENN-FSWLS 0.1 0.7 12.685 8.460 0.515 0.896 348 228
0.8 10.202 7.452 0.653 00913 171 76
0.9 9.284 7.033 0.713 0.928 96 96
1.0 9.017 6.894 0.729 0.932 81 33
1.1 9.103 6959 0.724 0.931 76 28
1.2 9.101 6963 0.726 0.932 74 29
1.3 9.164 6973 0.724 0.931 75 29
0.2 0.7 9.788  7.484 0.681 0.920 167 76
0.8 9.089 7.134 0.725 0.931 67 25
0.9 8.798 6.871 0.742 0.936 61 23
1.0 9.157 6944 0.721 0.930 35 14
1.1 9.094 6968 0.725 0.931 30 12
1.2 9.089 6981 0.725 0.931 26 11
1.3 9.017 7.070 0.729 0.932 36 14
RBFNN-OLS 0.1 - 9.124  7.029 0.723 0.931 90 33
0.2 - 8979 6918 0.731 0.933 31 15
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Figure 9: The comparison of the training performance between FSWLS and OLS methods: (a) 6=0.1, (b) 6=0.2.

estimations in which most of the TAPM values show under-
prediction results, as presented in Figure 8(b). In terms of R>
values, RBFNN results in 0.7703 while TAPM gives 0.3521,
which can be claimed as another advantage of the proposed ap-
proach. However, this indication value shows that further im-
provements in the approach need to be carried out, as there are
some estimation points that do not achieve the actual measure-
ment value. It is probably due to the preparation of the output
dataset (for training the model), which much depends on the re-
gression analysis to correlate with the actual measurement data,
and on other uncertainty coming from the TAPM-CTM simula-
tion outputs.

In another analysis, the performance of the proposed al-
gorithm for training the RBFNNs centres, featuring the for-
ward selection and the weighted least square (FSWLS), is com-
pared with a typical RBFNN algorithm, i.e. the orthogonal least
square (OLS) method [28]. Several values of the spread param-
eter, 6, and weight coefficient, o, are evaluated, as shown in
Table 1. Four performance indexes are used to determine the

10

accuracy of each method as approximation functions, which in-
cludes the root mean square error (RMSE), the mean absolute
error (MAE) the determination coefficient (R?), and the index
of agreement, d,. By varying o for FSWLS, it is found that
the best performance occurs when o is set to 1.2, for both test
values of the spread parameter. Besides, it is learnt that the
possible value of o is located between 0.75 and 1.25, to keep
the algorithm in the convergence region. As compared to OLS
method, at the highest performance by the FSWLS method, the
computational cost in terms of the hidden neuron number used
and simulation time are slightly improved. The comparison of
the training evolution is illustrated in Figure 9. Therein, the
OLS method requires 90 and 31 hidden neurons to reach the
MSE goal of 0.008, while the proposed method only uses 76
and 26 hidden neurons, with the spread parameter between 0.1
and 0.2, respectively.



5. Conclusion

This paper has presented a radial basis function neural net-
work approach to effectively estimate the spatial distribution
of daily ozone concentrations with an adequately fast compu-
tation time. The model approximates the nonlinear relation-
ship between the NOy emission, ambient temperature, location
coordinates and topography, considered as the inputs, and the
8-hour maximum average of ozone concentration as the out-

put.

For the NO4 emission distribution, the emission rate is de-

rived from the measured concentration by using the Gaussian
dispersion model, and then added with the emission rate ob-
tained from the emission inventory data. In the training stage,
target output data for ozone distribution are extracted from a
deterministic air quality model and calibrated to correlate with
the actual data obtained from the monitoring stations by using
regression. Here, data from the deterministic model and the
actual measurements are combined to construct the neural net-
work model to enhance its training performance. Moreover,
the proposed approach features the selection RBFNN centres
using the forward selection with weighted least squares, offer-
ing some performance improvements over the orthogonal least
square method to result in a smaller number of hidden neu-
rons used and better estimation results. The methodology is
then applied for air pollutant data collected from the monitor-
ing stations in the Sydney basin. The results obtained indicate
a promising application of the proposed method in the estima-

tion

of ozone concentration with a reasonable accuracy. Com-

pared with the TAPM-CTM model, the proposed method gives
higher performance, in which most of the estimated values are
closer to the measurement data, while requiring less computa-

tion

time. The generic methodology indicates that combining

a deterministic approach (such as the TAPM-CTM model) and
a neural network approach, as proposed in this paper, gives a
better estimation of the air pollutant concentration temporally
and spatially rather than just using only the dispersion model as
currently used by most regulatory agencies.
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