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Participants received three sets of trials while regional cerebral blood flow was assessed using 
positron emission tomography (PET). In one set, the baseline, they responded when they detected a 
horizontal bar with an X either above or below it. In another set, the categorical spatial relations judg­
ment condition, they decided whether the X was above or below the bar. In the third set, the coordi­
nate spatial relations judgment condition, they decided whether the X was within 0.5 in. of the bar. In 
Experiment 1, the precise locations of the bars and X marks were varied, which required participants 
to focus attention selectively. Consistent with previous behavioral and neuropsychological fmdings, the 
left hemisphere was generally more activated during the categorical judgment task than during the co­
ordinate judgment task, whereas the right hemisphere was generally more activated during the coor­
dinate judgment task. In addition, these apparently simple tasks drew on large and different networks 
of areas. Experiment 2 was the same as Experiment 1 except that the stimuli were always in the same 
position and were presented very briefly. Three areas in the right parietal lobe were activated more by 
the coordinate task than by the categorical task in both experiments. In contrast, in neither experiment 
were any common areas activated more by the categorical task than by the coordinate task. 

One way to formulate testable hypotheses about human 
information processing is to consider how one could build 

a machine that mimics specific human abilities. As a 

case in point, such considerations have suggested that 

our ability to encode spatial relations relies on at least 

two separate abilities (see Kosslyn, 1987, 1994). On the 
one hand, to reach to an object or navigate properly, met­

ric spatial information must be represented relative to a 

point of origin. Such coordinate spatial relations repre­

sentations presumably specify not only precise distance 

from an origin but also precise size and orientation (see 
Kosslyn, 1994). On the other hand, a robust description 

of the shape of a multipart, jointed object would rely on 

categories of spatial relations (e.g., above/below, inside/ 

outside, and on/off) that specify the type of spatial rela-
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tions between parts. For example, if the person's shin is 

represented as "connected to" the thigh, this will de­

scribe all possible configurations of the two parts; thus, 
such categorical spatial relations representations can 

help one to identify an object even when it is contorted 

in novel ways, so that the precise shape varies from in­

stance to instance. Many contemporary theories of ob­
ject identification (e.g., Biederman, 1987; Marr, 1982) 

assume that objects are represented using "structural de­

scriptions," which use categorical spatial representations 

to specify relations among parts. Indeed, Biederman's 

(1987) theory posits that coordinate spatial representa­

tions are not used in object identification, and Marr (1982) 
seemed to concur. The two types of representations are 

qualitatively distinct; what is critical for coordinate spa­

tial relations representations is discarded when comput­

ing categorical representations. 

Traditionally, the right cerebral hemisphere has been 

thought to be crucial for encoding and representing spa­

tial relations (e.g., see Kolb & Whishaw, 1990). How­

ever, the tasks that have typically been used to assess spa­
tial encoding require one to encode metric information, 

and, hence, they would rely on coordinate spatial rela-
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tions representations (for a review, see Kosslyn, 1994). 

Kosslyn (1987) reasoned that the right hemisphere may 

be specialized for encoding coordinate spatial relations, 

whereas the left hemisphere's greater facility with lan­

guage may generalize to a greater facility in forming cat­

egories, and, hence, categorical spatial relations might 

be encoded best in the left hemisphere. Three sets of 

converging evidence have supported the hypothesized 

hemispheric specialization. 

First, findings from divided-visual-field experiments 

with normal people indicate that the hemispheres encode 

the two types of spatial relations differently. Kosslyn 

et al. (1989) found that when stimuli were presented in 

the left visual field (and, hence, initially encoded in the 

right hemisphere), participants could encode metric in­

formation faster than when stimuli were presented in the 

right visual field (and, hence, initially encoded in the left 

hemisphere). These results were obtained when partici­
pants judged whether a dot was within 1 cm of a blob, 

whether an X was within 1 in. of an 0, or whether a dot 
was within 0.5 in. of a horizontal bar. In contrast, when 

stimuli were presented in the right visual field (and, 

hence, encoded initially in the left hemisphere), partici­

pants could encode categorical information relatively 

faster than when the stimuli were presented in the left vi­

sual field. These results were obtained when participants 

determined whether a dot was on or off a blob, whether 
an X was right or left of an 0, and whether a dot was 

above or below a horizontal line. Hellige and Michimata 

(1989) devised the horizontal-bar-and-dot task and 

found the same results, and Koenig, Reiss, and Kosslyn 

(1990) found that even 5-year-olds exhibit these hemi­

spheric differences. In addition, Laeng and Peters (1995) 

asked people to view objects and then to decide whether 

a lateralized version was identical. When objects were 
transformed in a categorical way to form the different tri­

als, participants were faster to judge the target when it 

was presented in the right visual field (initially to the left 

hemisphere); in contrast, when the object'S were trans­
formed by altering their metric properties, participants 

were faster when stimuli were presented in the left visual 

field (initially to the right hemisphere). (However, al­

though these results were replicated for right-handed par­
ticipants, they were not found for left-handed females.)! 

Second, results from studies of patients with unilat­

eral brain damage also support the distinction between 

the two ways of encoding spatial relations. Laeng (1994) 

reports results that suggest that the posterior parietal 
lobe plays a special role in encoding each type of spatial 

relation representation. Such findings make sense be­

cause of the well-documented role of the posterior pari­

etal lobes in encoding spatial information (e.g., see An­

dersen, 1987; Ungerleider & Haxby, 1994; Ungerleider 

& Mishkin, 1982). Laeng found that patients with left­
hemisphere damage had more difficulty noticing a 

change in categorical spatial relation than did patients 
with right-hemisphere damage, but he found the reverse 

pattern when the patients were asked to notice a change 

in a metric spatial relation. As expected, these results were 

pronounced for patients with damage only to the parietal 

lobes but also were present for patients who had damage 

to the temporal and frontal lobes (in conjunction with the 

parietal lobes). Laeng also obtained similar results when 

patients had to decide whether a previously studied ob­

ject was presented in a reversed orientation (a categori­

cal transformation) or with an altered extent on the hor­

izontal or vertical axis (a metric transformation). 

Finally, a series of computational models has shown 

that the two types of spatial relations are computed best 

under different circumstances. In particular, categorical 

spatial relations are computed best when the input is fil­

tered through a set of small, nonoverlapping receptive 

fields, which make it easy to carve space into discrete 
"bins"; these small receptive fields can detect the presence 

or absence of two objects in specific relative positions. In 

contrast, coordinate spatial relations representations are 
computed best when the input is filtered through a set of 

large, overlapping receptive field, which promote "coarse 

coding"; the relative combined output from such input 

units allows the network to converge on the precise lo­

cation ofa stimulus (see Jacobs & Kosslyn, 1994; Koss­

Iyn, Chabris, Marsolek, & Koenig, 1992, 1995).2 Cook, 

Fruh, and Landis (1995) pointed out possible technical 

difficulties with these models, however, which led 

Baker, Chabris, and Kosslyn (in press) to construct new 
models that did not have these possible problems; the 

new models produced qualitatively the same results as 

the previous ones. 

The difference in the ease of using outputs from neu­

rons with large or small receptive fields to compute the 

two types of relations bears directly on findings con­

cerning hemispheric specialization. Delis, Robertson, 

and Efron (1986), Robertson and Delis (1986), Sergent 
(1982), and others report that the left hemisphere is pref­

erentially used when one encodes parts, whereas the 

right hemisphere plays a special role when one encodes 

global shapes. Thus, we expect the left hemisphere to be 

the major recipient of outputs from neurons with small 

receptive fields, and we expect the right hemisphere to 
be the major recipient of outputs from neurons with 

larger receptive fields. Kosslyn, Anderson, Hilger, and 

Hamilton (1994) tested this prediction by examining 

whether the hemispheres differ in the sizes of the pock­

ets of space they encode easily. They asked participants 

to decide whether two successive line segments were 
presented at the same orientation. The distance between 

the segments was varied, but both members of the criti­

cal pairs were presented in the same visual field. In the 

first experiment, the participants evaluated segments 
that were relatively far apart more quickly when they 

were presented in the left visual field than when they 

were presented in the right visual field, which was ex­

pected if the right hemisphere does in fact preferentially 
receive input from units with larger receptive fields. 

Moreover, participants tended to judge segments that 

were relatively close together faster when they were pre-
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sented in the right visual field, which is consistent with 

the idea that the left hemisphere receives input from 

units with smaller receptive fields. 

These results were replicated by Kosslyn, Anderson, 

et al. (1994) in a second experiment. However, they also 

found that the results changed dramatically when stim­

uli were moved farther toward the periphery, with par­

ticipants now performing better for the widely separated 

segments when they were presented to the left hemi­

sphere. These results suggested that the left hemisphere 

was set to encode information for the more difficult 

judgments. Similarly, the results were markedly differ­

ent when participants had just performed the task with 

the stimuli presented at the other displacement toward 

the periphery (far or close). These results taken together 

suggested that the hemispheric differences observed in 

the first experiment were not due to hard-wired differ­

ences in outputs from neurons with different-sized re­

ceptive fields; rather, they were due to the way attention 

was allocated. That is, the hemispheres may in fact have 

neurons with the same distributions of receptive field 

sizes, but the outputs from neurons with larger receptive 

fields typically are processed preferentially in the right 

hemisphere, whereas those from neurons with smaller 
receptive fields typically are processed preferentially in 

the left hemisphere. However, this effect is due to atten­

tion selection, and it can be modified by task demands. 

Part of our predictions, then, must rely on the infer­

ence that attentional processes playa key role in select­

ing outputs from neurons with different-sized receptive 

fields. These findings are particularly important for the 

present purposes because they imply that a network of 

brain areas is used to encode a particular type of spatial 
relation, if in fact one must set attention differently to 

encode the two types of relations. At present, there is 

only suggestive evidence that a network of brain areas is 

used to encode spatial relations. Kosslyn and Koenig 

(1995) note that results from a positron emission tomog­
raphy (PET) study reported by 10nides et al. (1993) and 

by Smith and 10nides (1994) can be understood in part 

in terms of categorical versus coordinate encoding. In 

the spatial version of their task, participants had to re­

member the locations of three dots on a screen and then 

decide whether a small circle would have surrounded 
one of these dots. The precise metric locations of the dots 

relative to the sides of the screen had to be stored-a pro­

cess that presumably relies on coordinate spatial rela­

tions. This task engendered activation, relative to a con­
trol condition, in four areas: right prefrontal cortex (Area 

47, which may be analogous to Area 46 in the macaque; 

see Goldman-Rakic, 1987), the posterior portion of the 

right parietal cortex (Area 40), Area 19, and right pre­

motor cortex (Area 6). Although this was a memory task 

(which may explain the role of dorsolateral prefrontal 

processing), the parietal lobes and Area 19 may playa 

role in setting attention and encoding spatial relations. 
The fact that these areas were activated on the right side 

is consistent with the need to encode coordinate repre­

sentations of the locations. 

In the present study, we sought to provide evidence 

that the two types of spatial relations are encoded using 

different mechanisms by demonstrating that different 

brain circuits are used to encode them; we expected net­
works of areas to be used to encode spatial relations but 

different networks to be used for categorical versus co­

ordinate spatial relations. In sum, according to the pre­

sent analysis, categorical spatial relations are encoded 

when the left hemisphere selects outputs from neurons 

with relatively small receptive fields, which allows it to 

carve space into small bins; the objects within these bins 

are identified, and the spatial relations between them are 

categorized. In contrast, coordinate spatial relations are 

encoded when the right hemisphere selects outputs from 

neurons with relatively large receptive fields, and coarse­

coding mechanisms allow the specific metric locations 

of one or more points relative to an origin (often the 

point of focus) to be computed. In the present study, we 

directly compared categorical and coordinate spatial re­

lations encoding while brain activation was monitored 

using PET. 

EXPERIMENT 1 

In the present experiments, we asked participants to 
view a horizontal bar with a single X and to determine 

whether the X was above or below the bar (a categorical 

judgment) or whether it was within 0.5 in. of the bar (a 

coordinate judgment). We compared activation in the 

two conditions not only with each other but also with a 

baseline condition in which participants saw the identi­
cal stimuli but simply responded when each one ap­

peared. Identical stimuli were used in all three condi­

tions; only the type of processing that was required was 

changed. We are led to make four predictions: 

1. Given Laeng's (1994) results, we expect greater left 

parietal activation during the categorical task than during 

the coordinate one, but greater right parietal activation 

during the coordinate task than during the categorical one. 
2. The computer models suggested that the two types 

of spatial relations are computed best when one attends 

to outputs from units with different-sized receptive 

fields. The empirical findings indicated that such atten­

tion is actively allocated, not passively determined by 
hard-wired biases. Ifin fact the hemispheric differences 

in the relative ease of encoding the two types of spatial 

relations are due to attention, then we would expect ac­

tivation of areas involved in visual attention during such 

tasks. There are many such areas, including the superior 
parietal lobe, inferior parietal lobe, pulvinar nucleus of 

the thalamus, superior colliculus, and anterior cingulate 
(e.g., see Corbetta, Miezen, Schulman, & Petersen, 1993; 

Mesulam, 1981; Posner & Petersen, 1990). 

3. Coordinate judgments are performed primarily in 

the service of movement control. Indeed, it appears to be 
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very rare that we use such information for anything other 
than guiding reaching or navigation. If so, then we might 
expect brain regions involved in planning movements, 
such as SMA, Area 6, the basal ganglia, or the cerebellum, 
to be activated when one encodes coordinate informa­
tion. In contrast, there is no reason to expect these areas to 
be activated when one encodes categorical information. 

4. Categorical spatial relations are specified in terms 
of one object relative to another. For example, a dot is 
above or below a bar. In order to make such a judgment, 

one must identify the objects. The same is not true for 
coordinate judgments of distance, which require only 
that one assess the relative distance between objects. 
Thus, we expect activation of inferior temporal regions 
in a categorical task, but not in a coordinate one; these 
regions have been shown to playa critical role in visual 

recognition (e.g., Fujita, Tanaka, Ito, & Cheng, 1992; 
Haxby et ai., 1991; Kosslyn, Alpert, et ai., 1994; Levine, 
1982; Sergent, Ohta, & MacDonald, 1992; Sergent, 
Zuck, Levesque, & MacDonald, 1992; Ungerieider & 

Haxby, 1994; Ungerieider & Mishkin, 1982). 
Perhaps the most basic prediction is that a large network 

of brain areas should be involved in computing the two 
types of spatial relations. Given the apparently simplic­
ity of the tasks, this finding alone would be impressive. 

Method 

Participants. Eight right-handed males volunteered to take part 

as paid participants. All participants reported having normal or 

corrected-to-normal vision, and all reported being healthy and free 

of medication. The participants ranged in age from 22 years 3 months 

to 32 years 3 months, with a mean of 25 years 5 months. The par­

ticipants were not aware of the experimental hypotheses until they 

were debriefed following the session. No one participated in more 

than one of the experiments reported in this article. We tested only 

males in this and the following experiment because of claims that 

males and females are lateralized differently; we worried that, by 

mixing the two, we would obtain a messy and inaccurate picture of 

either group. 

Materials. All stimuli were created using the Aldus SuperPaint 

program, Version 3.5 for the Macintosh. First, an area 5 in. high X 

2.5 in. wide was defined by four corner brackets; the brackets were 

formed by lines 0.1 in. long. Within the area defined by the brack­

ets, there was a gray bar I in. wide and 0.25 in. high. In addition, 

within the brackets was an X mark made up of two diagonal lines, 

each of which was approximately 0.25 in. long. Several versions of 

this stimulus were created. The gray bar appeared either just above 

the center of the area defined by the brackets or just below the cen­

ter. The X also could appear in different positions. On half the tri­

als, the X appeared above the gray bar; on half, it appeared below 

it. Moreover, on half of each of these types of trials, the X appeared 

within 0.5 in. of the bar (a difficult categorical judgment); on the 

other half, it was more than 0.5 in. from the bar (an easy categori­

cal judgment). The X could also appear to the right or to the left of 

the center of the display, in one of four positions spaced equally 

along the horizontal extent of the bar. Finally, the X could be close 

to the 0.5-in. criterion distance from the bar-either just within or 

just outside this distance (a difficult coordinate judgment}-or 

could appear well within or outside the 0.5-in. criterion (an easy co­

ordinate judgment). Thus, there were six fully crossed conditions, 

each with two levels for a total of 64 different trials. (Bar above 

midline/below midline; X above/below bar; X inside/outside 0.5 in. 

from bar; X in one of four positions along the bar [right/left and 

central/peripheral]; andjudgment easy/difficult). These conditions 

were perfectly balanced so that each level of a condition was pre­

sent on exactly half of the trials. No more than three trials in a row 

could have the same level of any condition. All stimuli appeared at 

the center of the screen. 

Task procedure. The participants performed three tasks, with 

each administered in a separate block of trials. A PET scan was per­

formed during each of these blocks. Identical stimuli, in the identi­

cal order, were presented in all three tasks; only the instructions 

given to the participants varied from one block of trials to the next. 

For all three tasks, the structure of the trials proceeded as follows: 

First, a blank screen appeared for 1,000 msec, followed by the stim­

ulus (bar and X). The stimulus remained on the screen until the par­

ticipant responded by pressing a foot pedal. At that point, the blank 

screen returned, and a new trial began. 

In the baseline condition, the participants were instructed simply 

to view the stimuli that appeared on the screen and to press one of 

the pedals under their feet as soon as they saw each stimulus. The 

participants were asked to alternate the foot of response over trials, 

so that, if they began with the left foot, they would next respond 

with the right, then the left, and so on; half the participants were in­

structed to begin responding with the left foot, and half were in­

structed to begin with the right. The participants read instructions 

on the screen before beginning the task, after which the investiga­

tor asked them to paraphrase the instructions. Any misconceptions 

were corrected, and the participants were encouraged to ask for 

clarification if needed. All participants received the baseline task 

first, because we were concerned that, if it followed the other con­

ditions, they would spontaneously perform one of the other tasks. 

Across subjects, the remaining two conditions were presented 

equally often in each order (categorical-coordinate, coordinate­

categorical ). 

In the categorical condition, the participants were asked to de­

cide, as quickly and accurately as possible, whether the X mark ap­

peared above or below the gray bar. When it appeared above the bar, 

they were to press one pedal; when it appeared below the bar, they 

were to press the other pedal. The number of participants using each 

pedal to signal a given judgment was counterbalanced within each 

group (defined by the order in which the conditions were adminis­

tered). In all other respects, the procedure was the same as for the 

baseline task. 

In the coordinate condition, the participants were asked to decide 

whether the X was within 0.5 in. of the bar (inside) or more than 

0.5 in. from the bar (outside). When the X appeared within 0.5 in. 

of the bar, the participants were to press one pedal; when the X was 

farther than 0.5 in. from the bar, they were to press the other. The 

pedal of response for each response type (inside and outside) was 

counterbalanced so that an equal number of participants responded 

with each pedal for each of the two response types, within each of 

the two order groups. In all other respects, the procedure was the 

same as for the baseline task. 

In both the categorical and the coordinate condition, the partici­

pants were shown examples of each type of trial (X above bar vs. X 

below bar, or X inside 0.5 in. vs. X outside 0.5 in.) on the screen 

prior to the test trials. For the coordinate task, they were shown what 

a distance of 0.5 in. looked like on the screen, using an illustration 

of a gray bar and an X like those in the test trials. The participants 

were asked to remember what 0.5 in. looked like on the screen, and 

they were shown two examples of inside trials and two examples of 

outside trials, with a dashed line to indicate the 0.5-in. mark. The 

participants had a clear idea of the extent of 0.5 in., and this demon­

stration was simply to let them know what that distance looked like 

in this situation; no participant reported having difficulty under­
standing this criterion. 

PET procedure. In each condition, after it was clear that the par­

ticipants understood the nature of the task, the investigator waited 

for the signal from the PET technologist that the PET camera had 
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been turned on. Fifteen seconds after this signal, the participant was 

asked to begin the task; 15 sec later 0 15 began to be delivered and 

continued for I min. After the flow of 0 15 stopped, the participants 

continued the task for approximately 15 sec, at which point the PET 

camera was turned off. The 0 15 was allowed to decay for 10 min be­

fore the next condition. During this time, the participants received 

the instructions for the following task. In all other respects, the PET 

procedure was identical to that used in Kosslyn, Alpert, et al. (1994). 

Results 
We performed separate analyses of the behavioral and 

PET results. 
Behavioral analyses. The participants required more 

time to perform the coordinate task (with means of 721 

and 531 msec for coordinate and categorical judgments, 
respectively) [F(1,7) = 100.24, p = .0001]. They also 
required more time to evaluate the more difficult trials 
(with means of 644 and 607 msec for difficult and easy 
trials, respectively) [F(l,7) = 1O.32,p <.05]. However, 
the difference in difficulty occurred only in the coordi­

nate trials. There was an interaction between task and 
difficulty (with means of 526 and 535 msec for the dif­
ficult and easy trials in the categorical task, and 762 and 
680 msec for the difficult and easy trials in the coordi­
nate task) [F(1, 7) = 19.29, P < .005]. Contrasts also re­
vealed no difference between the difficult and easy con­
ditions of the categorical task [t(7) < 1] but did reveal a 
difference between the difficult and easy conditions of 
the coordinate task [t(7) = 5.63,p < .001]. The partici­
pants made comparable numbers of errors during the two 
tasks (with means of 3.6% and 6.0% errors for the cate­
gorical and coordinate tasks, respectively) [F(1, 7) = 

1.42, p > .4]. No other comparisons of error rates, in­
cluding task order, were significant (p > .1). 

The longer response times in the coordinate task re­
sulted in the participants' receiving a mean of 54.1 trials 
in this condition relative to 60.9 trials in the categorical 
condition, but this difference was not significant [F(l, 7) = 

1.14,p> .3]. We also computed the total amount oftime 
the participants spent processing each task during each 
condition, simply by summing the times from the pre­
sentation of each stimulus to the response. The partici­
pants spent 32.1 sec processing categorical judgments 
and 38.9 sec processing coordinate judgments [t(7) = 

2.32, p = .03]. 
PET analyses. We performed contrasts to compare 

relative cerebral blood flow in the different conditions. 
These analyses made use of the SPM (statistical para­
metric mapping) program (Friston, Frith, Liddle, & 

Frackowiak, 1991). The method of analysis was identi­
cal to that described by Kosslyn, Alpert, et al. (1994). 

Categorical versus baseline. We began by comparing 
each of the test conditions with the baseline. The results 
of contrasting blood flow in the categorical condition with 
that in the baseline are presented in Table 1 and Figure 1. 

Consider our predictions. As predicted, we found ac­
tivation in the left inferior parietal lobe, which we ex­
pected if this structure plays a key role either in encod­
ing categorical spatial relations themselves (as suggested 
by Laeng, 1994) or in setting attention properly for this 
type of judgment. We also found activation in the left 
Area 19, which may playa role in the categorization pro­
cess itself. 

In addition, we expected activation of areas involved 
in visual attention. We found activation bilaterally in part 
ofthe precentral gyrus that may correspond to the frontal 
eye fields (Paus, 1996). Moreover, we found activation 

Table 1 
Blood Flow in the Categorical Spatial Relations Encoding Task Compared 

With the Baseline Task in Experiment 1, in Which Stimuli 

Were Presented in Free View 

p p 

Area X Y Z ZScore (hyp) (no hyp) 

Left-Hemisphere Regions 

Area 19 -12 -36 0 4.03 .0006 .02 
Inferior parietal -54 -34 48 3.49 .007 .06 
Medial frontal -10 -10 52 3.81 .002 .02 
Precentral gyrus -38 - 7 56 3.45 .004 .05 

Right-Hemisphere Regions 

Superior parietal 25 -55 56 3.78 .0008 .02 
Middle temporal 41 -54 12 3.73 .001 .05 
Inferior parietal 45 -49 48 3.13 .02 
Postcentral gyrus 18 -41 64 3.71 .002 .006 
Precentral gyrus 40 -21 52 3.92 .0006 .01 
Anterior cingulate 10 30 24 4.16 .0001 .008 

Midline Regions 

Superior colliculus -34 -4 4.11 .00004 .01 

Note--Coordinates are relative to the anterior commissure. X is the horizontal dimen­
sion (with positive toward the right); Y is the depth dimension (with positive toward 

the anterior part of the brain); Z is the vertical dimension (with positive toward the 
top). The last two columns of the table indicate the probability (p) levels associated 
with the listed region, depending on the presence (hyp) or absence (no hyp) of a hy­

pothesis for that region. 



338 KOSSLYN, THOMPSON, GITELMAN, AND ALPERT 

LATERAL VIEW 80 

80 -120 
~-L __ ~ __ L-~~~~L--L __ ~ __ ~_~ 

-120 80 
, , 

-120 80 
, 

-120 

MEDIAL VIEW 

-BO -BO 

Figure 1. Areas in which there was significantly greater blood flow in the categorical spatial relations encoding condition than in 
the baseline condition in E"'periment 1. Left hemisphere is on the left; right hemisphere is on the right. Points on the lateral surface 

are at the top; points on the medial surface are at the bottom. Points indicate the location ofthe most significant pixel in an area. The 
axes indicate location in 20-mm increments relative to the anterior commissure. 

in the right superior parietal lobe, right inferior parietal 
lobe, right anterior cingulate, and superior colliculus, all 

of which are likely to play roles in visual attention (e.g., 

Posner & Petersen, 1990). 

We also predicted activation of inferior temporal regions 

in a categorical task, but not in a coordinate one, and such 

activation was in fact evident but in the right hemisphere. 
Finally, activation was evident in the left superior 

frontal area and right postcentral gyrus, neither of which 

was expected. 

Coordinate versus baseline. Table 2 and Figure 2 pre­

sent the results of contrasting the coordinate task with 
the baseline. Two general results are immediately evi­

dent: First, the pattern is very different from that in Table 1 

and Figure 1, which provides good evidence that differ­

ent brain systems are at work when the two types of spa­
tial relations are encoded. Second, there is a large net­

work of areas, as expected if the underlying processing 

is as complicated as our analysis suggests. 

Regarding our specific predictions, we found activa­

tion of the right superior parietal lobe (but not inferior 

parietal cortex). We again expected activation of areas 

involved in visual attention, and we found bilateral acti­
vation of the thalamus (the pulvinar on the left, dorso­

medial on the right), bilateral Area 8 (the supplementary 

eye fields), bilateral superior parietal cortex, precuneus, 

and superior colliculus. All of these areas have been 

taken to play roles in attention (e.g., see Corbetta et aI., 

1993; Posner & Petersen, 1990). In addition, we found 

activation of the left caudate and right putamen, which 

are part of the striatum; these structures receive motor 
input from the cortex, transform it, then send it back to 

the cortex via the thalamus. We also found activation that 

was centered in the precentral gyrus, but this activation 

clearly extended into Area 6. Finally, we found activa­

tion in the right dorsolateral prefrontal area (the center of 

the activation is located in Area 9, but there is some ex­
tension into Area 46 on the slice immediately inferior, 

Slice 24; the point at coordinates 50,24,24 reaches a Z 

score of3.78 and is located within Area 46) and right su­

perior frontal cortex, in an area right on the border of 

Area 8, the supplementary eye fields. 

Comparing test conditions. Finally, Table 3 and Figure 3 
present the results of directly comparing the two test 

conditions. As is evident, the only areas that were more 

active in the categorical task than in the coordinate task 

were the left dorsolateral prefrontal area and the left su­

perior temporal area. The former region is classified as 

Area 46 by the Talairach and Tournoux (1988) atlas, which 
is similar to that identified by 10nides et al. (1993). The 
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Table 2 

Blood Flow in the Coordinate Spatial Relations Encoding Task Compared 

With the Baseline Task in Experiment 1, in Which Stimuli 

Were Presented in Free View 

p p 
Area X Y Z ZScore (hyp) (no hyp) 

Left-Hemisphere Regions 

Superior parietal -34 -69 56 4.32 .0001 .002 

Area 19 (superior) -30 -62 36 3.66 .002 .05 

Thalamus (pulvinar) -20 -35 4 4.99 .000006 .002 

DLPFC -44 -16 52 4.17 .0005 .05 

Caudate -II 21 8 4.20 .00007 .008 

Area 8 -20 39 48 4.00 .0008 .01 

Right-Hemisphere Regions 

Area 18 15 -78 28 4.26 .00004 .006 

Inferior parietal 38 -71 48 4.08 .0008 .008 

Superior parietal 18 -48 64 3.94 .0008 .006 

Precentral gyrus 25 -26 68 4.75 .00003 .0001 

Putamen 24 -18 16 4.55 .00002 .002 

Thalamus (dorsomedial) 6 -16 12 3.78 .0008 .04 

Inferior frontal 35 16 12 4.75 .0002 .003 

DLPFC (Area 9) 50 19 28 5.17 <.00001 <.001 

Superior frontal 10 38 32 3.93 .0009 .02 

Midline Regions 

Precuneus 4 -59 60 3.90 .0005 .01 

Superior colliculus I -40 -4 4.72 .000003 .0008 

Medial frontal I 25 60 4.26 .0002 .002 

Note-Coordinates are relative to the anterior commissure. X is the horizontal dimen­

sion (with positive toward the right); Y is the depth dimension (with positive toward 

the anterior part of the brain); Z is the vertical dimension (with positive toward the 

top). The last two columns of the table indicate the probability (p) levels associated 

with the listed region, depending on the presence (hyp) or absence (no hyp) of a hy­

pothesis for that region. DLPFC indicates dorsolateral prefrontal cortex. 

reverse comparison revealed that the left inferior parietal 

area and left Area 19 were more active in the coordinate 
task than in the categorical one; in addition, in the right 

hemisphere, the precuneus, superior parietal lobe, infe­

rior frontal lobe, and dorsolateral prefrontal (Area 46) 

were activated more in the coordinate task. 

We were concerned that the observed differences might 

simply reflect the fact that the coordinate task was more 
difficult. Thus, we lowered the significance threshold for 

the categorical task to the point where an equal number of 

active areas were evident in the two tasks. Even here, dif­

ferent areas were activated in the two tasks: In addition to 

the superior temporal gyrus and left dorsolateral prefrontal 
cortex, there was subthreshold activation of the left ante­

rior cingulate, postcentral gyrus, supplementary eye fields, 

and middle temporal gyrus during the categorical task. 

Thus, we found more areas activated in the left hemi­
sphere than in the right hemisphere during the categori­

cal task, but more areas activated in the right hemisphere 

than in the left during the coordinate task. These results 

line up with the observed response time differences in 

divided-visual-field studies, but they do not explain the 

apparent critical role of the posterior parietal lobe 

posited by Laeng (1994). The only homologous area that 
was asymmetrically activated by the two tasks was 

Area 46, in the frontal lobes. 

Discussion 
We found activation in many areas that are involved in 

attention, as expected if one must adjust attention ap­

propriately to encompass the X and bar. Moreover, we 

found left-hemisphere activation during the categorical 

task and predominantly right-hemisphere activation dur­

ing the coordinate task (when the two were directly com­

pared). In addition, inferior temporal regions were acti­

vated in the categorical task but not in the coordinate 
task, and motor areas were activated in the coordinate 

task but not in the categorical one, as predicted. Perhaps 

our most basic prediction was that a large network of 

brain areas would be involved in computing the two 
types of spatial relations, many of which would be in­

volved in the attentional processes needed to select out­

puts from neurons with different-sized receptive fields. 

This was indeed the case. 

However, when we directly compared the categorical 

and coordinate conditions, we did not find relatively 
more activation in the left parietal lobe during the cate­

gorical task. Nevertheless, we found that the coordinate 

task evoked greater activation than did the categorical 
task in a portion of the right superior parietal lobe and a 

portion of the right precuneus, which is within the me­

dial superior parietal lobe; it is possible that these two 
regions playa key role in the computation of metric spa-



340 KOSSLYN, THOMPSON, GITELMAN, AND ALPERT 

80 LATERAL VIEW 

DLPFC 

~ 

80 -120 ~~ ~ 
' __ ~~~ __ ~ __ ~ __ -L~~ __ -L __ -L __ -L~' 

-60 

~~ ~ 
-120 

L' --+---~--~~~~~--~~~~-r~~~' 

MEDIAL VIEW 

--£0 
--£0 

Figure 2. Areas in which there was significantly greater blood flow in the coordinate spatial relations encoding condition than in 

the baseline condition in Experiment 1. Left hemisphere is on the left; right hemisphere is on the right. Points on the lateral sur­

face are at the top; points on the medial surface are at the bottom. Points indicate the location of the most significant pixel in an 

area. The axes indicate location in 20-mm increments relative to the anterior commissure. 

Table 3 

Blood Flow in the Categorical Spatial Relations Encoding Task Compared 

With the Coordinate Task in Experiment 1, in Which Stimuli 

Were Presented in Free View 

p p 

Area X Y Z Z Score (hyp) (no hyp) 

Categorical-Coordinate 

Left-Hemisphere Regions 

Superior temporal -43 -21 -4 3.72 .001 .05 

DLPFC (Area 46) -29 38 24 3.76 .002 .04 

Coordinate-Categorical 

Left-Hemisphere Regions 

Area 19 -34 -77 16 4.15 .0005 .01 

Inferior parietal -34 -64 36 3.53 .005 .08 

Right-Hemisphere Regions 

Precuneus 15 -68 40 4.96 .00001 .0002 

Superior parietal 30 -58 44 2.89 .02 

Inferior frontal 47 10 24 3.70 .0009 .04 

DLPFC (Area 46) 40 31 24 4.23 .0004 .006 

Note-Coordinates are relative to the anterior commissure. X is the horizontal dimen­

sion (with positive toward the right); Y is the depth dimension (with positive toward 

the anterior part of the brain); Z is the vertical dimension (with positive toward the 

top). The last two columns of the table indicate the probability (p) levels associated 

with the listed region, depending on the presence (hyp) or absence (no hyp) of a hy­

pothesis for that region. DLPFC indicates dorsolateral prefrontal cortex. 
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Figure 3. Areas in which there was significantly greater blood flow in the categorical spatial relations encoding condition than in 
the coordinate spatial relations encoding condition (circles), or vice versa (triangles), in Experiment 1. Left hemisphere is on the left; 
right hemisphere is on the right. Points on the lateral surface are at the top; points on the medial surface are at the bottom. Points in­
dicate the location ofthe most significant pixel in an area. The axes indicate location in 20-mm increments relative to the anterior com­
missure. 

tial information. Given the sheer number of brain areas 

that were activated, it is possible that differences in the 

activation of small areas were masked by larger differ­

ences in surrounding areas. 

EXPERIMENT 2 

Our interpretation of the findings of Experiment 1 

rests on the notion that the participants actively allocated 
attention to facilitate making the different judgments. 

Experiment 1 was designed to maximize the contribution 

of these processes by requiring the participants to find the 

bar and then the X prior to making the judgment. How­

ever, none of the previous experiments in the literature 

varied the stimuli in this way, which may be why we did 
not find the posterior parietal lobe activated more on the 

left side when categorical spatial relations were encoded. 

Accordingly, we modified the stimuli of Experiment 1 

to reduce the role of search processes during attention. We 

did this by changing three aspects of the stimuli. First, the 

bar always appeared in same location on the screen. Sec­

ond, the X appeared only over or under the middle of the 

bar. Third, the stimuli remained visible only for 200 msec, 
not enough time to make eye movements. All three of 

these manipulations were expected to minimize the use 

of processes that shift attention to specific regions of 

space and make the experiment more similar to those re­

ported in the past. 

Method 
Participants. Eight right-handed males volunteered to take part 

as paid participants. All participants reported having normal or cor­

rected-to-normal vision, and all reported being healthy and free of 
medication. The participants ranged in age from 18 years 5 months 

to 34 years 5 months, with a mean of 22 years 9 months. The par­
ticipants were not aware of the experimental hypotheses until they 

were debriefed following the session. 

Materials. The materials were identical to those used in Exper­
iment 1 except that (1) the bar always appeared at the midline of the 

field defined by the brackets and (2) the X always appeared cen­
tered above or below the horizontal bar. The conditions were per­

fectly balanced so that each level of a condition was present on ex­

actly half of the trials. No more than three trials in a row could have 
the same level of any condition. All stimuli appeared at the center 

of the screen. 

Task and PET procedure. The procedure was identical to that 
of Experiment 1 except that the stimuli were exposed for only 

200 msec and a fixation point appeared at the beginning of each 
trial instead of a blank screen. 

Results 
We again performed separate analyses of the behav­

ioral and PET results. 

Behavioral analyses. The participants required more 

time for the coordinate task than for the categorical task 



342 KOSSLYN, THOMPSON, GITELMAN, AND ALPERT 

(with means of550 and 365 msec, respectively) [F(1,7) = 

37.99, P < .0001]. The participants also required more 
time to make more difficult discriminations (500 and 
414 msec)[F(1,7) = 28.73,p = .001]. The interaction be­

tween task and difficulty [F(1,6) = 19.65, P = .003] in­
dicated that the difference in difficulty was restricted to 
the coordinate task. Contrasts revealed an effect of diffi­
culty in the coordinate task [t(7) = 6.6, P = .0003], but 
not in the categorical task [t(7)= .33,p > .7]. 

In addition, analyses of errors revealed no difference 
between the tasks [F(1, 7) = 2.45, P > .16] but did show 
that the participants made more errors for difficult con­
ditions (6.9%) than for easy ones (3.0%); however, an 
interaction of task and difficulty revealed that the par­
ticipants' error rates were 3.8% and 2.7%, respectively, 
for the difficult and easy conditions of the categorical 
task and were 10.0% and 3.1 %, respectively, for the dif­
ficult and easy conditions ofthe coordinate task [F(1, 7) = 
7.4 7, P < .03]. Contrasts revealed an effect of difficulty 
in the coordinate task [t(7) =4.5, P <.003], but not the 
categorical task [t(7) =.64,p > .5]. 

The longer response times in the coordinate task re­
sulted in the participants' receiving a mean of62.4 trials in 
this condition relative to 67.3 trials in the categorical con­
dition, but this difference was not significant [F(1,7) = 

1.79, P > .2]. We again computed the total amount of 
time spent processing the stimuli in the two conditions 
and again found that the participants spent more time 
processing coordinate judgments (34.2 sec) than they did 
processing categorical judgments (23.4 sec) [t(7) = 
4.16,p = .001]. 

PET analyses. The PET data were analyzed as in Ex­
periment 1. 

Categorical versus baseline. As before, we began by 
comparing each of the test conditions with the baseline. 
The results of contrasting blood flow in the categorical 
condition with that in the baseline are presented in 
Table 4 and Figure 4. 

Consider our predictions. As is evident, we did find 
activation in the left inferior parietal lobe. In addition, 
we found evidence that attention plays a role in this sort 
of processing, even when the participant does not need to 
search for the stimuli; we found activation in the right 

superior parietal lobe, which is likely to playa key role 
in shifting attention (e.g., Corbetta et aI., 1993). How­
ever, unlike in Experiment 1, activation of inferior tem­
poral regions was not evident. 

In addition, we found activation in Area 19, but it was 

on the right side. We also found unexpected activation of 
the left dorsolateral prefrontal area, but it was within 
Area 9, and also of the right angular gyrus. 

Coordinate versus baseline. Table 5 and Figure 5 pre­
sent the results of contrasting the coordinate task with 
the baseline. As is evident, we found activation in the 
right superior parietal lobe. In addition, we found acti­
vation in several areas that play roles in attention­
specifically, the right thalamus and the left cingulate 
gyrus (e.g., see Posner & Petersen, 1990). We did not, 
however, find activation in motor cortex. However, we 
did find activation in the right dorsolateral prefrontal area 
(part of Area 6), and we were surprised to find bilateral 
activation of the superior frontal areas and, particularly, 
ofa region identified as Broca's area. 

Comparing test conditions. Finally, Table 6 and Figure 6 
present the results of directly comparing the two test 
conditions. As is evident, the only area that was more ac­
tivated in the categorical task than in the coordinate task 
was in the left frontal lobe. In addition, the reverse com­
parison revealed that the left inferior and right superior 

parietal areas were more active in the coordinate task 
than in the categorical one. 

Discussion 
Fewer areas were activated when the stimuli were pre­

sented in the same location on the screen and for less time 
than one needs to make an eye movement. As expected, 

Table 4 
Blood Flow in the Categorical Spatial Relations Encoding Task Compared With the Baseline Task in 

Experiment 2, in Which Stimuli Were Presented for 200 msec and Were Aligned Along the Midline 

Inferior parietal 

DLPFC 

Area 

Superior frontal (supplementary eye fields) 

Orbital gyrus 

Area 19 

Area 18 
Angular gyrus 

Superior parietal 

Superior frontal 

x y Z 

Left-Hemisphere Regions 

-39 -46 60 

-55 II 36 
-16 24 52 
-15 51 -16 

Right-Hemisphere Regions 

34 -83 20 

36 -78 12 
26 -73 28 
21 -53 44 

Midline Regions 

2 48 -8 

ZScore 

2.86 

3.48 
3.59 

4.31 

3.81 
4.46 

3.95 
3.69 

4.01 

p 
(hyp) 

.02 

.006 

.005 

.0003 

.001 

.00005 

.001 

.001 

.0004 

p 

(no hyp) 

.04 

.005 

.04 

.003 

.02 

.04 

.02 

Note-Coordinates are relative to the anterior commissure. X is the horizontal dimension (with positive toward the right); Y 
is the depth dimension (with positive toward the anterior part of the brain); Z is the vertical dimension (with positive toward 

the top). The last two columns of the table indicate the probability (p) levels associated with the listed region. depending on 

the presence (hyp) or absence (no hyp) of a hypothesis for that.region. DLPFC indicates dorsolateral prefrontal cortex. 
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Figure 4. Areas in which there was significantly greater blood flow in the categorical spatial relations encoding condition than in 
the baseline condition in Experiment 2. Left hemisphere is on the left; right hemisphere is on the right. Points on the lateral sur­
face are at the top; points on the medial surface are at the bottom. Points indicate the location of the most significant pixel in an 
area. The axes indicate location in 20-mm increments relative to the anterior commissure. 

many of the areas that were no longer present are in­
volved in visual search, and some-such as the frontal 
eye fields-are involved in making eye movements per se. 
Indeed, the lack of activation in the inferior temporal 
cortex in this situation may suggest that the participants 

did need to recognize the bar in Experiment 1, whereas 
they did not need to do so here. In addition, we expected 
a subset of the areas activated in Experiment 1 to be ac­
tivated in Experiment 2. When we compare the locations 
of the most-activated pixels in the two experiments, a 

TableS 
Blood Flow in the Coordinate Spatial Relations Encoding Task Compared 
With the Baseline Task in Experiment 2, in Which Stimuli Were Presented 

for 200 msec and Were Aligned Along the Midline 

p 

Area X Y Z ZScore (hyp) 

Left-Hemisphere Regions 

Inferior parietal -58 -31 48 2.89 .04 
Medial frontal -10 6 44 4.08 .0007 
Cingulate -10 17 28 4.31 .0002 
Broca's area (Area 45) -45 35 8 3.71 .003 

Right-Hemisphere Regions 

Superior parietal 27 -59 44 3.25 .006 
Insula 33 -26 4 3.70 .001 
Thalamus (nucleus accumbens) 6 -7 16 4.15 .0001 

DLPFC 24 -3 60 3.23 .01 
Prefrontal area 20 51 -12 3.19 .03 
Superior frontal 13 66 4 3.34 .004 

p 

(no hyp) 

.008 

.005 

.05 

.05 

.01 

Note-Coordinates are relative to the anterior commissure. X is the horizontal dimension (with pos­

itive toward the right); Y is the depth dimension (with positive toward the anterior part of the brain); 

Z is the vertical dimension (with positive toward the top). The last two columns of the table indicate 

the probability (p) levels associated with the listed region, depending on the presence (hyp) or absence 

(no hyp) of a hypothesis for that region. DLPFC indicates dorsolateral prefrontal cortex. 
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Figure 5. Areas in which there was significantly greater blood flow in the coordinate spatial relations encoding condition than in 

the baseline condition in Experiment 2. Left hemisphere is on the left; right hemisphere is on the right. Points on the lateral sur­
face are at the top; points on the medial surface are at the bottom. Points indicate the location of the most significant pixel in an 

area. The axes indicate location in 20-mm increments relative to the anterior commissure. 

number are in fact within 15 mm (the smoothness of the 
image was calculated to be 14.2 mm). In the categori­
cal-baseline comparison, right superior parietal cortex 
was activated at comparable locations in Experiment I. 
In the coordinate-baseline comparison, the thalamus 
was activated in comparable locations. Perhaps most 

Table 6 
Blood Flow in the Categorical Spatial Relations Encoding Task 

Compared With the Coordinate Task in Experiment 2, in 
Which Stimuli Were Presented for 200 msec 

and Were Aligned Along the Midline 

p 

Area X Y Z ZScore (hyp) 

Categorical-Coordinate 

Left-Hemisphere Regions 

Prefrontal area -33 35 -4 2.87 .03 

Coordinate-Categorical 

Left-Hemisphere Regions 

Inferior parietal -34 -57 40 3.12 .02 

Right-Hemisphere Regions 

Superior parietal 29 -63 40 2.45 .03 

Note--Coordinates are relative to the anterior commissure. X is the hor­

izontal dimension (with positive toward the right); Y is the depth di­

mension (with positive toward the anterior part of the brain); Z is the 

vertical dimension (with positive toward the top). The last column of 

the table indicates the probability (p) levels associated with the listed 

region. depending on the presence of a hypothesis (hyp) for that region. 

critically, in the coordinate-categorical comparison, the 
right inferior parietal lobe, right superior parietal lobe, 
and right precuneus were activated in comparable loca­
tions. No comparable areas were activated in the two ex­
periments for the categorical-coordinate comparison. 

GENERAL DISCUSSION 

As expected, we found that our apparently simple 
tasks draw on large networks of areas and that processes 
that allocate attention selectively are involved in com­
puting spatial relations. In addition, distinct networks of 
areas were found to be activated by the two types of spa­
tial relations encoding, which is good evidence that they 
are in fact carried out by distinct mechanisms. We also 
found that when we changed the stimuli in relatively minor 
ways-but kept the tasks identical-the results changed 
dramatically. Although we found evidence that three 
right parietal areas are used to compute coordinate spa­
tial relations more than they are used to compute cate­
gorical spatial relations, we found no areas that were 

clearly and consistently used to compute categorical spa­
tial relations more than coordinate spatial relations. How­
ever, in the comparisons between the test conditions, it 
seems that left frontal regions are involved in categorical 
processing (relative to coordinate processing). This may 
be of interest because language also has a strong basis in 
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Figure 6. Areas in which there was significantly greater blood flow in the categorical spatial relations encoding condition than in 
the coordinate spatial relations encoding condition (circles) or vice versa (triangles) in Experiment 2. Left hemisphere is on the left; 

right hemisphere is on the right. Points on the lateral surface are at the top; points on the medial surface are at the bottom. Points 
indicate the location of the most significant pixel in an area. The axes indicate location in 20-mm increments relative to the ante­

rior commissure. 

the left frontal cortex and can be conceptualized as a cat­
egory system. In contrast, parietal regions seem to play 
a larger role in encoding coordinate spatial relations 
more than in encoding categorical spatial relations. 

We wondered whether our failure to find the predicted 
differences in inferior parietal activation when we di­
rectly compared the test conditions could be ascribed to 
a simple lack of statistical power. Thus, we lowered the 
threshold for significance and examined the results. As 
expected, many more areas were evident in all conditions 
when we dropped the Zthreshold to 1.5 or even 1.0; how­
ever, we still failed to find evidence of activation in the 
inferior parietal cortex in the expected locations. Thus, 
we doubt that power is the crucial factor. Instead, our 
failure to find the lateralized parietal differences we ex­
pected may indicate that the relevant processing is fast 
and "automatic," and, hence, it does not cause signifi­
cant changes in regional cerebral blood flow in the situ­
ation we examined. Alternatively, it is possible that the 
parietal lobes do not contribute as much to the encoding 

of categorical spatial relations as we had assumed. How­
ever, Gerstman's (1940) syndrome, which includes diffi­
culty in encoding at least some categorical spatial rela­
tions (in particular, left/right), is associated with left 
inferior parietal damage. 

The differences between the results of the two exper­
iments lead us to speculate that although some tasks are 
accomplished relatively consistently by a single set of 
brain areas, others may vary across time, even within an 
individual. The results clearly indicate that a large sys­
tem, or network, is involved in both the categorical and 
the coordinate computations. Perhaps when a network is 
large, a change in even one of the constituent operations 
will affect the entire system. 

Finally, although the two systems clearly are different, 
the fact that there are relatively few activations that vary 
between the two experimental conditions (as indicated 
when they are compared directly with each other) may 
mean that the systems overlap substantially, and one may 
even contribute to the other. For example, for some peo­
ple, some of the time, encoding coordinate spatial rela­

tions may involve visualizing an imaginary line where 
the participant thinks 0.5 in. should be, then making ad­
justments to the image based on memory. This could in­
volve several above/below decisions before deciding on 
where the final placement of the line should be. Simi­
larly, locating the bar and X may require encoding coor­
dinates before moving on to the categorical judgment per 
se. We note, however, that all of the participants claimed 
to be familiar with the extent of 0.5 in. prior to the study. 
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The main purpose of the learning phase was to familiar­
ize them with what the distance looked like on the screen 
viewed from their perspective. Thus, we doubt that the 
participants actually had to learn something new, which 
was kept in mind during the task. Moreover, behaviorally, 
other tasks that do not rely on this type of judgment­
but, for example, require participants to decide whether 
two pairs of figures are separated by same extent (e.g., 
Laeng & Peters, 1995}-show the same right-hemisphere 
advantage we observed with this task. Nevertheless, we 

cannot rule out with certainty a role of memory in our 
tasks. 

In sum, the system used to compute spatial relations 
representations is more complex than one might expect 
solely on the basis of a consideration of the tasks them­
selves, which are deceptively simple. This complexity in 
turn may afford different processing strategies. Never­
theless, the present results provide clear evidence that 
there are at least two different ways to encode spatial in­
formation, which rely in part on different regions of the 
brain. 
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NOTES 

I. The left-hemisphere advantage for categorical relations encoding 

is rarely significant in a single experiment, but it is virtually always pre­

sent; this consistent trend reaches statistical significance in a meta­

analysis (e.g., see Kosslyn, Chabris, Marsolek, & Koenig, 1992). 

2. Most neurons in the inferior temporal (IT) cortex respond most 

strongly to stimuli on the fovea, whereas most posterior parietal (PP) 

neurons respond weakly to stimuli on the fovea (this is "foveal sparing"; 

for a review, see O'Reilly, Kosslyn, Marsolek, & Chabris, 1990). 

O'Reilly et al. have reported computer simulations that showed that 

neural networks could more effectively compute location when the 

input units were hard-wired with receptive fields like those in PP than 

when they were hard-wired with receptive fields like those in IT. Thus, 

size per se is not the only crucial characteristic. 
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