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Abstract
Fake news on social media is a major challenge
and studies have shown that fake news can prop-
agate exponentially quickly in early stages. There-
fore, we focus on early detection of fake news, and
consider that only news article text is available at
the time of detection, since additional information
such as user responses and propagation patterns can
be obtained only after the news spreads. However,
we find historical user responses to previous arti-
cles are available and can be treated as soft se-
mantic labels, that enrich the binary label of an
article, by providing insights into why the article
must be labeled as fake. We propose a novel Two-
Level Convolutional Neural Network with User Re-
sponse Generator (TCNN-URG) where TCNN cap-
tures semantic information from article text by rep-
resenting it at the sentence and word level, and
URG learns a generative model of user response
to article text from historical user responses which
it can use to generate responses to new articles in
order to assist fake news detection. We conduct
experiments on one available dataset and a larger
dataset collected by ourselves. Experimental re-
sults show that TCNN-URG outperforms the base-
lines based on prior approaches that detect fake
news from article text alone.

1 Introduction
In recent years, the proliferation of fake news on social me-
dia has become a major problem in our society. The prob-
lem has become so serious that in January 2017, a spokesman
for the German government states that they “are dealing with
a phenomenon of a dimension that [they] have never seen
before”.1 In addition, research by [Friggeri et al., 2014;
Dow et al., 2013] showed that fake news propagates expo-
nentially at the early stage and can cause a significant loss in
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1http://www.theguardian.com/world/2017/jan/09

a short amount of time. For example, an instance was cited
by Time Magazine in 2013 when a false announcement of
Barack Obama’s injury in a White House explosion “wiped
off 130 Billion US Dollars in stock value in a matter of sec-
onds”.2 Therefore automatically detecting fake news at the
early stage has attracted significant research interest in both
industries and academia.

Existing work on fake news detection perform poorly on
early detection because most of them mainly utilize network-
based information, such as user responses to news articles
on social networks [Ma et al., 2016; Ruchansky et al., 2017;
Castillo et al., 2011], which is only available after a news
article has been circulated and exposed to a large number of
users. In this paper, we study the early fake news detection
problem under the assumption that the text of the news arti-
cle is the only information available at the time of detection.
However, we notice that user responses towards previously
propagated articles are available, and can be leveraged to en-
hance early detection performance on new articles for which
user responses are not available.

Specifically, we treat user responses as soft semantic labels
that essentially enrich the binary {0, 1} labels by providing
insights into why the article must be labeled as fake, based on
the collective wisdom of users. To illustrate this, we sample
a fake news article from the dataset with four corresponding
user responses as shown in Figure 1, related to the banning
of a drug by the FDA. The responses contain information that
can explain why this article is fake, as stated by the users. We
propose Two-Level Convolutional Neural Network with User
Response Generator (TCNN-URG) which can provide deeper
semantic analysis and understanding of the news article text
and its veracity through the relationship between the article
text content and the corresponding user responses it invokes.

The proposed Two-Level Convolutional Neural Network
(TCNN) is designed to first condense word level informa-
tion into sentences and the process the sentence level rep-
resentations with a Convolutional Neural Network, to effec-
tively capture semantic information from long article texts
which can be used to classify the article as fake or not.
The User Response Generator (URG) component is de-

2http://business.time.com/2013/04/24/how-does-one-fake-
tweet-cause-a-stock-market-crash/
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A fake
news
article
with
user re-
sponses

... FDA quietly bans powerful life-
saving intravenous Vitamin C ...It
would be naive to think that the
FDA endeavours to protect the pub-
lic’s health as its primary focus ...

User 1 This is an absolute disgrace. It is a
well known cure.

User 2 Why is the #FDA quietly banning life-
saving #natural #medicine ?

User 3 It’s funny. [[@ username ]], I just
had it yesterday in the hospital of [[#
hashtag ]]

User 4 Not really reliable, since a drug need
to be tested repeatedly before being
approved by FDA. They won’t ban
something so easily. It costs too much
money...

Figure 1: An example to show that why user responses can be uti-
lized as rich soft semantic labels to help the early fake news detec-
tion system.

signed to learn a generative model of user responses to ar-
ticle texts from the historical user responses to true and fake
news articles and utilize the learned model to generate re-
sponses towards new articles to assist in detection. The
TCNN-URG are combined to perform early fake news detec-
tion in that TCNN extracts article representation and URG
generates user responses conditioned on the article repre-
sentation and the article representation and generated user
response are used for final classification. We conduct ex-
periments on the Weibo dataset used in [Ma et al., 2016;
Ruchansky et al., 2017] and a self-collected Twitter dataset
of significantly larger size with longer article lengths to test
the effectiveness of the proposed model.

The main contributions of this paper can be summarized as
follows:
• User response generator (URG), a novel conditional

generative model, learns how users respond to news arti-
cles. The users’ wisdom is automatically inferred by the
conditional generative model, which helps to enhance
prediction accuracy when user responses are not avail-
able during early detection.
• The Two-Level Convolutional Neural Networks

(TCNN) can effectively learn features from news arti-
cles in a two-level manner, i.e., condensing word-level
information into sentence-level and applying the con-
volution over sentence-level representations, to capture
semantic information effectively from longer article
texts.
• TCNN-URG is an effective model for early fake news

detection given the texts only in the detection phase. In
particular, the special structure of TCNN-URG can ef-
fectively extract the soft semantic labels from user re-
sponses to guide the training of TCNN.

The rest of the paper is organized as follows: first, we

survey related works on previous fake news detection ap-
proaches and provide necessary background on variational
autoencoder (VAE); second, we describe the model architec-
ture of TCNN-URG and the training procedure; and finally,
we conduct qualitative and quantitative experiments to evalu-
ate the effectiveness of TCNN-URG.

2 Related Works and Background
2.1 Fake News Detection
Earlier fake news detection works were mainly based on
manually designed features extracted from news articles
or information generated during the news propagation pro-
cess [Castillo et al., 2011; Ma et al., 2015]. Though intuitive,
manual feature engineering is labour intensive, not compre-
hensive, and hard to generalize. In contrast to manual feature
engineering, deep learning models can extract features auto-
matically from the text. [Wang, 2017] proposed a convolu-
tional neural network to classify short political statements as
fake or not using the text features of the statements and avail-
able metadata. [Volkova et al., 2017] used recurrent neural
networks for a similar classification problem and proposed to
additionally feed linguistic cues into the network.

Other works focused on the modeling information diffu-
sion patterns, assuming that true news and fake news has dif-
ferent ways of propagating. [Jin et al., 2013; Ma et al., 2016;
Ruchansky et al., 2017]. Further, [Tschiatschek et al., 2017]
leveraged crowd-sourcing solutions by processing users flag-
ging and reporting of content. Unfortunately, these works
cannot be applied for early detection because the main source
of information they consider, such as enough user responses,
is only available after a news article has already become pop-
ular.

2.2 Variational Autoencoder and Conditional
Variational Autoencoder

Due to the close relationships between VAE, CVAE and the
proposed URG module in TCNN-URG, detailed background
information about VAE and CVAE is given in this subsec-
tion. Variational Autoencoder (VAE) [Kingma and Welling,
2014] is a generative model consisting of an encoder, a de-
coder and a loss function. This powerful probabilistic model
is constructed by an inference neural network, namely the en-
coder qφ(z|x), and a generative neural network, namely the
decoder pθ(x|z), where φ, θ are the parameters of the respec-
tive networks. The encoder encodes information x to latent
variables z, and the decoder decodes latent variables z to try
to reconstruct x. Since VAE is trained to reconstruct orig-
inal information from latent variables, VAE is considered a
suitable generative model for tasks like handwritten numbers
generation. The network parameters are jointly trained by
maximizing the following objective where training samples
are indexed by (i):

−DKL(qφ(z|x(i)) || pθ(z)) + Eqφ(z|x(i))

[
log pθ(x

(i)|z)
]
(1)

The first term is the negative of the KL-divergence between
the encoder’s distribution qφ(z|x) and prior pθ(z) and acts as
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Figure 2: Architecture of TCNN-URG

a regularizer to encourage the distribution of latent variables
to be closer to the prior distribution. The second term controls
the reconstruction of input by maximizing the log-likelihood
of regenerating the input x, encouraging the decoder to learn
to reconstruct the data from samples drawn from the latent
distribution. Conditional Variational Autoencoder (CVAE)
[Sohn et al., 2015] which is an extension of VAE allows the
data generation process to be conditioned on particular infor-
mation y. Specifically, the encoding is now characterized by
qφ(z|x,y) and the decoding by pθ(x|y, z), by taking into
account the conditioning on y. URG in the proposed model
is designed based on CVAE in the following section 3.

3 Model
In this section, we introduce the architecture of the proposed
TCNN-URG early fake news detection model. TCNN-URG
is composed of two parts: (1) TCNN represents each article in
a two-level manner and is able to apply pure text classification
on news articles and (2) URG is trained to learn how users re-
spond to news articles, and can generate user responses to aid
TCNN with user wisdom when user response is not available.
The architecture of the proposed model is shown in Figure 2.

3.1 Notations
We consider the setting where we have a set of news articles
D, and each article is denoted as di. Each article di is com-
posed of a sequence of sentences s1, s2...sni , where ni is
the number of sentences in the article di. Each sentence, is a
sequence of words, and v(s) is the vector representation for
each sentence. In the proposed model, the final feature vec-
tor extracted for each article di for classification is marked
as yi. For each article, there will be several related user re-
sponses. A given response to article di is marked as xij ,
where j ∈ [1, Ji] and j ∈ N . Ji stands for the number of
the responses about the article d. For each article di, the tar-
get is marked as fi. fi = 1 means this article is true news,
and fi = 0 means this article is fake news.

3.2 Problem Definition
Considering that user responses x corresponding to each arti-
cle d are not available during real-world fake news detection,

the detection task can be defined as: given a news article di,
the target is to predict the corresponding label fi. However, it
is important to understand that user response x corresponding
to each article d is available in historical training data during
the training process.

3.3 Two-Level Convolutional Neural Network
The TCNN extracts semantic information from the news ar-
ticle text using a two-level representation. As mentioned in
section 1, the motivation to design the TCNN to first con-
dense word-level information into sentence-level representa-
tions and in turn represent the article at the level of sentences,
is to enable the learned representation of the article to cap-
ture rich semantic information and text features from not only
short but also long articles effectively.

We first derive the sentence representation as the average of
the word embeddings of words present in the sentence. Each
sentence in a news article is represented by a one-hot vec-
tor s ∈ {0, 1}|V | indicating which words from vocabulary V
are present in the sentence. Then the sentence representation
is defined by average pooling of word embedding vectors of
words in the sentence. The operation is defined as:

v(s) =
Ws∑
k sk

(2)

where W is the embedding matrix of all the words in the
vocabulary, sk marks the kth dimension of the one-hot vector
s. Embedding of each word inW is pre-trained by skip-gram
algorithm on all articles in the dataset.3

The article representation is derived from the sentence rep-
resentations by concatenation of each sentence representa-
tion. The article di, containing ni sentences, is represented
as:

s1:ni = v(s1)⊕ v(s2)⊕ ...⊕ v(sni) (3)

where ⊕ is a concatenation operator. Note that each sentence
is represented on a word level, the news article now is repre-
sented on a sentence level as shown in Equation 3.

3Word embeddings are trained by [Mikolov et al., 2013] on all
news articles in dataset.
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A convolution operation then applies a filter w ∈ Rhk to a
window of h sentences moving through the article to extract
semantic information features from the article. A feature ci is
generated from a filter t and a window of si:i+h−1 by:

ci = g(t · si:i+h−1 + b) (4)

where b ∈ R is the bias and g is an activation function. After
that, a max pooling operation is applied to the feature map so
that the maximum value within each window is taken as the
output of the corresponding filter. Filters which have different
lengths or have a same length but with different parameters
are applied in order to capture features of different lengths
and meaning.

Finally, the features are used as the input to a fully con-
nected layer and a softmax output. If this TCNN structure
is to be trained individually, the aim is to predict the target
fi for each news article di. The objective is then a negative
likelihood, as:

−
∑
di∈D

log p(fi|di, θ) (5)

where θ represents all the neural network parameters and D
is the training article set.

3.4 User Response Generator
A generative Conditional Variational Autoencoder (CVAE)
is chosen to be the foundation of User Response Genera-
tor (URG). More specifically, the CVAE is trained to gen-
erate user responses using a specific article as the condition.
Traditionally, deterministic recurrent neural network (RNN)
encoder-decoder models are often used for natural language
generation tasks. However we specifically choose CVAE in
order to model stochasticity in user responses to a given ar-
ticle, which is more natural for this task. CVAE can learn a
distribution over user responses, conditioned on the article,
and can therefore be used to generate varying responses sam-
pled from the learned distribution.

CVAE is applied for modeling the relations between the
article y, the user response x and the generative latent vari-
able z. The inference network and the generative network,
namely the encoder and decoder is defined as: qφ(z|x,y)
and pθ(x|z,y), where φ, θ are the parameters of the respec-
tive networks, since samples of both x and z and drawn under
the influence of the article y. Under the influence of article y,

encoder encodes user response x into latent variables z, and
then, decoder decodes latent variable z to reconstruct user re-
sponse x. We construct the input vector y as the article vector
generated by TCNN by extracting semantic information from
the sentence-level article representation. As for user response
x, we consrtuct a binary vector of vocabulary size to indicate
which words appear in the user response and provide that is
input to the encoder. The generative network learns to recon-
struct the user response, resulting in a vector of vocabulary
size with each component being the probability of the word’s
occurence in the user’s response.

To learn the latent parameters of the generative model, we
use the re-parameterization trick [Kingma and Welling, 2014]
with z = gφ(ε,x,y) = µ + σ � ε where ε ∼ N (0, I), so
that we can learn the parameters using back propagation by
minimizing the following objective over each user response
and article pair (there can be multiple user responses for a
given article and we treat them as separate training samples
indexed by i and j) as follows,

Ez∼qφ(z | x(ij),y(i))

[
− log pθ(x

(ij)|z,y(i))
]
+

DKL(qφ(z|x(ij),y(i)) || pθ(z))
(6)

The first term is the reconstruction error designed as the
negative log-likelihood of the data reconstructed from the la-
tent variable z under the influence of article y. The second
term, the regularization, is used to minimize the divergence
between the encoder distribution qφ(z|x,y) and the prior dis-
tribution pθ(z). The architecture of URG is depicted in Fig-
ure 3.

3.5 Unified TCNN-URG System
TCNN is able to extract features from the article text and use
that for predicting whether the article is fake or not. Whereas
URG is able to generate user responses conditioned to a given
news article. We use the text feature vector extracted by
TCNN as article vector y to condition the response generated
by URG when generating user responses to a given article.
The user response generated by URG is put through a nonlin-
ear neural network and then combined with the text features
extracted by TCNN. Then, the final feature vector is fed into
a feed forward softmax classifier for classification as shown
in Figure 2 to predict whether the article is fake or true.

We formulate the problem of predicting output f for the
article y as,

p(f |y) =
∫
x

p(f |y,x)p(x|y)dx (7)

where the integration is intractable, so it is approximated with
the expectation for which we can derive a Monte Carlo esti-
mate as follows,

p(f |y) ≈ p(f |y,Eqφ(z|y) [x|y, z]) (8)

where Eqφ(z|y) is calculated as an average of several samples
generated from the URG conditioned on article y. For a good
estimate of the expected value, we use the average of 100
samples of user responses generated from the URG.
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10% 20% 30% 40% 50% 60% 70% 80% 90%
LIWC (feature engineering) 56.61 58.24 61.25 61.48 63.66 64.27 64.97 65.4 66.06
POS-gram 63.67 63.46 65.82 66.45 67.36 68.88 72.19 72.91 74.77
1-gram 80.19 80.89 81.32 81.35 82.47 83.01 83.59 84.03 84.76
CNN 74.03 81.34 81.89 82.82 84.01 84.56 84.86 85.11 86.23
TCNN 76.06 82.51 84.32 84.72 85.97 86.86 86.92 87.46 88.08
TCNN-URG 79.00 84.52 85.51 86.26 88.05 88.41 88.43 88.56 89.84

Table 1: Experimental results on Weibo dataset. Percentage on the top stands for the percentage of all data used as training data.

10% 20% 30% 40% 50% 60% 70% 80% 90%
LIWC (feature engineering) 51.8 53.47 55.2 56.25 57.74 58.96 60.34 60.9 62.13
POS-gram 57.55 64.44 66.36 68.21 69.06 69.32 69.86 69.87 70.34
1-gram 76.47 77.57 78.23 79.09 79.4 79.69 80.38 80.37 80.69
CNN 70.15 72.2 76.65 78.49 80.26 80.45 81.15 82.74 83.24
TCNN 77.46 77.59 78.21 80.18 81.61 83.73 84.29 85.96 86.02
TCNN-URG 77.47 77.71 79.38 81.92 83.98 86.13 86.68 88.28 88.83

Table 2: Experimental results on self collected fake news detection dataset. Percentage on the top stands for the percentage of all data used
as training data.

This formulation for prediction combines the discrimina-
tive power of a deep learner that can automatically extract se-
mantic information and other text features, with the flexibility
provided by the generative model that can model the collec-
tive intelligence stored in user responses towards articles. In
practice, the training process is divided into three steps:

1. TCNN is first trained separately. The training target of
this step is to minimize the negative log-likelihood ob-
jective described in Equation 5. We use mini-batch gra-
dient descent to optimize this training target.

2. URG is trained next. The training target is to minimize
the loss function described in Equation. 6.

3. The TCNN and URG are combined together by first ob-
taining the article vector from TCNN and generating
user responses based on the article vector according to
formulation in Equation 8, followed by retraining the
unified model to minimize the negative log-likelihood
objective given by Equation 5. In this way, the TCNN is
assisted by URG to enhance prediction ability.

4 Experiments
4.1 Dataset Description and Collection
To test the proposed early fake news detection system, we
need both real news articles and corresponding user responses
in the dataset. We chose to conduct experiments on a public
Weibo (A Chinese social network) dataset [Ma et al., 2016].
However, the body of news articles in this dataset is usually
less than 100 words. In order to also test our model on longer
news articles instead of only on short paragraphs, we need
a dataset with both longer (at least 500 words) news articles
and corresponding user responses. However, due to the un-
availability of such a dataset, we collected a new dataset with
both news articles and related user responses where the news
articles have an average length of 950 words.

The dataset collection process is as follows. First, lists of
websites are manually assessed and collected comprising of

a set of trustworthy websites such The Guardian, New York
Times, etc., and the other is a set of notorious fake news web-
sites such as NaturalNews. We obtained article URLs from
news articles under the different websites. Using the article
URLs, we searched Twitter for user responses related to each
article URL. Since the article URLs are referenced in Twit-
ter posts (tweets) related to the article, we retain only those
articles in our dataset for which we find at least one user re-
sponse (tweet) on Twitter. We construct the dataset with these
labeled articles along with related user responses incorporat-
ing the text and metadata information for both articles and
responses. We plan to publish this dataset along with the col-
lected list of websites.

4.2 Preprocessing and Pre-training Embedding
Since real articles and responses are collected from the Inter-
net, the vocabulary is large and notations used are abundant.
Some preprocessing process steps are taken before the data is
fed as input into the proposed model:
• We separate punctuations and replace specific strings

with tokens denoting their types. These notations are
standardized as: mention notations such as @xx are con-
verted into [[@]], hashtag #xx to [[#]], time notations
such as “17:21" and “07:12:2013" are converted into
[[time]], data notations such as “17.21" and “3/5" and
“60%" are converted to [[data]], and money notations
such as “$11" is converted to [[money]]. website urls to
[[url]].
• We split articles into sentences and tokenize each sen-

tence using Stanford CoreNLP tool. We pre-trained
word embedding by skip-gram [Mikolov et al., 2013]
on all collected news articles.

4.3 Baselines
We compare our work to existing work that uses different
techniques for detecting fake news from article text rang-
ing from feature engineering to using linguistic techniques
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as well as neural network models used in earlier work. The
techniques we compare the proposed TCNN-URG to, are as
follows:

1. Feature engineering. Based on the work of [Ott et al.,
2013], the first baseline we propose is based on using
LIWC (Linguistic Inquiry and Word Count) features for
text analysis. LIWC is a widely used lexicon in social
science studies [Pennebaker et al., 2015] 4.

2. 1-gram. 1-gram features show good performance in de-
ception detection works [Ott et al., 2013; Feng et al.,
2012]. In order to keep comparison dimension fair, we
use tf-idf to choose words between top 1000-2500 for
the 1-gram features.

3. POS-gram. Linguistic methods based on Part-of-
speech (POS) tags 5 shows good predictive power as
found by [Feng et al., 2012; Ott et al., 2013] and are
therefore chosen for comparison.

4. CNN. Convolutional neural networks have achieved
state-of-the-art in text classification tasks and based on
the work of [Wang, 2017] which demonstrates superior
performance of CNN over recurrent neural architectures
like the bidirectional LSTM (long short-term memory)
for fake news detection, we choose CNN for compari-
son with. The text is represented at the word-level and
fed to the CNN that extracts semantic representation of
the article text for classification.

4.4 Experimental Setting
In the experiments, we set the word embedding dimension to
be 128 and filter size to 2,4,5. For each filter size, 64 filters
are initialized randomly and trained. When generating user
responses from URG, we use the average of 100 samples to
get accurate estimates of the expectation over the distribution
of user responses generated. For training, we use a mini-batch
size of 64 and articles of similar length are organized in the
same batch. We build and train the model using TensorFlow
and use ten-fold cross validation for evaluation of the model.

4.5 Results and Analysis
Experimental results on Weibo dataset are shown in Table 1,
and results on self-collected Twitter dataset are shown in Ta-
ble 2. We present the results in terms of the accuracy of
detection, on varying percentage (10-90%) of data samples
used as training data to evaluate the variation and stability
in performance for the evaluated methods. Overall, TCNN
outperforms the other methods compared against including
CNN, and moreover, URG further improves the performance
of TCNN and pushed the accuracy even higher, even when
the training data is limited.

TCNN outperforms LIWC, POS-gram and 1-gram due to
its ability to extract deep semantic information from the arti-
cle text content. Moreover, TCNN outperforms CNN with the
proposed two-level representation. Single layer CNN built

4Available at http://liwc.wpengine.com/
5We use the Stanford Parser [Klein and Manning, 2003] to obtain

POS tags.

A fake news article sampled from the test
set:

... FDA quietly bans powerful life-saving in-
travenous Vitamin C ...It would be naive to
think that the FDA endeavours to protect the
public’s health as its primary focus ...

Top 20 words generated by URG in re-
sponse:

[[ ! ]] [[ ? ]] [[ @ ]] [[ link ]]

c care fda food

false health intravenous life

only problem protect rich

tax wait watch why

Figure 4: Top 20 response words generated by URG presented in
alphabetical order.

over word-level article representations can only utilize com-
binations of several nearby words. However, by first condens-
ing word-level information into each sentence, then deriv-
ing sentence-level representation for the news article, higher-
level semantic information can be extracted more effectively,
especially for longer article lengths as can be seen from ex-
periment results. The improvement of TCNN over CNN is
more pronounced in the Twitter dataset (Table 2) that contains
articles of average length of about 1000 words as compared
to the Weibo dataset (Table 1) with shorter articles of about
100 words. Furthermore, the difference in the detection accu-
racy is larger when the training data size is smaller for longer
articles with the maximum being 7% higher than CNN for the
Twitter dataset with 10% of the data used for training.

URG further improves the accuracy of TCNN as can be
seen in both result tables. URG learns the nature of user re-
sponses conditioned on the article text and is able to generate
responses to new articles for early fake news detection. By
capturing the intricate relationship between news articles and
user responses, the URG empowers the system with user wis-
dom that is not directly available from the article text alone.

To further understand how URG works, we sample an ex-
ample from the test set for which we already provided the
true user responses in Figure 1. We specifically eliminated
this article from the training data to provide insights into the
capabilities of the URG as a generative model for generat-
ing user responses to unseen article texts. Even though the
true responses are not seen by the URG, since the article is in
the test set only, the URG is still able to generate reasonable
responses to the article using the inferred latent parameters
encoding the relationship between user responses and arti-
cle contents. We provide the top 20 response words that are
generated by URG for this example fake article as listed in
alphabetical order in Figure 4. We can see that URG gener-
ates some negative responses and questioning responses such
as [[?]], [[!]], fake and so on, as highlighted in the Figure 4,
which are very important signals of fake news.
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This demonstrates that the URG is able to capture intricate
information expressed implicitly in user responses to other
news articles, which it can utilize to guide the prediction for
new articles. URG benefits from higher-level semantic rea-
soning extracted from historical user responses which indi-
rectly act as soft semantic labels enriching the simple binary
{0, 1} labels of news articles that capture the subtle reasons
behind why articles might be considered fake instead of just
knowing whether they are fake or not.

5 Conclusion
Existing works cannot be applied to the problem of early fake
news detection because most of them mainly rely on user
response that is not available for early fake news detection.
Whereas works that utilize only the article text for detection,
ignore the rich information and latent user intelligence stored
in user responses towards previously propagated articles. Our
proposed TCNN-URG combines the power of discriminative
fake news detection from article text feature extraction, with
the power of generative modeling to leverage collective user
intelligence on why articles must be true or fake and thereby
simulate user responses for new articles to assist in early de-
tection of fake news articles.
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