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Abstract| Several types of neurons involved in spatial navigation and memory encode the distance 

and direction (that is, the vector) between an agent and items in its environment. Such vectorial 

information provides a powerful basis for spatial cognition by representing the geometric 

relationships between the self and the external world. Here, we review the explicit encoding of 

vectorial information by neurons in and around the hippocampal formation, far from the sensory 

periphery. The parahippocampal, retrosplenial and parietal cortices, as well as the hippocampal 

formation and striatum, provide a plethora of examples of vector coding at the single neuron level. 

We provide a functional taxonomy of cells with vectorial receptive fields as reported in experiments 

and proposed in theoretical work. The responses of these neurons may provide the fundamental 

neural basis for the (bottom-up) representation of environmental layout and (top-down) memory-

guided generation of visuo-spatial imagery and navigational planning. 

 

 

[H1] Introduction 

Place cells fire whenever an animal traverses a specific location in an environment (the spatial 

receptive field [G] of that neuron, also known as its ‘place field’, FIG. 1a). Since the discovery of 

place cells in the rat hippocampus by O’Keefe and Dostrovsky1, researchers have uncovered a 

multitude of additional spatially-selective cell types in rodents: that is, neurons whose receptive 

fields reference some aspect of an organism’s location, state of motion, pose or its relationship to 

environmental features (such as boundaries, landmarks and other objects). The spatial receptive 

fields of some of these cells correspond to vectors, indicating the distance and direction in space 

(relative to the animal’s current location) within which the presence of an environmental feature 

will drive the neuron to fire. Such ‘vectorial codes’ for space have received comparatively less 

attention than the coding performed by place cells or other well-known spatially-selective cell 

types, such as grid cells [G] 2 (FIG. 1a) and head direction cells [G] 3,4.  

 

Vectorial codes for space are expressed by boundary vector cells5,6, border cells7,8, landmark vector 

cells9 and object vector cells10 in allocentric (that is, world-centered) coordinates. Just like place 

fields, the receptive fields of these vector-coding cells do not reflect the orientation of the animal 

but do rotate together with the prominent environmental features that control head direction cell 

firing11. Egocentric counterparts of some of these cells — in which the direction of receptive fields 

are referenced relative to the facing direction of the agent — have also been found12–15, as well as 

cells that exhibit head direction-modulated boundary responses16,17.  
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The vectorial properties of boundary, object and landmark vector cells derive from receptive fields 

that reference locations outside an agent’s current position (FIG. 1b). Rather than being centred on 

the location of the organism (like place fields FIG. 1a) these receptive fields can be thought of as 

covering locations around an agent. These cell types may thus form a neural representation of the 

structure of the world ‘out there’; that is, the geometric configuration of landmarks, borders, and 

objects relative to the agent. As such, these cell types differ in several ways from place cells, grid 

cells and head direction cells. For instance, the responses of place, grid and head-direction cells are 

often robust with regards to the removal of individual environmental cues and typically reflect the 

spatial configuration of multiple environmental features, rather than the presence of a single 

feature18,19. Vector coding neurons, on the other hand, represent the presence of an environmental 

feature at a specific location relative to the agent. If their receptive fields cover space uniformly, a 

population of these neurons can therefore represent the layout of environmental features around an 

agent20,21. In many cases such cells code for the presence of any object at the location of their 

receptive field, rather than coding for the sensory characteristics of a specific item in the receptive 

field6,10.  

 

If all distances and directions are equally represented, the receptive fields of multiple vector coding 

cells may be seen as forming a grid that is anchored to the agent’s position and translates with the 

agent (FIG. 1b-d). In the case of allocentric responses, the grid does not rotate with the agent (as 

allocentric North is independent of the animal’s orientation), whereas, for egocentric vectorial 

responses, the grid translates and rotates with the agent (as egocentric ‘ahead’ depends on the 

current heading direction).  

 

In this Review, we provide a taxonomy of the growing number of cells with vectorial receptive 

fields in terms of their response properties (Table 1). Since most of these cell types have been 

characterised in rodents we focus on the rodent literature in the review, but relate these findings to 

other species (including humans) where appropriate. We begin by reviewing allocentric vector 

coding neurons and their relationship to place cells. We then discuss their more recently discovered 

egocentric analogues and their relationship to goal vector coding in flying bats22. Finally, we 

proceed to review theoretical models that may explain how the egocentric and allocentric cell types 

interact to support spatial cognition, before considering open questions in the field. 

 

[H1] Allocentric vector coding 
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Boundary vector cells were first proposed on a theoretical level, as the cells that provide inputs to 

place cells. How else to determine one’s (absolute) location in a given environment if not in 

reference to external landmarks? Finding oneself 2 meters from the North wall, and 5 meters from 

the West wall within a simple square room specifies one’s location perfectly. Experiments 

demonstrating the influences of environmental deformations (changes in environment size and 

shape) on place fields23 led to the development of the boundary vector cell model of place cell 

firing24,25. This model showed that a simple thresholded sum of boundary vector cell responses can 

model the characteristics of place fields, and the effects of changes to the geometric properties of 

simple environments. Such a model of self-localisation is consistent with McNaughton and 

colleagues’ suggestion that place cells may represent vectors to specific landmarks26. It also lies at 

the core of models proposing that spatial cognition [G] is supported by translations between 

egocentric and allocentric vectorial responses20,21,27 (discussed below), which provide a framework 

for understanding the various vectorial cell types that have been identified. 

 

Boundary vector cells were first experimentally identified in the subicular complex of rats5 and their 

properties were systematically examined in subsequent studies6,27. Boundary vector cells fire when 

an animal is at a given distance and direction from any boundary, including barriers inserted into an 

experimental arena (FIG. 2a), rather than signalling the characteristics of specific features of the 

boundary (such as a particular piece of wood)6. This allows the boundary vector cell model of place 

cell firing to account for the doubling of place fields5 in response to inserted barriers. That is, the 

firing of a population of boundary vector cells can cause multiple peaks in the firing of place cells 

that result from summing boundary vector cells28 with similar activations in multiple locations 

(FIG. 2a). Similarly, more complex, repeating boundary configurations within the same 

environment may yield multiple place fields. This property has been impressively replicated in 

extensive simulations of the boundary vector cell model 29, which largely reproduced the firing of 

experimentally recorded place cells in a multitude of different (and visually repeating) 

environmental configurations. Secondary place fields have been shown to attenuate with 

experience30, which can be modelled with the inclusion of a BCM learning rule31 acting between 

boundary vector cells and place cells5. According to this model, the allocentric nature of boundary 

vector cells also causes place cell firing to be independent of the animal’s orientation in open fields. 

  

Experiments further revealed that boundary vector cells are similarly responsive to vertical walls 

made of different materials and to the drop at the edges of a raised platform6. Small, traversable 

gaps in the floor of a recording arena also elicited boundary vector cell responses6 (FIG. 2b). 
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Moreover, these responses are present from first exposure to the environment and are stable over 

time27. Different boundary vector cells have receptive fields tuned to different distances and 

directions6, suggesting that a population of boundary vector cells does indeed provide a grid of 

receptive fields covering space around the organism. However, the receptive field size appears to 

increase with distance, leading to broader bands of activity in firing rate maps [G] and thus a 

coarser representation of more distant environmental features6 (FIG. 2c; FIG. 1). Though the 

relative distribution of boundary vector cells with distal versus proximal receptive fields has not 

been systematically quantified, both experimental data6 and models24 suggest that proximal fields 

are likely to be more prevalent. The range of encoded distances (in all allocentric directions) 

constitutes the main distinguishing feature between boundary vector cells and border cells, another 

type of vector coding cell that is found in the medial entorhinal cortex7,8. Border cells (FIG. 2d) are 

defined by their propensity to respond only to proximate boundaries (that is, those in whisking [G] 

range of rodents). It has been hypothesised that border cells may serve in immediate obstacle 

detection32 or in anchoring grid cell firing to environmental borders33,34. Boundary vector cells have 

also been proposed to support these and other aspects of spatial cognition20,21,35,36. Another 

important distinction between border cells and other vector coding cells is that border cells only 

respond to a boundary that blocks an animal’s path10. Boundary vector cells (and object vector cells, 

discussed in more detail below) can be driven by features that do not present navigational 

impediments (specifically, traversable gaps in the case of boundary vector cells6 and elevated 

objects in the case of object vector cells10).  

 

Self-localization based on sensory signals is a necessary complement to self-localization via the 

path integration [G] inputs to place cells that are thought to be mediated by grid cells37–39. The fact 

that boundary vector cells are sensitive to boundaries behind an animal suggests that these cells do 

not rely solely on sensory perception. That is, they incorporate a mnemonic component. 

Nevertheless, the boundary vector cell model of place cell firing suggests that, by driving individual 

place cells, boundary vector cells accomplish self-localization with respect to extended 

environmental features (such as the walls in a room) or large landmarks (such as the buildings 

around a square).  

 

One potential challenge to this model of the environmental inputs to place cells concerns the 

anatomical distribution of boundary vector cells. Large numbers of boundary vector cells have been 

reported in the subiculum (24% of 186 recorded subicular cells6), but only small numbers have been 

reported in the medial entorhinal cortex10,40, where object vector cells (see below) and border cells 
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are more plentiful (for example, 14.7% of 1100 recorded cells in medial entorhinal cortex were 

classified as object vector cells in a recent study10). The subiculum is traditionally thought of as an 

output region of the hippocampal formation, whereas medial entorhinal cortex superficial layers are 

a major input, suggesting that subicular boundary vector cells are ‘outputs’ rather than ‘inputs’ for 

hippocampal place cells. Three possible solutions to this puzzle have been proposed. First, neurons 

in subiculum may project into hippocampus. Indeed, there is now significant evidence for direct 

projections from the subiculum to the hippocampal subfield CA141–50. These projections are capable 

of affecting place cell firing, and are of a similar strength to the projections from the entorhinal 

cortex to CA148. However, this leaves open the question of the source of environmental input to the 

hippocampal subfield CA3. Second, although only small numbers of boundary vector cells have 

been reported in medial entorhinal cortex so far, there may be enough to provide environmental 

input to place cells, given that they combine combinatorially to determine place fields24. Finally, it 

is possible that border or object vector cells in the medial entorhinal cortex provide environmental 

inputs that anchor grid cells to the environment and grid cells then drive place cell firing34. 

However, there are reasons to doubt that place firing relies entirely on grid cells, given their 

different developmental trajectories22,51  and differential dependence on environmental and self-

motion information52. 

 

Theoretical boundary vector cells were conceived to be capable of responding to environmental 

features of any size, with large extended features causing more firing than small discrete ones (with 

large features occupying the receptive field at more locations54). More recently, we suggested that a 

separate class of cells —object vector cells — may employ the same receptive field structure as 

boundary vector cells, but respond specifically to discrete objects and not to the surrounding 

boundaries21 (FIG. 2e-f). This suggestion arose from the idea that, while boundary vector cells 

enable self-localisation relative to the (stable) layout of extended environmental features, spatial 

memory also requires neurons that represent the locations of smaller, potentially mobile or more 

ephemeral objects that may be less-well suited to determine location of the exploring agent21. These 

theoretical cells were also inspired by the landmark vector cells previously discovered in the 

hippocampus9 (discussed see below).  

 

Independently of theoretical considerations, object vector cells were discovered experimentally in 

the medial entorhinal cortex10 (FIG. 2e) and shown to respond to objects at given allocentric 

distances and directions. Characterization of these cells revealed that they show little modulation by 

head direction (similar to boundary vector cells) and respond to objects at a range of distances10 
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(FIG. 2h). Although most object vector cells fired when the distance between the agent and object 

was below 30 cm, some object vector cells with more distant receptive fields (up to 50 cm) were 

also reported10. This contrasts with border cells which fire only when the agent is close to a 

boundary7. Importantly, concurrently recorded object vector cells maintain their relative vectorial 

differences (angle and distance from objects) when an animal moves to a new environment (FIG. 

2i). This finding is reminiscent of reports that concurrently recorded head direction cells maintain 

their relative angular distance in different environments 11. Moreover, it corroborates the notion that 

a population of object vector cells instantiates a fixed grid of receptive fields (which is centred on 

the animal but does not rotate with it in the case of allocentric cells, FIG. 1). The orientation of the 

grid may change between environments (depending on the environmental features determining the 

sense of direction that is reflected by head direction cells), but the relative differences between cells 

are preserved. Interestingly, as noted above, object vector cells continue to respond to an object 

even if it is suspended above the ground so that the animal can walk underneath, in contrast to 

border cells which do not fire in response to a suspended border10 (FIG. 2i).  

 

Object vector cells fire for small within-arena objects but not to the boundaries of the 

environment10. Unless there are other factors differentiating internal objects from surrounding 

barriers, such as novelty or permanence, this suggests that object vector cells may have on-center–

off-surround receptive fields, in which the activity of the neuron is only fully driven when the 

excitatory influence of a (small) central object is not cancelled out by inhibitory influences on either 

side (FIG. 2k). This receptive field structure must apply also to elevated objects, to explain object 

vector cell responses (FIG. 2i). The receptive field structure of boundary vector cells, on the other 

hand, would be lacking this inhibitory surround. Whether boundary vector cells also respond to 

elevated objects has not yet been tested. Similarly, it remains to be determined whether object 

vector cells respond to drops, or to gaps in the floor (FIG. 2b, also see below). 

 

As noted above, a similar type of allocentric vectorial information appears to be represented in the 

landmark vector cells that have been recorded in small numbers in the hippocampus9 (FIG. 2j). 

Landmark and object vector cells differ in that landmark vector cell firing is modulated by the 

object’s identity, while object vector cell firing is not (just as boundary vector cell firing is not 

modulated by the identity of the boundary)10. It has been suggested that the modulation of 

hippocampal landmark vector cell activity by object identity might indicate that they receive input 

from both object vector cells in the medial entorhinal cortex and from cells that represent object 

identity in lateral entorhinal cortex55. However, landmark vector cell firing appears to be modulated 
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by more than one object at a time, with the identity of the objects sometimes changing over time, 

precluding a simple account of their firing selectivity at this moment. In addition, landmark vector 

coding in the hippocampus appears to be experience-dependent. A subset of recorded landmark 

vector cells developed new firing fields [G] when an object or landmark was moved during a 

recording session. However, only in some cases, these fields had similar distance and direction 

tuning as the initial field, as would be expected from object vector cells9. Some landmark vector 

cells increased their firing (when objects moved to new locations) at locations where the objects 

used to be9 (also see below). These cells might therefore be involved in memory for an object’s 

identity and location. 

 

In summary, there is considerable evidence that the location of both extended environmental 

features and smaller objects within that environment are coded for by populations of neurons whose 

allocentric vectorial receptive fields form a grid that covers the space around an organism. The 

recording of multiple firing fields in object vector cells and in boundary vector cell experiments 

with inserted boundaries,6 suggest that these allocentric receptive fields are indeed anchored to the 

agent and translate with it, coding for the presence (but not identity) of objects or landmarks relative 

to the organism. 

 

[H1] Egocentric vector coding 

The allocentric neural responses described above are not coded in the reference frame [G] (that is 

the coordinate system) of any sensory receptor, being independent of the animal’s orientation. In 

order to be able to convey environmental information (such as vectors to objects or boundaries), the 

response properties of allocentric neurons must be derived from neurons whose responses are coded 

in the reference frame of sensory perception (that is ahead, left and right rather than North, South, 

East and West). Therefore, neurons with egocentric (body or head-centred), rather than allocentric, 

vectorial responses must be present upstream of the allocentric representations. Recent experimental 

findings have demonstrated the presence of such egocentric boundary coding neurons in the 

striatum13, retrosplenial cortex14,15, lateral entorhinal cortex12 and postrhinal cortex17. These cells 

fire in response to boundaries ahead of or to the left or right of the rodent. In an allocentric frame of 

reference these cells would appear to respond to all walls of an environment (rather than, say, only 

the North wall) because they fire every time a wall is ahead (for example) of the animal (FIG. 3a). 

Hinman and colleagues designated these cells as ‘egocentric boundary cells’13. 
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Similar to boundary vector cells, egocentric boundary neurons in the dorso-medial striatum13 show 

an increase in receptive field size with tuning distance from the animal (FIG. 3b). The cells fire 

irrespective of the shape, visual appearance or allocentric orientation of the environment and are 

stable across repeated visits to the same environment13. This suggests that these cells code for 

geometric environmental features, irrespective of low-level sensory characteristics, in egocentric 

coordinates. Importantly, despite their egocentric tuning, egocentric boundary cells in the striatum 

are not purely sensory or perceptual, since some cells fire also for boundaries behind the animal, 

suggesting a mnemonic component. The striatal egocentric boundary neurons were further reported 

to exhibit a curious trimodal distribution of preferred distances and a bi-modal distribution of 

preferred directions, with most cells having a preferred direction 90 degrees clockwise or counter-

clockwise of the animal’s head direction. This distribution is not evident in the retrosplenial cortex 

egocentric boundary cells discussed below.  

 

Why would egocentric boundary cells be present in the striatum? The theoretical models of spatial 

cognition which predicted egocentric boundary cells20,21,35,36 suggest that they form the principal 

inputs to boundary vector cells (see below), but do not address striatal function. However, the 

striatum is heavily implicated in reinforcement learning of the mapping from egocentric sensory 

inputs to motor outputs which are also coded in an egocentric (body-centered) frame of reference, 

during cue-based navigation56. In experiments in which animals have been overtrained to use 

environmental cues to find a goal show that they use an egocentric motor-turn strategy (e.g. always 

turning left) that depends on the striatum57. This provides a tentative explanation for egocentric 

boundary coding in the striatum but does not suggest that egocentric boundary responses 

necessarily originate there (see below).  

 

Egocentric boundary cells have also been reported in the dysgranular retrosplenial cortex14. These 

cells do not exhibit any particular topography within the dysgranular retrosplenial cortex and a sub-

population of them are modulated by theta oscillations [G]. Unlike boundary vector cells, some 

egocentric boundary cells in retrosplenial cortex (specifically those with proximal receptive fields) 

do not exhibit firing in arenas in which the walls have been removed (FIG. 3c). Their directional 

preference appears to be lateralized, with preferential tuning for borders left of the animal in the 

right hemisphere and vice versa (BOX 1). Like striatal egocentric boundary cells, the firing of these 

cells is context invariant (FIG. 3d), being independent of self-motion and the shape or orientation 

of the local environment relative to distal cues (that is, the laboratory frame). These findings are 

again consistent with the notion that these cells code for the geometric layout of environmental 
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features irrespective of their low-level sensory characteristics. The possibility that egocentric 

boundary cell responses are better described as coding for an egocentric vector to the center of the 

recording arena has also been excluded14. This corroborates the idea that the receptive fields of 

egocentric boundary cells are anchored to the animal (FIG. 1b-c) just like those of boundary vector 

cells, but with one crucial difference: the receptive fields of egocentric boundary cells rotate with 

the agent (they are egocentric). In a subset of animals, egocentric boundary coding neurons were 

also found in the secondary motor cortex and the posterior parietal cortex14.  

 

Another recent study also report the presence of egocentric border cells in the restrosplenial 

cortex15. The cells fired in response to newly inserted barriers (but not objects), and retained their 

firing in darkness. Corroborating the findings of Alexander and colleagues14, the directional 

preference of these cells appears to be lateralized. These cells also fired in response to 

environmental edges without walls, and their response properties depend on intact entorhinal 

afferents. Egocentric boundary cells— including cells that fire preferentially for boundaries behind 

the animal — have also been identified in postrhinal cortex17. However, while egocentric boundary 

cells with distant receptive fields were reported in this region, a markedly higher proportion of cells 

fired for boundaries at close range.  

 

It is often assumed that allocentric coding dominates within the hippocampal formation (including 

the entorhinal cortex). Importantly, however, neural representations of the egocentric bearing of 

boundaries and objects have recently been reported in the lateral entorhinal cortex12 (FIG. 3e). In 

this study, some lateral entorhinal cells were shown to fire when a boundary or object is found at a 

given egocentric bearing, and that bearing was stable within a session and consistent between 

different recording arenas (small and large boxes). A significant percentage (approx. 20%) of 

recorded cells was also tuned to the distance of the nearest boundary or object12. Thus, these cells 

qualify as vector coding cells (encoding direction and distance). However, it was reported that, 

between sessions with different behavioral goals. The number of cells that represented the standard 

versus the displaced goal locations changed significantly12, possibly suggesting the coding of 

behaviorally relevant objects or goal locations. This behavioural modulation is subtly different from 

the predicted properties of egocentric object coding neurons21 (see below). The involvement of the 

lateral entorhinal cortex in object processing58 also suggests that the sensory features of objects or 

boundaries may contribute to driving these lateral entorhinal cells.  

 



11 

Recent papers have reported that there is also an egocentric vectorial code for abstract locations 

within an environment. Populations of cells in the postrhinal cortex (the rodent homologue of 

parahippocampal cortex, see below) have been reported to code for the egocentric bearing and 

distance of the centre of a square arena59. A subset of these cells is also modulated by allocentric 

head direction (FIG. 3f). Allocentric positional information — present in downstream structures in 

the form of place cells in hippocampus and grid cells in medial entorhinal cortex — can be decoded 

from the responses of these cells, which have been termed ‘egocentric center-bearing’ and 

‘distance’ cells. The bearing and (absolute) distance correlates of these cells persist in smaller or 

rotated square environments. In a related article, so-called ‘anchor cells’ have been reported in the 

human parahippocampal cortex, recorded from epilepsy patients with implanted depth electrodes60. 

These cells are tuned to an egocentric bearing to (anchor) points distributed across the entire 

recording arena (not just its center). A subset of these cells also shows distance tuning. Though 

anchor points are distributed throughout the virtual recording arena there is a significant 

concentration of anchor points in the center, raising the possibility that egocentric center-

bearing/distance cells59 constitute a subset of anchor cells. The distribution of anchor points also 

resembles the distribution of maximum firing locations of egocentric bearing cells in Wang et al.12 

(discussed in the preceding paragraph), clustering around the center but distributed across the entire 

environment. Anchor points in the center of a radially symmetric environment are inherently 

ambiguous as to whether they reflect egocentric bearing relative to the center or to the nearest 

boundary. Wang et al.12 describe their results in terms of boundary coding (acknowledging this 

ambiguity). Anchor cells may also be related to hippocampal cells that reference remote locations 

(even beyond an open field enclosure), as reported by Jercog and colleagues. 61.  

 

Finally, angle-to-goal and distance-to-goal cells have been identified in the hippocampal subfield 

CA1 of bats22. These cells fired when a hidden goal platform was at a specific egocentric angle 

relative to the direction of flight. Cells tuned for preferred goal directions ahead were 

overrepresented within the population of these cells, compared to those tuned to other possible 

directions. A subset of these cells had additional spatial tuning, meaning they signalled the 

egocentric direction and distance of the goal location in the environment. The tuning of these CA1 

cells does not persist across sessions or within session when the navigational goal changes. Hence, 

although these cells are reminiscent of egocentric boundary cells in rodents, it appears that they are 

dedicated to representing a specific behaviorally relevant location (the goal in a navigational task) 

rather than signalling the presence of arbitrary environmental features.  
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At a theoretical level, the egocentric coding of boundaries and landmarks was considered repeatedly 

prior to the experimental confirmation of egocentric boundary responses. In one early model of 

place cells62 an array of stimuli was distributed around the perimeter of a simulated environment, 

and inputs to the entorhinal cortex coded for either the distance from the stimuli (an orientation 

invariant signal) or the egocentric bearing of the stimuli (an egocentric signal). The activity patterns 

in the entorhinal cortex were then generated by competitive learning [G] and yielded a conjunctive 

representation of bearing and distance. The activity patterns in entorhinal cortex were in turn 

classified by hippocampal cells via competitive learning, yielding place cell responses. Thus, the 

model associated all possible egocentric sensory snapshots (of stimulus distance and bearing) with a 

single cell whose place field was consistent with those views, consistent with the notion of 

egocentric sensory snapshots for self-localization, outlined later by McNaughton and colleagues26.  

 

Mirroring the account of boundary vector cells given above, egocentric boundary vector coding 

neurons were predicted in a series of subsequent models20,21,35 both as the sensory inputs to 

boundary vector cells and as an egocentric output of the hippocampal system supporting imagery 

and planning. Building on these models, egocentric object-coding neurons were predicted recently 

(alongside allocentric object vector cells21) and show similarities to concurrently discovered 

egocentric object bearing neurons in lateral entorhinal cells12. This family of computational models 

avoids some limitations of models of self-localization based purely on associating large numbers of 

egocentric sensory snapshots with a given location. For example, the interference that can occur 

between visually similar (egocentric) views obtained when an individual is located in different parts 

of the environment. In addition, memorizing many sensory snapshots (for different egocentric 

orientations) at a single location is inefficient, compared to memorizing a single allocentric 

representation from which egocentric views can be reconstructed (see below). On an empirical 

level, the phenomenon of representational neglect due to parietal/retrosplenial cortex lesions (BOX 

1), suggests that recall of egocentric representations depends on underlying viewpoint-invariant 

(that is, allocentric) neural representations that remain intact when their egocentric counterparts are 

(partially) damaged by a lesion. Connecting egocentric representations of landmarks with 

allocentric representations of landmarks through a coordinate transformation solves these 

conceptual issues and provides a neural-level model of representational neglect20,63. This type of 

model has received recent support through the report of boundary-by-head direction coding neurons 

in rodents16,17 (discussed below).  

 

[H1] Reference frame transformations 
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If egocentric and allocentric boundary and object vector cells convey information about the 

locations of environmental features, then there must be a sensory origin of these signals (see 

below). Thus far, the term ‘egocentric’ has been synonymous with a head-centered representation. 

However, the first reference frame of visual signals is given by the retina. This signal must then be 

transformed into a head-centered reference frame. This transformation has been subject to extensive 

modelling, following the discovery of so-called gain-field neurons [G] in the monkey parietal 

cortex63–67.  

 

Gain field neurons code for a combination of variables. For example, they may respond to both the 

position of the eye and the eye-centered (retinal) location of the stimulus, with the eye-position 

modulating the response to the retinal location (changing the ‘gain’ of that response). If the eyes 

move but the head stays stationary the stimulus position relative to the head has not changed, but 

the stimulus position on the retina has. Thus, a different combination of eye-position and stimulus 

location on the retina, coded for by a different gain field neuron, will map onto the same craniotopic 

neuron. This way, the retinal location of a stimulus can be mapped onto its angle relative to the head 

via the eye-position signal, with gain field neurons implementing a mechanism for reference frame 

transformations63,66. Different reference frame transformations can work in a similar way and may 

be chained together68 or act in parallel63 (though the former requires only a linear increase in the 

number of neurons with the number of frames of reference, which may be preferable). For example, 

one could transform retinal location into head-centered location and from there into trunk-centered 

coordinates for grasping, while — at the same time — using the head-centered representation as 

input for the egocentric–allocentric transformation described in detail below. 

 

In the context of representation and memory of environmental layout, a reference frame 

transformation takes egocentric (head-centered) boundary or object directions and distances as input 

and produces allocentric boundary or object distances and directions (FIG. 4). Here head direction 

plays the role of the gain signal. That is, an intermediate layer of head-direction modulated 

boundary vector neurons (the gain field neurons in this context), allow allocentric boundary or 

object vector cell responses to be generated from egocentric inputs, thus enabling allocentric 

encoding of an environment20,21,35. Equally, the reverse flow of information (via reciprocal 

connections) can reconstruct egocentric boundary and object vector responses from stored 

allocentric representations during recall or imagery20,21,35. The gain-field neurons which map 

egocentric boundary distances and directions to allocentric boundary distances and directions 

should respond to conjunctions of boundary distance and head direction (see also Ref.69–71). It is 
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important to note that the egocentric–allocentric transformation mechanism does not require a very 

fine granularity of the gain signal (in this case, the head direction). Models20,21,35 show that as few 

as 20 discrete layers, each maximally modulated by one of 20 (equally spaced) head directions 

guarantees enough overlap (given a Gaussian head direction signal) to successful interpolate 

between maximally effective head directions. 

 

Recent studies reported the identification of cells with the predicted vectorial receptive fields that 

are modulated by the head direction of the animal16,17 (FIG. 4b). Because these cells (like those in 

the transformation circuit described above) fire for only one head direction and one boundary 

direction it is impossible to characterise the boundary-related information that they encode as 

egocentric or allocentric. The cells fire irrespective of environmental shape17, and collectively, they 

code for boundaries in all directions relative to the animal, (including behind it)17, again suggesting 

that their firing patterns are not driven purely by sensory input (though directions ahead of the 

animal were preferentially represented). The cells were mainly found in postrhinal and medial 

entorhinal cortices, subiculum, and parasubiculum17. A different study also reported similar cells in 

the postsubiculum16. Theoretical models had suggested retrosplenial or parietal cortices20,21,63 

following primate recordings65 and human neuroimaging studies68,72–74. It remains to be seen 

whether boundary-by-head direction coding in rodents is localised in the extended network of 

structures implicated by a recent study17 (also see Ref.75). Nevertheless, these findings16,17 provide 

strong experimental support for the predicted gain-field mechanism of egocentric–allocentric 

reference frame transformations for boundary coding that was previously explored in multiple 

theoretical models20,21,35,36, and show how it can be applied specifically border cells17. 

 

[H1] From single cells to spatial memory 

Given that hippocampal place cells represent an agent’s location, head direction cells an agent’s 

orientation, and vector coding neurons the structure of the world ‘out there’ as viewed from a given 

location, how may spatial cognition emerge from the interplay of these representations? Theoretical 

models20,21,35 have suggested a systems-level account of spatial cognition, integrating the functions 

of known spatially-selective cell types and predicting others. In this family of models the locations 

of scene elements (boundaries, objects and landmarks) are represented in the firing of egocentric 

boundary and object vector cells, which are transformed into allocentric boundary and object vector 

cells by the gain field circuit (see above). To bind the elements of a scene (as perceived at a given 

location), it is suggested that synaptic connections between the allocentric vectorial representations 

and a ‘binding cell’ are formed. Since the momentary activity profile across egocentric cells (and 
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hence their allocentric counterparts) is unique for the given location, the binding cells (in 

hippocampus) exhibit the firing characteristics of place cells (location tuning, see also Ref.71), 

consistent with the boundary vector cell model of place firing (see BOX 1 for the relationship to 

human spatial cognition).  

 

According to these models, the identities of scene elements are coded by separate populations of 

ventral visual stream neurons, potentially in the perirhinal cortex. Thus, the locations of objects ‘out 

there’ and their identities are coded separately, but are bound together via Hebbian learning [G] 

during exploration. Together, place cells, perirhinal neurons and the various allocentric vector 

coding neurons form a continuous attractor (a network whose pattern of connections constrains the 

neural activity to a continuous set of locally stable patterns) describing the layout of an 

environment. In these models, egocentric cells were suggested to reside in parietal areas14 — the 

precuneus in particular — and to represent the neural correlate of an agent’s egocentric point of 

view (what is ahead, left, right, and so on). Within this framework, perceiving the local layout of 

scene (via egocentric representations) allows an agent to self-localize by activating a corresponding 

allocentric vectorial code (via the reference frame transformation), which in turn drives 

corresponding place cells. The reverse flow of information, from allocentric representations (place 

cells, object and boundary vector cells) through the gain-field circuit, driving egocentric 

representations, provides an account of memory recall in the form of visuo-spatial imagery. That is, 

the representations of scene elements ‘out there’ in egocentric terms are re-constructed from the 

underlying allocentric representations in the medial temporal lobe via top-down re-instatement. 

FIG. 5a depicts a high-level schematic of this theoretical framework. 

 

This neural-level account of memory recall shows how egocentric and allocentric vectorial neural 

representations could interact and allows for several predictions. For instance, recalling a scene with 

scene elements (boundaries or objects) that have recently been removed would lead to activity 

traces for locations consistent with the position of those absent elements21 (FIG. 5b-c). Such ‘trace’ 

responses may even appear in nominally non-spatial cells that normally code for the identity of 

objects or specific sensory features, as a result of their association with location21. Non-vectorial 

trace responses near object locations have been reported9,76–79 (FIG 5d, also see Ref.80). Vectorial 

trace responses have recently been reported in the rodent subiculum81. These cells fire in response 

to environmental features at a certain allocentric distance and direction, including extended 

boundaries and smaller objects (i.e., similar to boundary vector cells in theoretical models). Most 

importantly, these cells also fire for the same objects after they are removed (FIG. 5b-c)21. These 
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cells have been termed ‘trace vector cells’81, and they appear to be distinct from non-trace vector 

cells, being found in the distal and proximal subiculum, respectively. This may suggest that distinct 

sub-populations of vectorial neurons code for perceptual (non-trace cells) versus mnemonic aspects 

(vector trace cells) of scene representation (FIG. 4a; FIG. 5a-c). 

 

[H1] Open Questions 

[H2] The reference frame transformation 

The theoretical framework outlined above20,21,35,63 proposes the presence of a gain-field mechanism 

supporting translation between reference frames. The neural implementation of this mechanism has 

been tentatively identified in neuroimaging studies suggesting that successive translations from eye-

centred to head-centered and head-centered to body- or world-centered representations are reflected 

in the swath of activity running between the parahippocampus and precuneus via the retrosplenial 

cortex in spatial memory tasks68. In particular, activity in the retrosplenial cortex has been linked to 

tasks requiring translation between allocentric and head-centered frames72. However, posterior 

parietal areas have also been identified as being associated with this function in primate recordings 

of gain-field neurons65,82 and human neuroimaging68. 

 

As described above, a recent study in rats found head direction-modulated boundary responses in 

the para-subiculum, the postrhinal cortex and the medial entorhinal cortex17, painting the picture of 

a distributed network of interconnected regions with egocentric vectorial representations. A recent 

review of the literature similarly suggest a gradient of egocentric–allocentric processing from the 

parietal cortex to the retrosplenial cortex83. The extent of the reference transformation circuitry 

remains to be determined. However, in rodents, strong associational input to the postrhinal cortex 

arises in the posterior parietal cortex and dorsal retrosplenial cortex84 and the postrhinal cortex is 

thought to be in part homologous to the parahippocampal place area (PPA85) in humans. This 

suggests some correspondence between model predictions (PPA and RSC in humans) and 

experimental findings (POR in rodents) regarding the location of the reference frame 

transformation. 

 

Future work should clarify how the egocentric–allocentric translation of vectorial codes emphasised 

here relates to the rich surrounding literature on parietal and retrosplenial functions in spatial 

navigation, including trajectory86,87 and landmark coding83,88.  

 

[H2] Sensory input underlying egocentric coding 
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The responses of egocentric boundary cells13–15,17 suggest that, in rodents, the neural correlates of 

the arrangement of objects in three dimensional space (at a sensory level) must be computed by the 

visual system prior to or within the parietal and retrosplenial cortices. However, responses to 

boundaries behind the animal and the presence of ‘trace’ firing in allocentric representations, raise 

the question of whether or not vectorial responses to distant objects are purely visual (for example, 

audition might be used to assess distance) or even purely sensory. Recording such responses in 

darkness would constitute an interesting first step towards a better understanding of the responses of 

these neurons.  

 

It is also unclear how and where along the dorsal visual processing stream distance estimates are 

combined with angular bearing to produce vectorial coding. Compared to primates, rodents have 

comparatively poor vision with limited overlap (approx. 60 degrees) of left and right visual fields, 

meaning that depth cues may be harder to come by in these species. Thus, particularly for rodents, it 

is unclear how the distance tuning of receptive fields several body-lengths from the animal (up to 60 

cm12) might be established. While the visual systems of primates and rodents differ substantially, 

recent findings provide evidence for (allocentric) boundary coding in primates89,90. Furthermore, 

parietal and frontal eye field neglect reported in rats91 (BOX 1) might reflect homologous functions. 

 

In primates, the precuneus, (on the medial surface of Brodman area 7 in the parietal lobe) was 

suggested to hold the egocentric (vectorial) representation of a spatial scene20,21, i.e. ensembles of 

egocentric boundary or object vector neurons encoding a point of view in craniotopic coordinates. 

The precuneus is traditionally viewed as medial continuation of lateral parietal area 7 (an area that 

exhibits activity related to eye-movements) and its central part (area PGm92) exhibits dense 

connectivity with the dorsolateral prefrontal cortex, suggesting involvement in higher cognitive 

processing, such as working memory. Interestingly, this part of the precuneus also receives inputs 

form the posterior-most portion of the precuneus, approximately congruent with area PO/V6A, 

which has strong connections with upstream visual areas. Hence, visual inputs posterior of the 

precuneus (and the retrosplenial cortex just anterior to it) may hold precursor representations for 

egocentric vector coding neurons. In primates, which have a greater reliance on vision, spatial view 

cells [G] 93 have been found in the hippocampus, alongside place cells94. The former may be the 

product of a coordinate transform95, similar to that proposed for boundary and object vector cells. 

 

In rodents, the medial surface that is opposite (lateral) posterior parietal areas is dominated by the 

retrosplenial cortex96, where egocentric boundary cells were found14,15. Thus, structures that provide 
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input to the rodent retrosplenial cortex may similarly hold precursor representations for egocentric 

vector coding neurons. Connections have been reported between areas 7m/ip and the striatum (in 

primates)97. A homologous connection could underlie the finding of egocentric boundary coding 

neurons in the striatum of rodents13, which could be used to inform cue-based striatal navigation.  

 

[H2] Non-perceptual information  

The emphasis on the sensory aspects of egocentric vectorial responses is complicated by the finding 

that some egocentric boundary coding neurons code for boundaries behind the animal13,14, outside 

visual and whisking range. For border and boundary vector cells this may be explained via learned 

associations with place cells, an account that applies also to ‘trace’ responses. If place cells have 

reciprocal connections to boundary vector cells and border cells, they can activate the allocentric 

boundary coding neurons with which they are associated via pattern completion [G] and guarantee 

orientation-independent firing outside the field of view. This can then translate to the egocentric 

frame of reference via a reference frame transformation21. The same mechanism may make 

boundary and object location information outside the field of view available during mental 

navigation21,98,99, if path integration inputs from grid cells (driven by mock motor efference) can 

update place cell firing. That is, trace vector cells may be the consequence of vector coding coupled 

with pattern completion. This notion has two major implications. First, place cell firing should 

precede boundary vector cell firing during recall, which in turn should precede the firing of gain-

field neurons. Gain-field neuron firing should then precede firing in egocentric boundary coding 

neurons with receptive fields behind the animal. Second, a lesion to the hippocampus, irrespective 

of induced memory deficits, could reduce egocentric boundary coding neurons to a purely sensory 

representation: that is, it could abolish ‘trace’ responses and activity for scene elements behind the 

animal.  

 

[H2] Functional differences between border, boundary, object and trace cells 

A major open question is what functional characteristics give rise to the different response 

properties of egocentric and allocentric border, boundary, trace and object vector cells. It is unclear 

how these cells differ at the levels of cyto-architecture, microcircuit anatomy and, above all, 

sensitivity to distinct environmental features or scene elements (see also Table 1).  

 

Border cells respond like boundary vector cells but only for proximal boundaries, and do not 

respond to suspended objects (unlike object vector cells). Thus, it is possible that border cells are 

specifically tactile boundary vector cells. Trace vector cells respond like theoretical boundary 
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vector cells, responding to any environmental feature (with larger features producing more firing 

than smaller ones), but with additional mnemonic, pattern completion properties. Object vector 

cells, on the other hand, respond only to objects internal to the environment and not to the 

surrounding boundaries. They also respond to larger objects but firing seems to concentrate towards 

the ends. As outlined above, in the absence of other factors differentiating internal objects from 

surrounding barriers this suggests that they have on-center–off-surround receptive fields sensitive to 

non-tactile inputs (e.g. from suspended objects). 

 

These different cell types may have different uses, with some cells representing stable, extended 

environmental features which can more reliably support self-localisation (such as border cells 

resetting grid cell firing patterns33), while others represent more ephemeral, potentially mobile but 

behaviorally relevant local cues (such as object vector cells, or goal vector cells in bats). It is 

important to note that grid cells can also be used to calculate vectors between arbitrary 

locations32,100–103, however, in this Review we have focused on neurons with explicitly vectorial 

tuning curves. 

 

[H1] Conclusions 

We have reviewed the current extent of experimental findings and theoretical work regarding 

neurons with vectorial receptive fields far from the sensory periphery. We have endeavoured to 

provide a functional taxonomy of the growing number of cell types that share a vectorial receptive 

field structure, yet exhibit important differences in their firing properties and anatomical loci. Table 

1 summarizes this effort. Our current understanding of these neural responses and their role in 

spatial cognition is the result of close interplay between experiments and theoretical predictions that 

has allowed the allocentric spatial memory system in the hippocampal formation (and its egocentric 

inputs) to be elucidated at multiple levels104. The computational problem of self-localizing, 

memorizing that location and all the associated environmental features distributed around it, and 

making that information available in the future through memory recall in visuo-spatial imagery, can 

now be mapped onto our detailed knowledge of single cell responses. Nevertheless, major open 

questions mandate further experimental and theoretical work to refine and possibly reshape our 

growing understanding of spatial memory, and our understanding of what the hippocampal system 

does. Spatial relations are a subset of relational information105 and recent work shows how the 

extended hippocampal system may process non-spatial information106,107, potentially implying a 

radical generalisation of the role played by cells that exhibit receptive fields with vectorial character 

in spatial paradigms. 
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Table 1: Experimentally characterised and theoretically modelled properties of vector-coding 

neurons 

 
Cell type Anatomica

l  

location 

Reference 

frame 

Distance  

tuning 

Object  

selectivity 

Fir for 

objects/boun

daries 

outside  

FOV?  

Long term 

memory 

traces? 

Experi

mental  

refs 

Theoretica

l  

refs 

Boundary 
vector cells 

(BVCs) 

Subiculum Allocentric Spectrum  Spectrum# Yes ? 5,6,27  5,20,21,24,29,35  

Border 
cells 

mEC Allocentric Proximal Spectrum# ? ? 7 32,34  

Landmark 

vector cells 

HPC (CA1) Allocentric ?  Internal 

objects 

Yes ?  9 107  

Object 

vector cells 
(OVCs) 

mEC Allocentric Spectrum  Internal 

objects 

Yes ? 10 21,107 

Trace 

vector cells 
 

Subiculum 

 

Allocentric Spectrum  Spectrum  Yes Yes 81 21† 

Egocentric 
boundary 

RSC, PC, 
STM,  

Egocentric Spectrum  Spectrum# Yes ? 12,13,17,10

8  

20,21,35 
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cells POR, LEC 

Egocentric 
BCs 

RSC Egocentric Proximal 
 

Spectrum# ? ? 15  None 

Egocentric 
OVCs 

LEC Egocentric Spectrum  Internal 
objects$ 

Yes ? 12  21 

Head 
direction 
gain 

modulated 
BVCs 

POR, PaS, 
dPrS, mEC 

both Spectrum  Spectrum# Yes ? 17 20,21,35 

Head 

direction 
gain 
modulated 

OVCs 

 

?  

both  

?  

Internal 

objects$ 

Yes$ ? None 21 

Anchor (or 
Center-

bearing) 
cells 

POR,PHC Egocentric Spectrum No object 
selectivity 

Yes ? 59,60 None 

 

Note that for cell types whose firing is modulated by head direction it cannot be decided if their 

boundary related firing is allocentric or egocentric. dPrS, dorsal presubiculum; FOV, field of view; 

HPC, hippocampus; lEC, lateral entorhinal cortex; mEC, medial entorhinal cortex; PaS, 

parasubiculum; PC, parietal cortex; PHC, (human) parahippocampal cortex; POR, postrhinal cortex; 

RSCm retrosplenial cortex; STM, striatum; . Question marks indicate a lack of experimental data. † 

BVCs and OVCs in this modeling study have the additional property of being trace vector cells. # 

Theoretical receptive field is independent of object size (larger objects produce larger response 

fields), but experiments with small objects are lacking; $ Theoretical definition only, experiments 

are lacking. 

 

 

Fig. 1| General properties of vectorial receptive fields a| The top panels show firing rate maps of a place 

cell and a grid cell, recorded as a rodent forages in a square box; warm colours represent high firing rates. In 

the lower panels, black circles illustrate the allocentric receptive fields of these neurons: when the animal 

occupies these locations the neuron fires1,109. b| Examples of vector-coding cell firing patterns. The top row 

shows the firing rate map of a boundary vector cell (left) and an illustration of the receptive field of this cell, 

which is located at a fixed distance and direction from the agent6 (middle). The right panel indicates the 

vector pointing from agent location to the receptive field. When the receptive field is occupied by a 

boundary, the neuron fires. The bottom row shows the firing rate map of an object vector cell (left; white 

circles indicate objects) and an illustration of the receptive field of this cell, which is located at a fixed 

distance and direction from the agent10 (middle) The right panel indicates the vector pointing from agent 

location to the receptive field. When the receptive field is occupied by an object (black discs), the neuron 

fires. c| Multiple vector-coding neurons are hypothesised to form a grid of receptive fields (grey circles) 

around an agent (black arrowhead indicates the direction that the agent is facing). Neurons fire (indicated by 

yellow shading) if their receptive fields are occupied by a boundary (yellow bar in this example). The 

physical distribution of neurons in the brain need not match the topology of their receptive fields. d| 
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Arranging the neurons in part c as a two-dimensional sheet in which their location corresponds to the 

position of their receptive fields reveals the approximate shape of the boundary, encoded by the active 

neurons across that sheet. The neurons are agnostic about boundary identity: any environmental feature in 

the receptive field elicits firing. Part a is adapted, with permission, from Refs.51,110, Creative Commons 4 

licence. Top left panel in part b is adapted, with permission from top from Ref.6. Bottom left panel in part b 

is adapted, with permission from Ref.10. 

 

 

Fig. 2| Allocentric vector coding neurons Several types of allocentric vector coding neurons have been 

identified. a| The firing rate map (right) of a boundary vector cell located in the subiculum, as a rodent 

explores an arena (left, recoding surface (black) and walls (orange), surrounded by a curtain) into which a 

barrier has been inserted. Insertion of the barrier led to duplication of firing fields (as indicated by higher 

levels of activity when the animal is above the lower wall and above the barrier. I.e. the cell fire regardless of 

boundary identity. b| In an experiment with an elevated arena, small traversable gaps in the base of the arena 

also elicit boundary vector cell activity (see second band of activity in bottom firing rate map), as do the 

large drops at the edges of the arena. c| The receptive field size of boundary vector cells varies with their 

distance from the agent, with larger receptive fields for more distant locations. d| Border cells in the medial 

entorhinal cortex only fire for nearby boundaries, including any barriers inserted into the arena. I.e. they 

resemble close range boundary vector cells in c. e|. Firing rate maps of two object vector cells recorded in the 

medial entorhinal cortex as a rodent explores a circular arena (white circles indicate objects). The cells 

exhibit firing fields at fixed allocentric distance and direction, irrespective of object identity, and do not fire 

for extended boundaries (cf. k). f| The existence of object vector cells was proposed in a model of spatial 

cognition as the basis of object-location memory21. The left panel shows the simulated environment used in 

this study, containing three objects (green), and the agent’s trajectory. The right panel shows firing rate map 

of a simulated object vector cell, which exhibits firing when the animal is at a fixed allocentric distance and 

direction from the object, irrespective of object identity. The red dashed line is provided for comparison with 

the firing rate map . g) The top panel, polar plot illustrating the angular and distance tuning of a large sample 

of object vector cells. Each dot represents one object vector cell. The bottom panel illustrates the distance 

tuning of the same population of cells. There is an approximately uniform coverage of angles; however, 

fewer object vector cells have firing fields at large distances from the agent. h) Left and centre panels are 

firing rate maps of two concurrently recorded object vector cells. The cells maintain their relative vectorial 

differences (angle and distance from an object) when the animal is placed in a new environment (room A 

versus room B). The right panels show polar plots of a single head-direction (HD) cell in both environments, 

indicating their tuning to specific angles. The angular difference (compare polar plots) matches that of the 

object vector fields. i| Object vector cells continue to respond to object after they have been elevated. j| 

Firing rate maps of two landmark vector cells in the hippocampus, recorded as a rodent explores a square 

box containing multiple distinct objects. Cells exhibit firing when the animals are at fixed allocentric 
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directions and distances from an object but their firing is modulated by object identity in a complex manner 

(they do not fire exclusively for a single object nor are these cells object agnostic. k) Comparison of the 

receptive fields proposed to underlie the properties of object vector cells and boundary vector cells. The ‘on-

centre/off-surround’ object vector cell receptive fields could explain their lack of response to extended 

boundaries, which would drive both excitation and inhibition of the cell. Black triangle represents the agent, 

green bar a boundary, green square an object. Parts a-c are adapted, with permission, from Ref.6. Part d 

adapted, with permission, from Ref.7. Parts e,h-j adapted, with permission, from Ref.10. Part f is adapted, 

with permission, from Ref.21. Part g is adapted, with permission, from Ref.9. 

 

Fig. 3| Egocentric vector coding cells. 

Several types of vector coding neurons with egocentric receptive fields have recently been identified. a|. An 

example of ecogentric coding. The left panel shows the trajectory (grey line) of an animal as it explores a 

square arena (grey line) and the locations at which firing occurred in an egocentric boundary cell in the 

stiratum (dots, color-coded according to the animal’s direction of movement at the time of firing13. The red 

circle and black arrow show the animal’s location and heading direction when one selected spike was fired. 

Middle panel: the boundary positions (red lines) relative to the animal when this spike was fired are plotted 

in an egocentric reference frame in which the animal is considered to be stationary at the centre of the plot. 

The right panel shows the firing rate map of the cell in egocentric coordinates, created by plotting the 

frequency of egocentric boundary locations across all spikes as a proportion of time with that boundary 

occupancy. I.e. how often does an egocentric boundary location coincide with an emitted spike relative to the 

time that boundary was present at those egocentric coordinates.. This reveals the egocentric vectorial 

receptive field of the cell. b| Two examples of striatal egocentric boundary cells. Left panel, color-coded 

spikes show that firing was restricted to a given movement direction for each wall (same color coding as in 

a). The egocentric firing rate map (second panel) shows firing for proximate walls on the left of the animal. 

The second example (panels 3-4), shows another egocentric boundary cell, which has a large egocentric 

receptive field located behind the animal. c| A retrosplenial egocentric boundary cell with a proximal 

receptive field loses its firing when the walls of the recording arena are removed. Distal fields persist when 

walls are removed (not shown). d| Retrosplenial egocentric boundary cells fire independently of 

environmental shape, shown here in a circular and a square arena. e| The left column shows object-related 

(Voronoi) partitioning  of a rectangular arena12 to enable the analysis of neural firing of an egocentric object 

bearing neuron in lateral entorhinal cortex. Black circles indicate objects. The color-coding of the recording 

arena indicates the Rayleigh vector (that is, the mean vector length22) of the egocentric bearing tuning curve 

(warm colors indicate sharper tuning), calculated at each location in the environment. The right column 

shows the relationship between the firing of the cell and the egocentric bearing of the 4 objects (top to 

bottom) relative to the animal. Shaded regions indicate common bearing, suggesting the cell fires regardless 

of the object’s identity whenever an object is found at a given egocentric bearing. f| Panel 1 (top left) shows 

the spiking locations of a postrhinal cortex cell as the animal explores a square arena, color-coded by head 
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direction and superimposed on the animal trajectory. Line plots show the relationship between the firing rate 

of the cell and the center-bearing (panel 2), center-distance (panel 3), and head direction (panel 4). Parts a 

and b are adapted, with permission, from Ref.13. Parts C and D are adapted from Ref.14. Part e Adapted from 

Ref.12. Part F Adapted from Ref.59 

 

 

Figure 4: Reference frame transformations 

a| The egocentric–allocentric ‘gain-field’ transformation circuit, showing responses to a boundary (but 

equally applicable to objects)21. The left shaded box illustrates the properties of 4 egocentric boundary cells 

(eBCs in the parietal cortex. The central panel shows 16 gain-field neurons in the retrosplenial 

transformation circuit (RSC), with connectivity to each of the eBCs indicated by matching symbols (stars, 

hexagons, triangles or squares). The rightmost box indicates 4 different possible head directions (coded for 

by head direction cells in the thalamus). The lower box shows boundary vector cells (BVCs, e.g. in 

subiculum). Light grey arrows indicate connection to and from retrosplenial cortex. Example firing rate maps 

for each cell are shown in a simple square environment. In each case, firing related to the North, East, South 

and West walls is depicted in blue, yellow, purple and red, respectively. The receptive fields of BVCs and 

eBCs are indicated by dashed ovals around the agent (black triangles). In bottom-up mode (that is, during 

perception and/or encoding), HD-driven gain modulation (dark grey arrows) ensures that the activity of a 

given eBC drives different RSC cells depending on the agent’s HD. In the example shown, the eBC that 

signals a boundary ‘ahead’ drives different RSC neurons (green arrows) depending on head direction. E.g. 

the eBC signalling a boundary ahead will contact the RSC cells markerd with the green star at different HDs. 

These RSC cells then drive different BVC mapping the eBC activity for a boundary ‘ahead’ to different 

allocentric directions (nominally North, South etc.). That is inputs to BVCs are selected from the RSC cells 

shown in the column above each BVC, due to the HD gain modulation. In top-down mode (during imagery 

or recall), egocentric BCs are driven by RSCs (green arrows from RSC to parietal cortex), which are in turn 

driven by BVCs. b| Experimental evidence confirms the theoretical prediction of boundary coding neurons 

modulated by head direction17, found in the parasubiculum, dorsal presubiculum, medial entorhinal and 

postrhinal cortices of rats. The left panel shows the trajectory of a rodent with the locations at which a 

neuron fired indicated (red dots). The second panel shows the resultant firing rate map. Splitting the date by  

by head direction (panel 3) reveals the gain modulation. I.e. the cell fires only for North (N). The fourth 

panel shows the head direction selectivity of the cell, again indicating maximum firing for North (polar plot; 

the high amplitude and narrow tuning indicates tight directional specificity). The fifth panel shows the cell’s 

egocentric rate map (ahead = up) and the sixth panel a polar plot of firing rates for boundaries at different 

egocentric angles (polar plot). Part a is adapted, with permission, from Ref.21. Part b is adapted, with 

permission, from Ref.17.  
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Figure 5: Trace cells and models of spatial cognition a| A schematic of the so-called BB-model of 

spatial cognition21 in which sensory inputs support egocentric (boundary and object) vector cell firing (e.g. in 

parietal cortex). The retrosplenial cortex uses gain-modulation by head direction to perform the 

transformation from egocentric to allocentric coding, yielding allocentric vector cells. Place cells (PCs) 

representing location, and perirhinal neurons representing the identities of scene elements complete the 

medial temporal representations. Place cells binding allocentric vector cells (bidirectional arrow) allow for 

location estimates based on egocentric inputs (via the intermediate coordinate transfrom). Perirhinal cells are 

assumed to be driven by ventral visual stream inputs (not shown).  b| According to this model, top-down 

connections can lead to trace responses for missing scene elements. In the example shown, the red rectangle 

indicates the position of a barrier in the square environment that has previously been encoded but is now 

absent. Trace activity manifests in the population snapshot of egocentric boundary cell firing and allocentric 

BVC firing. Each panel shows the firing rates of populations of neurons arranged according to the topology 

of their receptive fields (cf. Figure 1D). Hebbian associations from place cells reactivate the allocentric (and 

thence egocentric via the coordinate transformation, cf. Figure 4A) representations for the encoded boundary 

configuration around the animal. c| At the single cell level, traces of scene elements manifest as trace fields 

in the firing rate map for the non-existent boundary (left panel). Right panel: illustration of the receptive field 

of the BVC. d| Non-vectorial trace responses have been reported in the lateral entorhinal76. In this study it 

was shown that a cell will develop a trace field at the location of an object that is repeatedly teleported (black 

square: original position of the object, blue squares: subsequent positions of the object). However, no 

vectorial relationship was reported. E) In another study, a hippocampal cell develops a non-vectorial trace 

field at the location of a newly inserted object (star shape, introduced in session 5) that is subsequently 

removed (in session 6) (white circles indicate stable objects). A-C adapted from Ref.21. Part d adapted from 

Ref.76. Part e Adapted from Ref.9.  

 

BOX 1: Vectorial receptive fields, neglect and human spatial cognition 

The idea, derived from rodent experiments, that the receptive fields of vector coding neurons form arrays 

that cover external space is consistent with the effects of primate pathologies. In humans, hemispatial neglect 

commonly manifests following a right-sided stroke (usually resulting from the rupture of a prominent blood 

vessel above the right parietal cortex). The phenomenology reported by afflicted patients is composed of 

various deficits in attention, perception (known as perceptual neglect) and mnemonic function relating to 

objects in the field of view contralateral to the injury (left), despite the presence of intact visual areas111. This 

suggests that perceived stimuli on that side of the field of view are not processed appropriately or not at all. 

Representational neglect describes a subset of these symptoms112. For example, one individual affected by 

representational neglect was unable to visualize (imagine) a familiar environment (the town square in Milan) 

in its entirety (lacking the left hemifield, contra-lateral to the lesion), but could imagine of all locations 

around the square by adopting different egocentric points of view. This phenomenology can be accounted for 

by a family of computational models that presuppose that an array of neurons with egocentric receptive 



34 

fields in the parietal cortex20,21,35,63 holds an egocentric perceptual representation of the current point of view 

and can instantiate the output of the egocentric–allocentric reference frame transformation (which takes place 

in the retrosplenial cortex, see also FIG. 4 and FIG. 5). A lesion (red colored cell bodies) that removes the 

left half of these egocentric cells removes the ability to perceive or reconstruct a full representation of the 

environment (see the figure, left column), but leaves the underlying viewpoint invariant memory (the 

allocentric representation) intact112. It is unknown how far the reconstruction during recall is propagated back 

to lower level sensory cortices (question mark in bottom row). In rare cases, representational neglect can 

occur without perceptual neglect113,114. This is accounted for by the above models if the lesion affects the 

neurons responsible for the egocentric–allocentric reference frame transformation but leaves parietal areas 

intact (see the figure, right column). In this case, perception is unimpaired, but recall in visuo-spatial imagery 

is subject to neglect, as indicated by white cell bodies (lacking input but nominally intact). Abbreviations: 

MTL, medial temporal lobe; RSC, retrosplenial cortex. 

 

  

 

Receptive field 

A limited area of ‘stimulus space’ that drives a neuron to fire when occupied by a stimulus. 

Stimulus space can be sensory (e.g. a patch of skin) or abstract (e.g. a location in an environment). 

 

Grid cells 

Cells in entorhinal cortex with spatial receptive fields arranged in repeating hexagonal patterns 

across the environment, thought to underlie path integration and vector navigation. 

 

Head direction cells 

Cells that fire when an animal’s head is at a specific angle relative to external landmarks, found in 

an extended network of cortical and subcortical brain areas. 

 

Spatial cognition 

The capacity of human and non-human animals for mental representation and manipulation of 

spatial information.    

 

Firing rate maps  

Histograms of time-averaged neural activity binned according to the location of the animal in an 

experimental arena.   

 



35 

Path integration 

Tracking changes in self-location by integrating self-motion information such as linear and angular 

velocity. 

 

Firing field 

A patch of elevated firing in a firing rate map. Note, one receptive field can generate multiple firing 

fields as the agent moves to bring stimuli into the receptive field.  

 

Reference frame 

A common coordinate system in which to relate multiple observations. 

 

Theta oscillations  

Prominent 5-10 Hz oscillations in the local field potential, ubiquitous in rodents during locomotion 

and, in shorter bursts, associated with memory in humans. 

 

Competitive learning 

A learning algorithm that assumes winner-take-all dynamics in the post-synaptic population (e.g. 

via lateral inhibition), such that only one post-synaptic neuron is active enough to strengthen its 

connections from active pre-synaptic neurons. 

 

Gain-field neurons 

Neurons whose firing rate in response to the presence of a stimulus in its receptive field is gain-

modulated by a second signal. E.g. the eye-position can up- or down-modulate the response to a 

stimulus in a retinal receptive field.  

 

Hebbian Learning 

The learning theory originated by Donald Hebb in 1949, stating that a neuron that partakes in 

making another neuron fire will strengthen its synapse to that neuron (regardless of individual spike 

timings).  

 

Spatial view cells 

Cells in the primate hippocampus that fire whenever a given location in an environment is observed, 

regardless of the animal’s location and pose in that environment. 
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Pattern completion 

The reactivation of all neurons comprising  a pre-existing pattern of neural activity causes by 

activity in a subset of those neurons. 
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