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ABSTRACT

Inclusive charged-cﬁrrent interactions of hlgh-energy neutrinos and anti-
neutrinos have been studied Wlth high statisties in a counter experiment at the
CERN Super Proton Synchrotron. The energy dependence of the total cross—sections,
the longitudinal structure function, and the_nucleon structure functions F;, xF3,
and ﬁs are determined from these data. The analysis of the Q%~dependence of the

structure functions is used to test quantum chromodynamics, to determine the scale

parameter A and the gluon distribution in the nucleon.



INTRODUCTION

The inclusive scattering of neutrinos and antineutrinos is of interest chiefly
as a means of studying the structure of the nucleon and the strong interactions.
The Callan-Gross relation [1], the Gross-Llewellyn Smith [2] sum rule, and the com-
parison of neutrino and charged lepton structure functions, permit tests of the
quark parton model. The structure functions themselves show us how the quarks and
gluons share the nucleon momenmtum, in particular, the small deviation from sc;ling
permits a quantitative confrontation of quantum chromodynamics (QCD) with experi-

ment.

We report here experimental results which are more extensive and precise
than our previously published results [3—5]. In this work we were largely
motivated by the interest in improving the comparison of the structure functions
with QCD predictions. The results are based on the analysis of data obtained in
200 GeV mneutrino and antineutrino narrow-band beams, in a 300 GeV narrow-band
neutrino beam, and also in wide-band beams of both polarities. In total, we report
here on 130,000 neutrino and 180,000 antineutrino charged-current events, after
event selection, which can be compared with 23,000 and 6,200 events, respectively,

in the previous publication [3].

Partial resﬁlts based on the same data have already been published. These
include the measurement of the longitudinal structure function [61, a limit on
right-handed currents [7], the determination of the gluon distribution in the
nucleon [8], and the comparison of the measured structure functions with QCD and

non-asymptotically free theories of the strong interaction E9].

PHENOMENOLOGY

The kinematic quantities for inclusive charged-current scattering are defined

in the usual way:
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Final hadronic

system
n,p
Q2 = _(k. — k’)z
v = (k - k") 'p/mN, where m_ = nucleon mass
X = QZ/ZmN\)
y = va/k *p = Eh/Ev’ where Ev and Eh are the kinetic energy of the neutrino

and of the hadron system in the laboratory system, respectively.

Assuming the standard V - A theory of the weak interactioms, the neutrino and
antineutrino charged-current cross—sections can each be written in terms of three

structure functionms:

Y (x,Q%) &

= 2
a?gV?y _ GTmyE, 1 Y7 v
= I -y Fa

dxdy w (1 + Qz/mé)2 - 2E,

2 by 2 o
+ -ZL- ZXFY’\)(X,QZ) + [y - }27—] XF\;N(X;QZ)} .

The propagator term (1 + szmé)_z is a small correction. With a vector boson
mass of m, 80 GeV, as predicted in the Weinberg-Salam theory, and using the pre-
gent experimental value for the electroweak angle, the correction of the cross-
section is about 10% at the highest Q? of this experiment. It will be dropped in

all formulae which follow.

In the quark parton model the structure functions are written in terms of the
quark and antiquark momentum distributions in the nucleon. For isoscalar nuclei

we have

24P (x,Q%) = 2%F (x,Q°) = q(x,Q") + q(x,Q%) (2)

total momentum distribution of quarks and
antiquarks.
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F;”U(x,qz) = xF (x,Q°) + T (x,0%) (3)
x5 (x,0%) = q(x,0%) - §(x,Q2) * 2x[s(x,Q?) - c(x,0)] (4)
F, (x,Q%) = %{xFﬁ + ¥ = q(x,Q%) - 3(x,0%) . (5)

Here xF3 is the momentum distribution of the valence quarks imside the nucleonm,
FL = F, = 2xF; is the lomgitudinal structure function, and q and g are the sum of

quark and antiquark momentum distributions, respectively:

q=x{u+d+ s + ¢)

q

x(0+d+s +c);
u, d, s, and ¢ are the up, down, strange, and charmed quark distribution as seen by

the weak charged current.

If the transverse momentum of the quarks with respect to the nucleon momentum

can be neglected, ¥ is zero and the Callan-Gross relation [1] F; = 2xF; is wvalid.

L

If FL can be neglected, the neutrino and antineutrino cross-sections then have the

simple form:

2V G’m E

g:}gy v :N - {q + x(s=c) + (1-y)? {7 - x(E—E)]} , (6)
» vV G°m E
gxgy v :N Y { g + x(53-2) + (1-y)* [q - x(s-¢)] } . (7

The expressions (3) to (7) are valid up to terms v Q%/v? which have heen dropped
for the sake of simplicity. The general formulae which have been used in the
analysis are given in the Appendix. A combined analysis of neutrinc and anti-
neutrine differential cross~sections allows the separate measurement of the valence
and the sea-quark distributioms, as will be shown in Section 4. This is a unique

feature of neutrino experiments and is due to the V - A structure of charged~-current

weak interactions.
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EXPERIMENTAL PROCEDURE

3.1 Apparatus

The detector has been described elsewhere [10]. It consists of 19 toroidally
magnetized iron modules, each composed of circular plates 3.75 m in diameter, with
a total iron thickness of 75 cm per module, corresponding to a mass of 65 t. These
modules serve simultaneously as neutrino target, hadron-shower calorimeter, and
muon-spectrometer magnet. Scintillator sheets are sandwiched between the iron
plates, to sample the hadron-shower energy and to trigger the detector. Between
modules, drift chambers are inserted, each with three wire planes inclined at 60°
to each other. The first seven modules have scintillator planes every five centi-
metres of iron, the next eight have them every fifteen centimetres; the last four
modules serve as muon analysers only and are equipped with a single plane of scin-

tillators for triggering purposes (see Fig. 1).

The hadron-energy response and the resolution of the detector have been
measured by putting three modules into a hadron beam [11]. The resolution is ap~
proximately equal to AE/E # 0.7/vE for modules with 5 cm sampling, and 1.35/VE for
15 cm sampling. The scintillator and phototube responses are continuously monitored

by means of cosmic~ray muons which are recorded between bursts.

The drift-chamber resolution, including the uncertainty in the wire positions,
is about 1 mm. However, the muon momentum error is dominated by multiple scattering
in the iron; for the data reported here it is, on the average, Apu/pu = 97, We
note that the sign of the magnetic field is chosen such that the muons are focused
towards the axis, and in general, owing to the large diameter and high density of
the detector, the muons are trapped and leave the apparatus only through the end.

As a consequence the muon acceptance for charged-current events is nearly one and
uniform except for muons with momenta below v 5 GeV, which do not traverse a suf-

ficient number of drift chambers.

The fiducial mass of the detector is about 600 t, which gives rise to large

event rates in intense neutrino beams. The rate of data taking is limited by the
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conversion time of the pulse-height circuits of v 2.5 pys. Pulse-height and drift-
chamber circuits feed into fast buffers, 40 events deep, so that several events
may be accepted even within the short 23 us spill of narrow-band beams, and up to

40 events may be accepted within the millisecond spill of the wide-band beams.

The central area of the detector, where the magnet coils pass through, is not
fully covered by scintillators. Furthermore, an area 30 cm in diameter (0.67 of
the total area) is not magnetized, although it is filled with material of approxi-
mately the density of the irom. To ensure full shower containment and good muon-—
momentum measurement, events which originate in a lozenge-shaped region (as shown
in Fig. 2) are excluded from the analysis. The centre of the neutrino beam is
directed v 45 cm below the centre of the medules so that we lose only a small
fraction of all events with this cut and keep especially the highest energy

neutrinos, which are in the beam centre.

The unique feature of this detector is the combination of calorimeter and
muon spectrometer in one high-density unit, resulting in excellent muon accep-
tance. The hadron shower containment is complete in the fiducial region of about
600 t. These properties, combined with the ability to record large event numbers
in intense neutrino beams, make this detector uniquely suitable for the systematic

and precise measurement of inclusive meutrino cross-sections.

3.2 Neutrino beams

The data were obtained in five different beams. Some of the characteristics

of the exposures are given in Table 1,

The neutrino fluxes corresponding to these exposures are shown in Figs. 3a and
3b. The energy dependence of the narrow-band beam spectra are determined by the
geometrical properties of the hadron beams and by the kaon-to—pion ratios, which
were measured periodically with a differential Cherenkov counter in front of the

decay tunnel. The K/7 ratios were found to be the following:
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a) 200 GeV v (400 GeV/c p) KT/7* = 0.146 + 0.005
b) 200 GeV U (400 GeV/c p) K/7" = 0.049 = 0.002
c) 200 GeV ¥ (450 GeV/c p) K /m = 0.056 * 0.002
d) 300 GeV v (400 GeV/c p) K'/nt = 0.24 *0.01 .

The wide-band beam spectra are mot measured externally but are derived from the
observed charged-current event rates and the total neutrino cross—sections as
measured in the narrow-band beams. In the present work, the wide-band beam data
are used specifically to determine the antiquark structure function (Section 4.2.3),
where the large statistics obtained in the wide-band beam cutweigh the disadvantage

that the spectrum is not determined independently.

3.3 Data selection and corrections

3.3.1 Trigger conditions

The trigger is based on the total scintillation pulse height observed in indi-
vidual modules. It differs for wide— and narrow-band beams because of the very
large difference in event rates in the two types of beam. The trigger conditions

relevant for the selection of charged-current events are as follows:

i) Narrow-band beam trigger: At least three modules give a signal. The required
signal level is sufficiently low, so that single muons will trigger with high
efficiency. This trigger is effective for all charged-current events, provided
a muon of at least 3 GeV is produced.

ii) Wide-band beam trigger: Events are selected if a total of approximately 7 GeV

of energy, muonic or hadronic, is deposited anywhere in the apparatus. Since

the energy loss of a muon is about 1 GeV per module, the trigger is satisfied

even for single muons, provided they pass through more than seven modules,

3.3.2 Reconstruction

The reconstruction of a typical charged-current event by the off-line program
is shown in Fig. 4. The hadronic shower energy is computed from the measured

scintillator pulse heights on the basis of an algorithm designed to optimize the
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energy resclution and to reproduce data obtained with hadronic test beams in the
modules [11]. The energy loss of the muon in the shower region is subtracted ac-

cording to the cobserved muon momentum.

The muon—momentum reconstruction accounts for the energy loss due to iomiza-
tion. Radiative losses in excess of ~ 1 GeV are taken into account using the ob-
served pulse height in the scintillators along the track. The muon—track recon-
struction has been cross-checked by studying a subset of several thousand events
with the help of an interactive program and visual inspection. The efficiency of
the muon reconstruction program was found to be 96 * 17 for events in the fiducial
region and with muon momenta larger than 7 GeV. A fraction of the 4% of events
which fail in the automatic reconstruction have been reconstructed by hand and
compared with the normal events. They show no significant difference in any kine-

matical quantity.

The energy scale for the muon~ and hadron-energy reconstruction has been
checked by means of the-narrow—band beam events using the fact that the neutrino
energy and the radial vertex position are correlated [10]. Events with small
y = Eh/Ev and large vy serve to check the muon- and hadron-energy calibrationm,

respectively.

3.3.3 Selection _criteria

Events are accepted provided the following conditions are met:

i) Track length: The muon has to pass through at least five drift chambers. As
the hadron shower typically extends over one or two drift chambers only, the
remaining event sample has a good mucn reconstruction efficiency.

ii) Accuracy of track fit: The probability of the muon fit must be greater than
0.001.

iii) Fiducial volume: The origin of the event must be in the first 13 modules for
the narrow-band beam (1l modules for the wide-band beam) within a radius of
1.6 m from the module centre and outside the central excluded region shown in
Fig. 2. These fiducial requirements assure complete shower containment and

adequate residual track lemgth for the muon track measurement.
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iv) Muon momentum: The reconstructed muon momentum must be greater than 7 GeV. This

cut is applied only for the narrow-band beam data and is generally more severe

than cut (i).

We note that these selection criteria are based on the event origin and the

muon; the presence of a hadron shower is not required.
3.3.4 Corrections.

The observed event numbers have to be corrected for experimental losses. The
narrow-band beam data, which are used for the absclute cross-section measurement,
are corrected for the reconstruction inefficiency and the measured dead-time of the
detector. TFor the wide-band beam data a correction (< 6%) is applied to the total
event number in each energy bin to account for the trigger inefficiency for events

with small hadron emergy which originate at the end of the fiducial volume.

The obserQed event distributions are corrected for acceptance and experimental
resolution with the help of a Monte Carlo simulation. In the case of the narrow-
band beam, the Monte Carlo events were generated according to the known properties
of the neutrino beam and the measured K/vm ratics. For the wide-band beam, the
energy and radial dependence of the neutrino flux was adjusted to match the observed
event distributions. The measurement errors are simulated using the known resolu-
tion functions. The observed event numbers in any particular bin of x, y, and QZ,
or v, are corrected for the effects of acceptance and resolution by multiplying by
the ratio of generated-to-accepted Monte Carlo events for the same bin and beam
condition. These corrections depend on the x, y, and Q* dependence of the cross-
sections, which we want to determine. We have approached the true shape of the
cross-sections iteratively by repeated comparison of the Monte Carlo simulation with

the data.

The average acceptance as a function of y in different x-bins is shown in
Fig. 5a for the example of high-energy neutrinos from the decay of 300 GeV/c kaons.

The resolution in x for different ranges in Q% is shown in Fig. 5b.



RESULTS

4.1 Energy dependence of total cross—section

Determination of the absolute cross-sections requires knowledge of the
neutrino spectrum and flux. The narrow-band beam fluxes can be calculated from
the hadron beam optics, the decay kinematics, and the absolute kaon and pion
fluxes. The K/7m flux ratios were given in Section 3.2, and the absolute fluxes
were determined in two ways: i) on the basis of the absolute hadron flux, as
measuxed with a beam—current transformer; ii) on the basis of the muon fluxes at
different depths in the shield, measured by means of solid-state detectors, cali-
brated by track counting in nuclear emulsions. For the 200 GeV neutrino and anti-
neutrino beams, the two methods are in agreement within 5-10%, and the resulting
cross—sections are in agreement with those previously published [3]. However,
both methods pose problems, and at 300 GeV the disagreement is greater. We hope
to improve our understanding of the absolute neutrino fluxes in the future. For
the present, we do not believe that we have made enough progress to publish new
absolute cross—sections but content ourselves with normalizing the new results to
the published cross-sections [ 3] in the common energy region. New absolute cross-—

section results will be postponed to a future experiment.

Although the absolute levels of the cross-sections are normalized to our old
result, the energy variation of the cross-sections is new and independent, and for
neutrinos extends to higher energies. The results are shown in Fig. 6 and tabu-
lated in Table 2. The error bars include an estimate of the systematic point—to-
point error. In addition, table 2 gives also the over-all scale errors owing to the
uncertainties of the absolute particle flux measurement and of the K/T ratios. For
neutrinos, O/Ev shows a drop with energy below Ev = 7Q GeV. No other significant
energy dependence is observed, either for nmeutrinos or antineutrines, in agreement
with other recent results [12] as well as with our previous result [3], but in
disagreement with Blair et al. [13]. We note that the measured energy variations
are in good agreement with the expectations based on the observed scaling violations

as discussed in Section 5.
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4.2 Determination of nucleon-structure functions

The first step in the determination of nucleon-structure functions is the
tabulation of the differential meutrino and antineutrino cross—sections in bins
of %, vy, and Q%, or v. The correction for acceptance and detector resolution is
done with the help of a Monte Carlo simulation as described in Section 3. Bins
are accepted only if the unsmearing correction, i.e. the ratio of the true popu-
lation to the measured population in the bin, differs from one by less than 40%.
This selection criterion eliminates essentially all bins with x > 0.7, where the
majority of observed events has been shifted into this region from smaller values
of x owing to resolution effects, and the highest y-bins where the accepfance is

low owing to the muon momentum cut,

The differential cross-sections are determined for an isoscalar target, cor-
recting for the small excess of neutrons in the iron nucleus according to the
formulae given in the Appendix. Radiative effects are corrected according to the
prescription of the De Rujula et al. [14]. These corrections reduce the cross-—
sections for x < 0.2, increase them for large x, and are generally smaller than 107
except for very small x. Previously, published results [3] as well as preliminary
results of the present experiment [15] have used an approximate parametrization for
the radiative corrections due to Barlow and Wolfram [16] which differs substantially

for small values of x from the present corrections.

The values of the structure functions are evaluated at the centre of the bins
in x and Q?. TFermi-motion effects have not been corrected since they are model-
dependent. They mainly affect the shape of the structure functions at large x but
have very little effect on the Q%-dependence. Also no correction has been applied
for the suppression of the strange sea due to the threshold effect in the transi-

tion s * c.

The expressions which have been used to obtain the structure functions from
the differential cross—section measurements are summarized in the Appendix and

include all corrections.
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4.2.1 Longitudinal structure function

The longitudinal structure function FL is expected to be non-zero owing to the
transverse momentum of the quarks with respect to the nucleon direction which, at
high Q%, can be calculated in perturbative QCD. FL will also have a contribution
if spin-zero constituents such as, for example, diquark systems contribute to
neutrino scattering. From an experimental point of view, the longitudinal struc-—
ture functiom gives rather small relative conmtributions to the differential cross-
sections in most of the kinematic range so that its determination is subject to

severe statistical and systematic errors.

The present analysis uses two different methods to determine the ratio
R = OL/UT = FL/ZxFl. The first method is based on the sum of neutrino and anti-

neutrino differential cross~sections:

+

- 2
a2’ | 4%’ - & meE,
dxdy  dxdy s

[1+ -9?] F2 - y?F, + 2x(s-0)[1 - (1—y)2]} . (8

The structure functions FL and Fy are separated on the basis of their y-dependence.

The second method gives upper limits on R at large x and is based on the expres—

sion:
2 G 2 v -
GT:N_f iy~ O x{a" +F [y - a-9°] - 2x<s—c)(1—y)2} , @
v

which is approximately valid for vy > 0.5. Experimentally it is observed that the
left-hand side is compatible with zero for x > 0.4 which, in Section 4.2.3, is in-
terpreted as the antiquark distribution being limited to small values of %. Ac-
cording to Eq. (9), this observation can be used to put an upper limit on FL,
keeping in mind that ﬁv has to be larger or equal to zero. This second method is
more sensitive and reliable since it is based on the magnitude of the observed

cross—-sections only.
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4.2,1.1 Analysis of the y—dependence

The analysis is based on the 200 GeV narrow-band beam data and has been re-
ported in detail in Ref. [6]. The value of R is determined from the y-distribution
for fixed bins in x and v, i.e. using events from different neutrino energies. The
result is free from assumptions about the nature of scaling violations in contrast
to previous results which were obtained invoking either Bjorken scaling [17,18] or a

definite prescription of scaling violations which was not tested independently [3].

The results for R versus Vv, averaged over x and for R versus x averaged over
v are shown in Figs. 7 and 8, respectively. As R does not seem to depend strongly
on either v or x, an average value of R for (v) = 50 GeV can be obtained by
averaging the results in v or x bins, giving (R) = 0.10 * 0.025 * 0,06, where
statistical and systematic errors are given in turn. This result depends on the
value used for the s-c quark sea. To obtain the above result, we have assumed
x(s-c) = 0.12 §. A change to x(s-c) = 0.2 x(u + d + s) which is used throughout
the rest of this paper, increases R by 0.02. The uncertainty in the amount of

strange sea is not included in the systematic error of R.

4.2.1.82 Upper limit on R qf large x

Both marrow-band and wide-band beam data are used to evaluate the left-hand
gide of Eq. (9) in the energy range 20 < Ev < 165 GeV and for v > 0.44., The re-
sults are summarized in Table 3 for four bins in x. Averaging over the x-range
0.4 < x < 0.7, we obtain the result R < 0.039 * 0.014 * 0,025 for (Q*) =
= 38 GeV%/c?, where statistical and systematic errors are given in turn. The main
systematic uncertainties are due to the errors in the cross—section ratio lecv )
mainly at small enmergies and to a smaller extent due to uncertainties in the hadron-
and muon—energy calibration. Correction terms proportional to Q%/v?, which have
been omitted in Eq. (9) for the sake of simplicity, are important. They have been
taken into account in order to derive these results according to the formulae given

in the Appendix.
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It should be noted that this method gives good upper limits on R only for the

x-range where the antiquark contribution is small.
4.2.1.3 Discussion

In Fig. 9 our results, which correspond to an average value of {v) = 50 GeV,
are compared with the SLAC-MIT results [20] corresponding to (V) of about 8 GeV,
and the FNAL pp result EZl]. The SLAC-MIT experiment measures values of R which
are non-zero at large x, outside the given statistical errors, and are in contrast
with the QCD expectation. This result has been interpreted as evidence for diquark
contributions at large x [22]. The upper limits on R at large x and Q% from the
present experiment, which are in agreement with the QCD prediction, do not exclude
such a diquark contribution since it is expected to disappear very rapidly with
Q2. Comparing the SLAC results with the present analysis, there is an indication
of a longitudinal contribution which decreases with Q? both at small x and at
large x. The measured x-dependence of R is consistent with the QCD prediction.

The experimental errors at small x are however still very large.

4.2.2 The structure functions Fj, 2xF1, and xFs

These structure functions are related to the differential cross-sections by

the following approximate formulae:

T a?q¥ dchrG
{G‘mNE dxdy * dxdy | - (7 [1- ax?]
F, = Y (10)

[1 + (1-y)? - yaR/(1+R)]

2xF; = F,/(1+R) (1L
m a2gV  42gY /{ 2
xF3 = T - 1 - (1-}’) . (12)
G mNEv dzxdy  dxdy

Corrections for non-zero R = OL/OT and for the difference s-c have to be applied
to obtain the structure function F,. In Section 4.2 we have seen that the dif-

ference between F; and 2xF,, which is measured by R, is small and that the
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uncertainties at the present level of statistics are large compared to it. We
therefore extract F, under the assumption that R = constant = 0.1. It should be
noted that this correction is important omly at large y, where the sum of neutrinoc
and antineutrino cross-sections is proportiomal to 2xF, rather than to Fs. The
correction which involves the strange and charmed sea has been evaluated assuming
x[s(x) - c(x)] = 0.2K(G+E+§), where we have used the result 2xs(x) =~ O.Ax(a+a)
obtained from the analysis of neutrino- and antineutrino-induced dimuon events [19],

and assumed that the charm—quark component xc{x) can be neglected.

The structure functions F, and xF; have been determined using 200 and 300 GeV
narrow-band beam data in the hadronwenergy range Eh < 200 GeV, where both neutrino

and antineutrino data exist.

The results for the three structure functions Fa, 2xF1, and xF3, after all
corrections discussed in Section 4.2, are listed in Table 4, including an estimate
of the systematic point-to-point errors and the magnitude of the correction to

F, due to R = 0.1,

The data from the 300 GeV narrow-band beam exposure with hadron en:rgies
above 200 GeV, i.e, v > 0.66, cannot be used to determine F, or xF; since no
usseful antineutrino data exist in this energy range. For this reason we use these

data to determine the structure function
F = l-EZXF + va] = x(u+d+2s)
+_2 1 3 ¥
which is obtained using

)
Ll d%g

F, = [Efmﬁd_xd}? - {x(ﬁ+a+2€) [a-ym? + R(l—y)]}]/l:l + R(1-y)] - (13

The correction term in braces {...}, which is only present in the sea region and
is always less than " 5% in the kinematic regiom y > 0.66, has been evaluated by

an extrapolation of x(u+d+2s) from the lower hadron-energy region. The correction
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due to R is again evaluated using R = 0.1 and goes to zero for y approaching one.
The structure function F_ is listed in Table 4 for v 2 100 GeV using 200 and
300 GeV neutrino data. It should be noted, however, that F, is independent of the

measurement of F, and xF3; only for v > 200 GeV.

For x larger than 0.4 the contribution of the sea quarks disappears and the
three structure functions 2xF; = q + g, xF3 = q - @, and F_=q+s become pro-
gressively the same. The structure functions are displayed in Figs. 10, 11, and 12

as functions of Q2 and for all bins in x.

4.2,3 The_antiquark distribution

The antineutrino cross—section at high y is mainly due to the scattering off
antiquarks [Eq. (7)]. Therefore the distribution of sea quarks in the specific
combination Ev(x,qz) = x(u+d+2s) is directly measurable. In the narrow-band beam
this measurement suffers from statistics owing to low V-flux and the restricted
y-range. We have therefore added results from about 155,000 V and 35,000 v events
with Ev > 20 GeV which have been recorded in wide-band beams. The evaluation of
differential cross—-sections is done in the same way as for the narrow-band beam
data except that the energy spectrum is obtained from the data themselves, counting
all events in a given energy bin. The nmormalization for the antineutrino is ob-

. . . . . . . v
tained using a linearly rising total cross-section with the slope ¢ /E =

0.30 (107%% cm?/GeV). TFor the neutrino wide-band beam data we use G/Ev =

0.62 (107%% cm?/GeV) for Ev > 70 GeV and a rise of 117 down from 70 GeV to

20 GeV, in agreement with the results of Section 4.2. The differential cross-—
sections are in good agreement with those from the narrow-band beam. The results
of wide-band and narrow-band beams have been averaged. Below Ev = 100 GeV the

wide-band beam data dominate; above, the narrow-band beam data are dominant.

The sea distribution is obtained using vV and v differential cross-sections

for y > 0.5 according to the expression:
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v v

T - _ deO'
szNEv dxdy (1= dxdy

37 - x(ard+2s) {

+ 2x(s—0)[(1-9)* - (-p"] - F L0y - (1—y)3]}/[1 - a-nt].
(14)
The term proportional to dZUU/dxdy subtracts the amount of scattering due to quarks.

It is zero at y = 1 and amounts to about 50% at y = 0.5.

The method is illustrated in Fig. 13, which shows de/dx for two energy bins
and for four bins in y. The neutrino differential cross—section weighted by (l-y)?

is also shown.

The evaluation of the antiquark distribution requires assumptions about the
amount of strange sea and the magnitude of the longitudinal structure function.
We use R = 0.1 and 2s/(u+d) = 0.4, i.e. the same assumption as for the determina-
tion of F; and F, . Experimentally the antiquark structure function is best
obtained in bins of % and v. It is listed in Table 5a together with the estimate
of the systematic point-to—point errorx and the correction due to R = 0.1. The
results, translated into bins of x and QZ, are shown in Fig. 14 together with the
result of a QCD fit which will be described in Section 5. Finally, in order to al-

. . . . =V .
low an easier comparison with the other structure functionms, gq (x,QZ) is tabulated

in the same bins as those used for F, and xF3 in Table 5b.

4.2.4 Discussion_of systematic_errors

Systematic errors are twofold: i) errors which can be absorbed in an overall
scale error, and ii) errors which change the shape and/or the Qz—slope of the
structure functions. The scale error is estimated to be *67%Z for F; and 8% for

=V . . .

¢q and xF3, mainly due to the error in absolute cross—section measurements. The
. .. . N,V

shapes of the structure functions are affected by the uncertainties in ¢ /o  and

by effects caused by the apparatus, such as errors in the hadron- and muon-energy

calibration and in the unfolding of acceptance and resclution effects. The
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cross—section ratio cﬁfcv is well known except for emergies below Ev = 50 GeV [3,12].
This uncertainty gives an error contribution mainly to Hg(x,v) at low values of wv.
The hadron~ and muon-energy calibrations have been varied within the estimated un-
certainties, and the uncertainty due to resolutions and acceptance effects has been
estimated as 15% of the unsmearing correction., All error comtributions have been
added in quadrature. The results are given in Tables 4 and 5. The systematic errors
are always smaller than or at most equal to the statistical errors. They mainly

affect the x-dependence of the structure functions but have a smaller effect on

their Q*-dependence.

4.2.5 Dependence_of the structure functions

on_physics assumptions

The structure function xF3(x,Q?) is obtained from the differemtial cross-
sections without further assumptions. Unfortunately it is statistically poorly
determined owing to the limited statistics of the narrow-band beam data and the
fact that it is due to the difference of cross-sections. The structure functions
F,, 2xF,, F+, and EG, on the other hand, have been extracted under specific
assumptions about R = GL/OT and the amount of strange and charmed sea. The mag-
nitude of the correction due to R can be seen in Tables 4 and 5a, where the entry
AR gives the change in the structure function going from R = 0.1 to R = 0. The
effect on the measurement of F, is generally small compared to the statistical
error except in the highest bins of Q® for each x bin, since the correction is
only substantial at large y. The structure function 2xF;, on the other hand, is
directly measured at large y only, and therefore suffers from substantial un-—
certainties in most of our kinematic range. The structure function F,_ is evaluated
for high hadron energies (Eh > 100 GeV) only, i.e. for y > 0.5, where the un-
certainty due to R is small. This structure function is the most reliable at
large x and high values of Q2. The antiquark distribution finally depends very
strongly on R, especially at large values of x. This leaves a substantial up—

certainty for x < 0.4 where the error in R is still very large.
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The effect of the strange—sea correction is very small for ﬁv (< 1Z). The
effect on the structure function Fy is given in Table 6 for two values of
2x(s-c)/q(x). Here also, the correction is rather small. It should be kept in
mind, however, that neuttrino interactions with strange quarks lead predominantly
to charmed quarks in the final state so that the contribution of xs(x) is kinema-
tically suppressed by a charm mass threshold effect. The magnitude of this sup-
pression can be estimated with the slow rescaling model [23], to be about 0.2 for
low hadron energies and 0.8 for the highest energies of this experiment. This leads
to scaling violations for the structure functions F; and ﬁv at small values of x,

which account for up to 307 of the observed slopes in Q2 at small x~values.

The structure functions have been evaluated assuming an infinite mass for the
intermediate vector boson. For a vector boson mass in the range of 80 GeV, the

propagator has however a significant effect on the Q%-slopes at large x.

The structure functions tabulated in Tables 4 and 5 are evaluated under
reasonable physics assumptions, given the magnitude of the experimental errors.
Any refined analysis has, however, to keep in mind the uncertainties in R(x,0%),

the effects of the charm mass threshold, and the propagator effect.

INTERPRETATION OF STRUCTURE-FUNCTION MEASUREMENTS

5,1 The shape of structure functions

The measurements of 2xF;, xF3, F+, and av’ as described in the previous
section, form a consistent set of structure functions for an isoscalar target.
Their x~dependences are shown in Fig. 15 for a fixed bin in Q2, together with
empirical fits to the data which fulfil the expected quark parton model relations
between these structure functions. The measurements of 2xF; and xFs: agree at large
values of x, and their difference at small x is well described by twice the measured
antiquark distributionm if the effect of the strange sea is taken into account. An

important aspect of the data is that the antiquark contribution disappears for
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x > 0.4, so that xF3 z 2xF; at large x. Quantitatively, we find %ﬁ/q < 0.000 %

* 0.005 for x > 0.5 and an average value of Q% = 33 Gev?/c? [7]. Finally, the

shape of the strange sea xs(x) has also been measured using v 2000 antineutrino-
induced opposite-sign dimuon events [19]. Figure 16 shows xs(x) for an average
hadronic enmergy v = 50 GeV compared to the shape of aU = x(ﬁ+&+2§), and to aﬁ in—
cluding the slow rescaling correction. The distributions do not differ by more

than the experimental error. The small difference between the two curves shows that

the shape of the effective strange—sea structure function is affected very little

by the charm threshold discussed in Section 4.2.5.

5.2 Comparison of neutrino and charged-lepton structure functioms

. AN .
In the quark parton model, the structure function F3 observed in electron or
. . s . wN . .
muon inelastic scattering, and the structure funectiom F; observed in neutrino

scattering, are related outside the sea region by

(2,07 = 22 7,00 (15)

In the sea region, neutrino and muon experiments measure differemt contributions of
the strange and charm quarks. For muon experiments the strange sea is suppressed by
its quark charge -1/3, whereas in neutrino scattering it is suppressed by the charm
threshold effect in the tramsition s + c. The two effects nearly cancel in the
present kinematic range such that the QPM relation (15) should be reasonably well
satisfied also at small x. In Fig. 17a our measurements of FgN are compared with
the measurements of F%N in muon-iron scattering obtained by the European Muon Col-
laboration (EMC) [24] and with F%d cbtained in electron—deuteron scattering at

SLAC [20]. The EMC data are most easily compared with our data, since the same
target material is used and the kinematic range is almost the same. The structure
functions FEN and FXN agree well in shape within the given statistical and syste-
matic errors, and the normalization agrees with the QPM prediction 18/5. TFor the
Nypgd

SLAC data, on the other hand, we find Fg = 1.46 * 0,12 for x > 0.4, averaging

over the whole Q?-range including the flux normalization errors on both experiments
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where 9/5 = 1.8 is expected., This difference may be related to the uncertainty in
R. The agreement with expectation is substantially improved if the value of R is

set to zero for the SLAC data at large x and QZ.

The Q®-variation d 1n Fp/d in Q? of the structure functions FEN and (18/5) FEN
of Ref. 24 is shown in Fig. 17b as a function of x. The measurements of the slopes
have been obtained for each value of x by linear fits in 1n Q? over the whole

available Q®-range.

Neutrino and muon data show pronounced scaling violations which agree in
shape and magnitude., The pattern of scaling violations is well described by

leading-order QCD with ALO = (0,2 GeV, as described below.

5.3 Confrontation of structure function measurements with QCD

Perturbative QCD predicts the Q%-evolution of the nucleon structure functions,
although the functions themselves are at present not calculable. The evolution

equations as given by Altarelli and Parisi [25] in leading order are

2 O (Q )
dfiéx(’zg > - f [qu(—)ZFs(z,Q ] =% Xdz (16a)
2 a_(Q%)
d?fi’gz) =% f [Paa(DF2(2,Q) + 2N, Pga(p) G(z,Q”-)]x—ié (16b)
X
D02y % (Q )
dg i:’gz) = j. [quc—)q (z,Q ) + N quG—) ¢(z,0 )] xdz (16¢)
X
@) f
2 a (Q
gciz,gz) - Szw _/. qug(“ﬁFz(z,Q ) + Pge(3) 6(z,00)] =% Xdz (16d)
X

In the above equations the Pij are splitting functions given by QCD, G(x,Q°%) is the
gluon structure function, Ng is the number of active flavours taken to be four in
our range of Q2, and Oy = 12ﬁ/[(33—2Nf) 1n (QZIAZ)] is the strong coupling constant.

The scale parameter A is not given by the theory.
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The comparison of the inclusive neutrino and antineutrino scattering results

with the QCD equations permits conclusions on several distinct points:

i} Tests of the validity of the QCD predictions
ii) The determination of A

1ii) A determination of the gluon distribution.

All conclusions are based on the measured Qa—dependence of the structure functions.
For tests of the validity of QCD, and for the systematically most correct determi-
nation of A, the evolution of xFa, Eq. (l6a), is the most useful, since it involves
no other structure functions, and is free from uncertainties in R(x,0%). The gluon
distribution, as well as a statistically superior A value, are best determined using

_v .
both the F; and the g structure functioms.

The predictions‘of the Altarelli-Parisi equations for the Q% evolution of F;
and Eg are compared directly with the measured slopes of the structure functiomns
in Figs. 18a and 18b for Qg = 4.5 Gev?/c®. The data points are obtained by linear
fits in In 1n Q? for each value of x. The full curves correspond to the best QCD
fit to F, and Eﬁ as described below. They are in good agreement with the data.

On the other hand, non-asymptotically free theories of the strong interaction with
scalar or vector gluons are not able to describe the observed scaling violations

as shown by the dotted and dashed curves in Fig. 18a and described in detail in

another paper [9].

5.3.2 Fitting procedure

The quantitative confrontation of the data with QCD is based on the numerical
integration of the Altarelli-Parisi equations (1l6a) to (16d) using leading- or
second~order egpressions for as(Qz) and the splitting functions. The structure
functions for a starting value Q2 = Q§ have been parametrized in the following

way:



XF3(x,Q0) = a3(1 + byx) (1 - x)°?

F2(x,Q%) = az(1 + box) (1 - %) -
6(x,Q7) = a (1 + b (L - x)°g

TV(x,Q5) = a (-0,

The parameter a, has been fixed by imposing the Gross—Llewellyn Smith sum rule [2]
%1 Fidx = 3 or L: Fadx = 3[1—uS(Q2)/ﬂ] in leading and second order, respectively,
and ag by the momentum sum rule %1 G dx + &1 F; dx = 1. The shape parameters

as bi, Css di and the scale parameter /A are then determined by least squares fits
to the dataT. This method allows the use of all available data in the whole (x,Q%)
range and needs no data at low invariant hadron mass W. In addition, it is rather
insensitive to the comtributions of unmeasured kinematic regions. We have verified
that the above parametrizations are sufficiently general by varying Qﬁ. We note,

however, that the effects due to bi being non-zero are quite significant for the

quality of the fits and the results.

Quantumchromodynamic fits have been performed to the non-singlet structure
function %xF3, and to the singlet structure functions F» and ﬁg. These fits use
only data with Q* > 2 GeV?/c? and W? > 11 GeV2. The low Q? cut is justified
a posteriori by the small value of A obtained in these fits. The W cut was im~
posed to avoid the kinematic region where higher twist contributions may be expected
to be important and where non-leading corrections are substantial, Target mass

corrections are applied according to the prescription of Ref. [26]. Finally, we

include a propagator term with a mass m = 80 Gev.

5.3.3 Analysis of the nmon-singlet structure function xFj

The Q? evolution of xF; as given by Eq. (15a) is most easily obtained as it
does not involve the gluon distribution. The result of the second-order fit ig

compared with the measurements in Fig. 11. The best value for A is Aﬁg =

+ 0.2 . . . P :
=0.2 _ 0.1 GeV including our estimate of the systematic uncertainties. This

T We have used the programs developed by Abbott and Barnett, for the numerical
solution of the Altarelli-Parisi equation. The second-order calculations for
the non-singlet case have been verified using the program of Lopez and Yndurain.
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result is not only independent of assumptions about the shape of the gluon distri-
bution, it is also not affected by the uncertainties on the value of R, the amount

of the strange sea and the threshold effects due to charm production. This result

is therefore most significant from a systematic point of view.

5.3.4 Combined analysis of F, and 3

The QCD predictions for the Q®-evolution of F, and ﬁv involve the unknown gluon
structure function G(x,Qﬁ) and the scale parameter A. The analysis of F; alone is
unable to determine A and G(x,Q%) simultanecusly since A is very strongly correlated
to the width of the gluon distribution. If the fumctional form of the gluon dis-
tribution is not constrained, no separation between the effects of A and the gluon

distribution is possible with F» alone. The additional measurement of Ev, however,

provides the means for the separation of the two. This can be seen in two ways:

i) A can be determined from the Q?-evolution of F, at large x, i.e. x > 0.3 after
subtracting the sea-quark contribution to get the "non-singlet” structure

function

Folx,0%) - 2[3° - x8(x,Q2)]

F_.(x,0%)
NS (18)

Fs(x,02) - 1.7 §° .

2

For x > 0.3 the correction is small and well known. Note also that R is well
determined in this x-range and is practically zero such that we are justified

in analysing F as a non-singlet structure function.

NS
ii) The gluon distribution can be determined by a simultaneous analysis of F; and

ﬁv including the sea region, leaving both G(X,Qg) and A as unknowns. In this
analysis we use mainly the fact that Ev is very small at large x. A broad
gluon distribution leads to a rise of the antiquark distribution at large x
with Q% due to the convolution Pgq ® G(x,Q%) in Eq. (16c) such that the QCD

P s . -V . . .
prediction will be above the measured q even if we start with a vanishing

g-distribution at small Q% (say Q% = 2 GeVZ/ec?)., From the point of systematic
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uncertainties, the magnitude of ﬁv at large x is well measured and more reliable
than the measurement of scaling violations. It should be noted that the values

of ﬁv from Table 5 which are given for R = 0.1 for all x, should be corrected to

R = 0, at large x, in agreement with the results of Secticn 4.2.1.2.

6.3.4.1 Nom-singlet analysis of F at large x

The structure function Fy is most accurately determined from a statistical
point of view. If the analysis is restricted to large x where R is well bounded
and the sea contribution small, the uncertainties due to R = OLIUT and the charm
threshold are negligible. We choose x > 0.3 and subtract the small sea-quark
contribution according to Eq. (18) using our measurement of HG. The structure

functions F; and Ev are evaluated using the QCD prediction for R in agreement

with the upper limits derived in Section 4.2.1.2.

The results of leading and second-order fits are summarized in Table 7, We
find AﬁE = 0.30 £ 0,075 GeV in agreement with the results of the non-singlet fits

to xFi and the combined singlet fit to F; and av.

The dependence of A on various systematic effects and different cuts is
summarized in Table 8. Whereas target mass corrections and Fermi-—motion correction
lead to small variations only, the weak propagator has a substantial influence on
the result. Previous results which have been reported for the same data [27] had

been obtained using a value of R = 0.1 which reduces the value of A by 0.1 GeV.

Including our estimate of the systematic uncertainties, the non-singlet

analysis of F; at large x gives the result Aﬁg = 0.30 £ 0.15 GeV.

5.3.4.2 Determination of the gluon distribution by
an_analysis of F, and gv

The combined analysis of F, and ﬁv allows a simultaneous determination of A
and the gluon distribution as discussed in detail in Ref. [8]. The result of the
leading~order QCD fit to the tabulated structure functions is given in Table 7.
It is compared with the measured structure functions in Figs. 10 and 14 and with

the measured slopes in Fig. 18, The structure functions G(x), F,(x), and ﬁv(x)

as given by this fit are shown in Fig. 19 for a fixed value of Q%.
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The gluon distribution can only be determined if the observed scaling viola-
tions are duve to QCD effects. Unfortunately the Qz-dependence of F, and Hv is
subject to substantial uncertainties due to the charm threshold effect for the
strange sea contribution and the poor knowledge of R at small values of x. The
magnitude of these effects is estimated in Fig. 20 for the slopes of F, using the
QCD prediction for R(x,Q%) and the slow rescaling model for the charm threshold
effect. The small x region (x < 0.3) is seriously affected, whereas the large x
region shows only a weak dependence. The slopes of EG at small x are affected even
more severely by these uncertainties. These effects have been studied in Ref. [ 8]
using different assumptions about the strange- and charmed-sea distribution and
about R with the result that the gluon distribution was only moderately affected
by these effects. Meanwhile we have obtained upper limits om R at large x, such

. . =V
that the uncertainties of the g measurement and the slopes of F, at large x are

reduced and we can hope to get a more reliable estimate of G(X,Qﬁ).

We have therefore repeated the singlet analysis using R equal to the QCD
prediction which at large x agrees well with the upper limits of Section 4.2.1.2.
In order to eliminate the regions with large uncertainties due to R at small x,
we use Fy; for 0.03 < x < 0.7 and ﬁﬁ for 0.3 < x < 0.7 only. Finally we correct
F, for the charm threshold effect using the slow rescaling model [23] with an
effective mass of the charm quark m, = 1.5 GeV/c?. The result of this fit is also

given in Table 7. The gluon distribution comes out slightly broader compared to

the fits with R = 0.1 and ALO increases to 0.29 GeV.

Clearly, the shape of the gluon distribution depends on the functional form
which is chosen for the reference value Qﬁ. OQur parametrization (17) imnvolves only
two free parameters. It gives nevertheless substantial freedom for the shape of
the distribution. Within the given parametrization, the gluon distribution is well
determined because the integral of G(x,Qg) is given by the energy-momentum sum rule

and the width is comstrained by the measured width of the antiquark distributiom.
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The effect of second-order QCD corrections has been studied by several
authors [28]. The effect on the gluon distribution is small and comparable to

the experimental uncertainties.

We conclude that the combined analysis of F; and av'has provided, for the

first time, a determination of the gluon distribution.
5.3.5 Conclusions

The Q®-dependence of all structure functions at high values of the invariant
hadron mass (W? > 11 GeV?) is consistently described by QCD with a value of A around
0.25 GeV. It is incompatible with the predictions of non-asymptotically-free

theories of the strong interactions as discussed in detail in Ref. [9].

The magnitude of non—perturbative contributions, on the other hand, camnot be
estimated reliably. If there is just one higher twist term, them the scaling
violations at high W are dominated by QCD effects and our determination of A and
the gluon distribution remain unaffected. In principle, however, all scaling
violations could be explained by more complicated higher twist contributions,
provided they mimic the x-dependence of QCD [29]. Except for this improbable pos-
sibility, we have achieved a reliable determination of A and the gluon distribution.
The results summarized in Tables 7 and 8 can be combined to obtain a best value
of A from the present experiment. Including our estimate of systematic uncertain~

+ 0.15

ties we find Aoe = 0.25 |~ ° GeV.

GENERAL CONCLUSIONS

We list here the more important results of this experiment:

i) The neutrino and antineutrino cross-sections are proportional to E, at energies
. . v e s .

above ~ 70 GeV, TFor the neutrino cross—-section, 0 /E shows a significant rise
towards lower energies in agreement with the pattern of the observed scaling

violations.
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ii) The complete and consistent set of structure functions F,, xFgq, av and xs (x)
has been determined for an isoscalar target in the Qz-range 1<@®<
< 200 Gev3/c?. It is more precise and comprehensive than measurements
previously available and provides a reliable basis for the study of parton
dynamics in hard scattering processes. The measurement of F, agrees well
with similar measurements in charged-lepton scattering, in agreement with

the quark parton model.

iii) A deviation from the Callan-Gross relation is observed at small %, whereas the
longitudinal structure function is negligible at large x in agreement with the

QCD expectationm.

iv) Clear scaling violations are observed for all structure functioms. The oh-
served Q*~dependence for W? > 11 GeV? is in good agreement with QGCD but at

variance with non—asymptotically free theories of the strong interaction.

v) The combined analysis of F; and av has, for the first time, allowed a
determination of the gluon structure function.

+ 0,15

vi) The value of A obtained from data at W® > 11 GeV? is Aﬁ§ =0.25 _ 0. 107 in-

cluding an estimate of systematic errors.
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‘Table 1

Characteristics of the five exposures used in this paper

Type of beam

Main
characteristics

Number of
protons
on target

Number of charged-
current events,
after cuts

200 GeV VNBB

200 GeV UNBB
300 GeV uNBB
350 GeV

VWBB

350 GeV VWBB

Positive, momentum—
selected hadrons,
Ap/p = *5%,

@ = 15 usr

Negative, momentum-—
selected hadrouns,
Ap/p = 5%,

£ = 15 usr

Positive, momentum-—
selected hadronms,
bp/p = %57,

£ = 10 usrx

Horn-focused beam,
negative particles
focused, 350 GeV

protons on target

Horn-focused beam,
positive particles
focused, 350 GeV

protons on target

1.1 x 108

1013

1018

2.4 x

1017

4.3 x

1017

62, 000

26,000

32,000

155,000

35,000
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Table 2

Energy dependence of total neutrino and antineutrino cross-section from 200
and 300 GeV narrow-band beams. The systematic errors given are the estimated
point-to-point errors due to energy calibration and resolution. The absclute
normalization is fixed to yield oY/E = 0.62 and GVY/E = 0.30 in the emergy
range 30 < E_ < 90 GeV, in agreement with the published results [3]. Both
cross—section slopes have an additional over—all scale errors.

Neutrino Y] 38 -2 v 38 -2
energy bin o1 /Ev (x 10°° cm™* GeV) o] /EG (x 10°° em™* GeV)
Scale Scale
+

(GeV) Value * cstat * 0syst error Value * 0stat - USyst error
30-40 0.660 * 0.015 + 0.009 0.319 + 0.009 * 0.006

40-50 0.649 % 0.013 + 0.012 0.297 + 0.008 + 0.005

50-60 0.618 * 0.011 = 0.011 167 0.303 + 0.007 * 0.006 +5%
60-70 0,615 + 0,010 + G.010 0.285 + 0.006 = 0.005

70-80 0,599 £ 0.008 + 0.004 0.297 £ 0.006 £ 0.002

20-90 0.584 £ 0.009 + 0.010 0.279 = 0.007 = 0.010

90-100 0.611 + 0.013 = 0$.007 0.287 * 0.019 = 0,008
100-115 0.594 £ 0.069 = 0.005 0.294 + 0,013 £ 0.007
115-130 0.588 * 0.00% * 0.010 0.271 = 0.011 * 0.009
130-145 0.605 = 0.009 = 0.006 0.274 * 0.010 * 0.006
145-160 0.597 £ 0.008 = 0.006 06.287 + 0.010 * 0.005
160-175 0.610 = 0.008 = 0.004 +7.27 0.302 + 0.010 * 0.006 +6.57
175-190 0.600 * 0.009 = 0.005 0.303 + 0.018 * 0.010
190-205 0.595 + 0.014 = 0.009
205-225 0.582 = 0.012 + 0.006
225-245 0.572 = 0,011 = 0.008
245-265 0.582 + 0.012 = 0.012
265-285 0.595 = 0,013 = 0.015
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Table 3

Upper limits for R = GLIOT at large x

x 0.35 | 0.45 | 0.55 | 0.65
R =0,/0, < 0.152| 0.058( 0.022 .0.017
Ocrar - 0.019| 0.019| 0.024| 0.033
o 0.042| 0.022| 0.025( 0.035
syst
(Q?) [Gev?/c?]| 30.0 |37.0 | 39.0 | 37.0
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Table 4

Structure functions Fi, 2xF;, xFs:, and Fi.
The structure functions are evaluated at the bin centre with the assumptions R = o /oy = 0.1

and my = .
and systematic point-to-point errors.

F; and Fy and 8% for xF,.

No correction for Fermi motion has been applied.

The errors given are statistical
In addition we have an over-all scale error of #6% for

The column AR gives the change in F; if R is changed from zerc to 0.1.

Q¢ x Fo * Ogtar * Tsyst AR AXFL 2 Ogpap| X XFs * Opar * Ygyst Fo® Opat * Isyst
{Gev3/c® 3
|
1.13 | 0.015| 0.687 +0.077 +0.08 | 0.007 | 0,634+ 0.07C| 0.015! 0.160+ 0.090 ¢ 0.08
0,045} 0.754 £0.073+0.08 | 0,001} 0.5689  0.067
0.080| 0.916 0,081 %0.08 | 0.000} C.850 £ 0.075
0.150| 0.940 £ 0.071 £ 0.05 0.000] 0.915 £ (.069
1.42 | 0.015] 0.838<0.055%0.05 | 0.007| 0,762+ 0.050{ 0.015! 0,178 £ 0.077 2 0.08
0.0451 0.913£0.062+ 0,05 | 0.001| 0.832 0,057 | 0.045! 0,345 0,150 % 0.05
| 0.080 | 0.9830.079 £ 0.05 | 0.000| 0.908 £0.073
| 0.150| 0.882£0.057 £C.03 | 0.000 | 0.846 £ 0,055
o179 o.oisi 0.90120.060<0.05 ! 0,012 0.819:0,0541 0.015| 0.24920.074 £ 0.07
;u.ms!o.gsuto.oszto.os 1 0.003i 0.867 +0.056| 0.045| 0.310£0.128 ¢ 0.07
©0.080| 1.038 £0.070£0.05 | 0.001° 0.956 +0.065| 0.080| 0.853 2 0.264 £0,07
0.150% 0.934 £0.054 £0.05 | 0.000° 0.887 + 0,051
0.250! 0.833 £0.071 = 0.05 0.000, 0.851 = 0.072
2.25  0.015. 0.807 £0.056£0.05 ! 0.016' 0.734 20,051 0.015 ! 0,311 £ 0,067 + 0.07
! 0.045° 1.025+0.062+ 0.05 | 0.005 0.93520,057| 0.045| 0,261 0,105+ 0.07
i 0.080 1.095£0.067£0.05 { 0.001: 1.005+0.061| 0.080 | 0.524+0.183£0.07
i 0.150 | 0.910+0.047 20.05 | 0.000 0.856 % 0.044 | 0.150 | 0.818 +0.244 + 0.07
0.250 | 0.772+0.058 £0.05 | 0.000: 0.771 % 0.C58 '
| 0.350 | 0.577 £0.059 £ 0.05 | 0,000 0.625 £ 0.063
Y 2,84 0.015] 1.065%0.086%0.04 | 0.018 | 0.969+ 0,078 | 0.015| 0.284 0,109+ 0.06 | 0.710+0.055+ 0.04
i 0,045 0.83820.0510.04 | 0.004 | 0.764 £ 0.046 | 0.045 | 0.103 £0.072 £ 0.06
" 0.08C | 1.031£0.059%0.04 | 0,001 |90.945+0,054| 0.080 | 0.473 +0.143 2 0.06
i (0.1500.94620.046 £ 0.04 | 0.000 | 0.884 +0.043 | 0.150 | 0.455+0.195+0.06
’ 0.2501 0.803 0,054+ 0.04 | 0.000 0.787 £0.053
£ 0,350 | 0.61220.054¢0,0¢ | 0,000 0,641 £0.056
| 0.450 | 0.520% 0,053 £0.04 | 0.000; 0.592 £ 0.060
{ 3.57 0,015 1.1780.099:0.04 | 0.031 | 1.071+0.090| 0.015] 0.278£0.112+ 0.06 | 0.746 £ 0.056 = 0.04
£ 0.045 ] 1.087 +0.058 £0.04 | 0.007 | 0.996 +0.053| 0.045{ 0.390+0.082 2 0.06
1 0.080 | 1.10540.,0560.03 | 0,003 | 1.011 = 0.050 | 0.080 | 0.553 0,117 £ 0,06
| 0,150 | 1.018£0.043£0.03 | 0.001 | 0.946 ¢ 0.040| 0.150 | 0.468 + 0.140 £ 0.06
ju.zso 0.762+0.045 £ 0.03 | 0.000 | 0.735= 0,044 | 0,250 | 0.394 = 0,289 + 0.06
10.350 0.697 +0.053 +£0.03 0.000 | 0.710 + 0.053
. 0.450 | 0.507 £0.04529.03 | 0.000 | 0.553 £ 0.049
0.550 | 0.34520.03920.04 | 0.000 | 0.408 = 0.045
4.50 | 0.015|1.059+0.09720.06 | 0.037 | 0.963+0.088 | 0.015| 0.211+0.103+0.06 | 0.631+0.051%0.06
0.045 | 1.097 £ 0,057 + 0,04 | 0,019 | 0.999 + 0.052| 0.045| 0.282+0.071£0.06
0.08C | 1.000£0.049+0.03 | 0.006 | 0.914 £ 0,044 | 0,080 | 0,448  0.080 £ 0.05
0.150 | 1.003%0.038%0.03 | 0.001 | 0.928 + 0.035 | 0.150 | 0.716 0,110+ 0.05
0.250 | 0.854+0.0450.03 | 0.000 | 0.814 £ 0.044 | 0.250| 0.901 + 0.230 £ 0.05
0.350 [ 0.619£0.043£0.03 | 0.000 | 0.617 + 0.043
0.450 | 0.446£0.039£0.03 | 0.000 | 0.470 % 0.042
0.550 [ 0.310#0.033+0.03 | 0.000 | 0,349 £ 0.037
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& L Igyst | 4R { xFy Istat X | XFy £ O ¥ C'syst- Fo £ Otat * “syst
(Gev?/c?y | ‘

5.66 0.015| 1.078%90.110+0.08 | 0.057 0.980+0.100{ 0.015| 0.5380.108£0.06 | 0.750 £ 0.0652 0.06
0.045| 1.147£0.067 £ 0.04 ‘ 0.034 | 1.C44 £0.061| 0.045| 0.37320.074 0.06
0.080! 1.142£0.05220.03 ;0.010 1.04320.047 | 0.080| 0.475%0.073 0.06
0.150} 1.073+0.037£0.03 [ 0.003, 0.989+0.034| 0.150| 0.707 £0.082 0.06
0.250} 0.789£0.039 % 0.03 ED.DOO 0.745+0.036( 0.250| 0.575+0.141 0.04
0.350] 0.658+£0.041 *+0.03 10.000 0.644 0,040 0.350} 0.745+0.224 0.04
0.450) 0.440+£0.035+£0.02 | 0.000§ 0.451£0.036| 0.450| 0.527£0.274 0.04
0.5501 0.237£0.026+0.02 | 0.000) 0.256+0.028
0.6501 0.170£0.033+0.03 | 0.000| 0.1961 0.037

7.13 0.015 0.015 0.637 *0.076 * (.08
0.045¢ 1.149%0.065+0,04 | 0.031| 1,046+ 0,059 0.045| 0.490£0.074 0.06 | 0.814*0.04620.03
0.0807 1.171+0.052+0.0% | 0.012| i.067 20.048]| 0.080) 0.601*0.072 (.05
0.150] 1.025+0.034 +0.03 | 0.004| 0.94220.031{ 0.150| 0.593+0.061 0.04
0.250| 0.791+0.036+0.03 | 0.001| 0.742+0.033| 0.2501 0.618£0.100 0.04
0.350| 0.600+0.036+0.02 | 0.000| 0.5790.035| 0.350| 0.450+0.150 0.04
0.450% 0.474 £0.036£0.02 | 0.000| 0.474 £0.035) 0.450{ 0.66420.195 0.04
0.550} 0.287£0.026+0.02 | 0.000] 0.301+0.027 .0.550 0.185+0.230 0.04
0.650] 0.122£0.023£0.03 | 0.000: 0.134£0.025 .

8.97 0.0451 1.225+0.075¢0.04 | 0.042} 1.114 +0.068 0.045;T 0.610£0.080 0.06 | G.913+0.051x0.04
0.080 1.086+0.049£0.03 | 0.014 | 0.990 £ (.045 O.CISU{1 0.531 £0.060 0.04
0.150  0.987 £ 0,031 £ 0.03 ; 0.006] 0.905%0.028 0.1504‘ 0.620+0.047 0.04
0.2501 0.838+0.033+0.03 0.001! 0.780£0.039 0.250" 0.668 £0.077 0.04
(0.350) 0.573 £0,032 +0.02 l 0.000 0.546 £0.030 0.3‘501i 0.383=0,100 0.04
0.4501 0.424 £0.030+ (.02 | 0.000! 0.416=20.029 0.450' 0.446 2 0.139 0.03
(0.550 | 0.247 £0.023 £ 0.02 | 0.000| 0.251£0.023 | 0.550 ) 0.361*0.114 0.03
0.650| 0.171 +0.026 £ 0.02 : 0.000| 0.182+0Q.027 [}.650‘1 0.097 £0.158 0.03

11.3 0.045| 1.286+0.088 £ 0.05 | 0.060| 1.161 £0.080 0.0453 0.580+£0.087x0.08 | 0.897 £0.0520.05
0.080| 1.224+0.058+0.04 | 0.0281 1.115+0.053| 0.080 0.572+0.068 £ 0.06
0.150 | 1.080 £ 0.033+£0.03  0.009| 0.987 £0.030 0‘15(}? 0.686+0.047 £0.04
0.250 . 0.850+0.031 +0.6G2 : 0.003] 0.78520.029 0.250: 0.681 +0.060 £ 0.03
0.350 | 0,591 £0.030+90.02 0.001] 0.558+0.0281 0,350 0.5452 0.083 £ 0.02
0.450 | 0.380£0.0250.02 0.000] 0.367 £0.024 0.4501 0.369+0.084 +0.02
0.550 | 0.230£0.020+0.02  90.0007 0.227+£0.020 O.SSOj 0.237 £0.114 £ 0.02
0.650 1 0.155+0.04220.02 _ 0.0004 0.L60+0.043

14.2 0.045 | 1.215+ 0,130 £0.08 © 0.079{ 1.105%0.119 0.045E 0.390%0.122£0.10 | 0.835%0.056%0.05
0.080 | 1.108 £0.06020.03 0.032| 1.00920.054 | 0.080. 0.56020.066+0.04 | 0.849£0.040+0.03
0.150 1 1.046£0.030£0.02 | 0.013| 0.956+0.028 [ 0.150 0.725%0.039x0.03
0.250 1 0.772+0.028+0.02 | 0.004 | 0.713+0.025 i 0.250 : 0.543+0.046 2 0.02
0.350 | 0.556 £ 0.025+0.02 | 0.001[ 0.521£0.024 ! 0.350; ©.500 £ 0.056 £ 0.02
G.450 | 0.356+0.022+0.015| 0.001| 0.340%0.021 0.450; 0.398 +0.067 2 0.015
0.550 | 0.233£0.015£0.015: 0.000| 0.228 0,018 | 0.550 ' 0.357 £ 0,071 * 0.015
0.650 ] 0.133£0.015%0.01 0.000 0.133+0.015| 0.650 0.145£0.079%0.01

17.9 0.045 0.045% 0.809+0.077 £0.06
0.080 | 1.27520.068£0.04 | 0.053( 1.161 £0.062 | 0.080 . 0.584£0.065+0.05 | 0.920+0.043+0.04
0.150(1.012+0.0300.02 | (.015( 0.924+£0.028 | 0.150 ' 0.648+0.038 £+ 0.03
0.250 ] 0,797 £0.027 20.02 [ 0.006| 0.733+0.025| 0.250 ‘ 0.630£0.04020.02
0.350 1 0.602+0.02520.02 | 0.003 | 0.561 20.024 [ 0.350 i 0.476+0.04520.02
0.450 { 0.36620,021£0.015| C.001 | 0.346+0.020 | 0.450 : 0.313+0.048 £ 0.015
0.55010.24120.01820.015( 0.000| 0.232+0.017 0.550; 0.2620.050 £ 0.015
0.650]0.106+0.013+0.01 | 0.000( 0.105+0.013 0.6501 0.083+0.06210.01
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¢ X 0 Fp 2O * Oguge | AR IXF 2 Ustat! X XFs ot Usysti Fo * Sitat * 9yst
(GeV?/c?) ; : :
I H
22.5 | 0.045 o.oasi ! 0.864+0.117 0.08
0.080} 1.20740.078+0.06 | 0.060| 1.0980.070| 0.080| 0.729*0.075%0.08  0.951#0.05020.06
0.150| 0.99840.0310.02 | 0.023| 0.910%0.029| 0.150| 0.710+0.0360.05  0.827 0.026>0.02
0.250| 0.764+0.026+0.02 | 0.010| 0.701%0.025| 0.250, 0.592£0.03420.02 |
0.350| 0.5590.02340.02 | 6.002| 0.518+0.022] 0.350. 0.509+0.038 #0.02 -
0.450 | 0.396 +0.021#0,015| 0.001] 0.371+0.020 0.450[ 0.3360.038 £0.015,
0.550| 0.231%0.016 % 0.015| 0.000| 0.220+0.015| 0.550 0.296+0.038 £ 0.015
0.650| 0.1100.011£0.01 | 0.000| 0.106 £0.011} 0.650° 0.142 % 0.038 £ 0.01 E
28.4 | 0.080| 1.128+0.121£0.08 | 0.078] 1.026+0.110| 0.080| 0.625%0.110 +0.08 | 0.855 +0.056 * 0.06
0.150| 1.071%0.036<0.03 | 0.035! 0.976+0,033| 0.150¢ 0.727+0.039£0.04 | 0.860 £ 0.026 £ 0.03
0.250| €.802%0.027 £0.02 | 0.013{ 0.73520.025| 0.250| 0.604  ¢.034 £ 0,03 |
0.350| 0.544£0.022% 0,015 0.006] 0.502£0.020| 0.350} 0.456 % 0.030 £ .015 |
0.450 | 0.33520.017 £0.015| 0.002] 0.312%0.016| 0.450 0.314 +0.028+0.015
0.550| 0.20420.014 0.015{ 0.000{ 0.192*0.013[ 0.550' 0.21040.02 *0.015 |
0.650 | 0.098+0.009 £ 0.01 | 0.000| 0.094+0.009| 0.650| 0.096+0,025%0.01 |
35.7 [ 0.150] 1.11720.042£06.03 | 0.047] 1.018 +0.038 | 0.150| 0.743%0.04240.04 | 0.880 % 0.029 % 0.03
0.250 | 0.731%0.027 £6.02 | 0.018] 0.668 £0.024| 0.250| 0.582%0.031 £ 0.03
0.350 | 0.5110.021 £0.015] 0.007] 0.470%0.019| 0.350| 0.474 +0.028 £ 0.015
0.450| 0.328£0.017 £0.01 | 0.003{ 0.305+0.016| 0.450| 0.325 1 0.025 4 0.01
0.550| 0.178+0.013£0.01 | 0.001] 0.166+¢.012| 0.550| 0.169 0,020 = 0.01
0.650 | 0.074£0.008+0.01 | 0.000} 0.070£0.007 | 0.650| 0.071£0.015 % 0.01
45.0 | 0.150. 1.039%0.052%0.04 | 0.060] 0,946 £0.047 | 0.150| 0.630£0.049%0.05 | 0.825 * 0.031 = 0.03
0.250 | 0.809£0.029+0.02 | 0.025{ 0.735+0.027 | 0.250| 0.670+0.032+0.02 | 0.706 ¢ 0.023 £ 0.02
0.350° 0.497 0,021 £0.015 | 0.010] 0.456 £ 0.018 | 0.350| 0.427 +0.025+0.015"
0.450 | 0.323£0.016%0.01 | 0.004] 0.299+0.015| 0.450| 0.3060.021 % 0.01 |
0.550| 0.172£0.01240.01 | 0.002] 0.160 ¢ 0.011 | 0.550| 0.184 £ 0.017 £ 0.01 |
0.650 | 0.073+0.00840.01 | 0.001| 0.06840.007 | 0.650 | 0.067 £0.012 £ 0.01
56,6 | 0.150 | 1.009%0.085+0.04 | 0.068| 0.91940.078 | 0.150| ©.654 £0.078 0,05 | 0.828 + 0.042 = 0.04
0.250 | 0.766+0.03040.02 | 0.035| 0.699+0.027 | 0.250| 0.620 + 0.030  0.02 | 0.665 +0.024 £ 0.02
0.350 | 0.52140.023 ¢ 0.015| 0.014 | 0.47740.021 | 0.350] 0.433 + 0.026 £ 0.015 | 0.458 £ 0.020 # 0.015
0.450 | 0.347 £0.018 £ 0.015| 0.006 | 0.320£0.017 | 0.450 | 0.295 + 0.022 + 0.015
0.550 | 0.162%0.012%0.01 | 0.002| 0.150 % 0.010 | 0.550 0.173 + 0.015 £ 0.01
0.650 | 0.085#0.008 2 0.01 | 0.001| 0.079+0.007 | 0.650 0.092 2 0.011 £0.01
71.3 0.150 0.150 0.931 £ 0.064 £0.04
0.250 | 0.687 £0.03320.02 | 0.041| 0.626+0.030 | 6.250 | 0.582£0.031 £ 0.03 | 0.627 £ 0.026 £ 0.02
0.350 | 0.49940.022 £ 0.015| 0.021 | 0.456+0.020 | 0.350 | 0.424 4 0.023 £ 0.0Z | 0.435£0.018 £ 0.015
0.450 | 0.31240.018 £ 0.015| 0.009 | 0.287 2 0.016 | 0.450 | 0.276 % 0.020 £ 0.015 | 0.282 £ 0.016 £ 0.015
0.550 | 0.176 % 0.013 * 0.015 | 0.003 | 0.163 % 0.012 | 6.550 | 0.158 +0.015 £ 0.015 | 0.157 £ 0,011 +0.01
0.650 | 0.072+0.0080.01 | 0.001| 0.067 £0.007 | 0.650| 0.065 £ 0.009 £ 0.01
89.7 | 0.150 015 1.014 £ 0.133 £ 0.06
0,250 | 0.788:40.06340.04 | 0.055| 0.718£0,057 | 0.250 | 0.712 0,057 £0.05 | 0.685+ 0,034+ 0.02
L 0.350 ! 0.51140.02640.02 | 0.026| 0.466 +0.024 | 0.350 | 0.407 £ 0.025 £0.03 | 0.433 % 0.020 # 0.015
; 0.450 | 0.287 £0.017 £0.015 | 0.011 | 0.263£0.016 | 0.450 | 0.265 £ 0.018 £ 0.015 | 0.257 + 0.014
= 0.550 | 0.133+0.012£0.015| 0.003 | 0.122 +0.02L | 0.550 | 0.126 £ 0.013 + 0.015 | 0.120 £ 0.010 £ 0.01
0.650 | 0.0650.0080.01 | 0.000 | 0.060 +0.007 | 0.650 | 0.057 £0.009 £0.01 | 0.057 £ 0.007 £ 0.01
113.0  [0.250 0.250 0.683 % 0.051 £ 0.05
: 0.350 | 0.491 % 0.036 +0.03 | 0.031] 0.448 +0.033 | 0.350 | 0.433£0.033£0.05 | 0.417 £ 0.023 £ 0.02
0.450 | 0.316%0.019 £0.02 | 0.016] 0.289 £ 0.017 | 0.450 | 0.306+0.018 4 0.02 | 0.291 + 0.016 = 0.015
i 0.550 | 0,143+ 0,012+ 0.0151 0.005| 0.131+0.011 | 0.550 | 0.137 £0.012 £ 0.015 | 0.137 £ 0,010 # 0.01
‘i lo.eso 0.080 #0.010 £0.01 | 0.002 | 0.074 % 0.009 | 0.650 | 0.065%0.010#0.01 | 0.0700.007 £0.01
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2
Q X Fa 2050 * Ogper | AR NIXFL 2 0o | X | XFs T 0 2 O0r [ Fa ® Osar ¥ Tgyst
(GeV?/c?)
142.2 | 0.250 0.250 0.707 £0.126 £ 0.06
0.350 0.350 0.414 2 0,031 £ .02
0.450 | 0.29620.026£0.02 |0.019 | 0.270 0,024 | 0.450 | 0.285+0.024 £ 0.02 | 0.246 £ 0.017 £0.015
0.550 | 0.147 £ 0.014£0.02 [G.008 | 0.135+0.013 | 0.550 | 0.141 £0.01320,02 | 0.135+0.011 £0.01
0.650 | 0.084 £0.009£0.01 |0.004 | 0.077 £0.009 | 0.650 | 0.075 £0.008 £ 0.01 | 0.074 £0.007 £0.01
179.0 | 0.350 0.350 0.384 £ 0.058 +0.04
0.450 0.450 0.257 £ 0,023  0.02
0.550 [ 0.164 £ 0.920£0.02 |0.020 | 0.150 2 0.019 | 0.550 | 0.157 * 0,018 £ .02 |0.136+ 0.013 £ 0.015
0.650 | 0.068 +0.01120.01 |0.003 | 0.062%0.010 | 0.650 | 0.068 +0.01026.01 | 0.060+ 0.007  0.01
225.3 | 0.450 0.450 0.264 £ 0,044 £ 0,02
0.550 ! 0.550 0.140 0.018 £ 0.02
0.650 : 0.650 0.064 £ 0.011 £ 0.015
J
283.7 | 0.550 : 0.550 0.086 * 0.033 £ 0.02
0.650 : 0.650 0.069 % 0.014 £ 0.02
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Table 5a

Antiquark distribution ﬁv(x,Eh) evaluated assuming R = op/or=0.1
The estimate of systematic errors is given in Table Sb.

X Eh 12.6 15.8 19.9 25.1 31.6 39.8 50.1 63.1 79.4 100.0 125.9 158.5

x = 0.015| QBAR 0,123§ 0.163| 0.186| 0.266| 0.207] 0.324| 0.331| 0.360| 0.412 0.425 0.335 0.400
ERR 0.044 ( 0.018| 0.020 0.023j 0.023| 0.021| 0©.024| 0.028| 0.070 0.044 0.048 0.083
Q, 0.354| 0.446) 0.562 0.707! 0.890| 1.120 1.410) 1.776| 2.235 2,814 3.543 4,460
AR 0.018| 0.016| 0.015) 0.016 0.012 0.018i 0.0211 0.018| 0©.029 0.019 0,013 0.017

x = 0.045( QBAR 0.2141 0.219] 0.276| 0.317| 0.286| D0.327] 0.374| 0.391' (.290 0.4n7 0.319 0.3564
ERR 0.0761 0.030{ 0.032| 0.038| 0.032- 0.029{ 0.030]| 0.037 0.081 0,057 0.061 0.071
Q 1.063| 1.3387 1.684| 2,121] 2.670 3.361| 4.231( 5.327 6.706 8,442 10.628 | 13.380
AR 0.034 0.027; ¢.027| 0,031y 0,019 0.028| 0.028! 0.030 0.040 0.032 0.022 0.014

o

x=0.08 | GBAR | 0.180] 0.230! ©.230( ©0.241} 0.262| 0.289| 0,323) 0.280, 0.381 0,343 0.252 0.278
ERR |, 0.074 O.OZQI 0.029 | 0.031| 0.032| 0.024} 0.025| 0.028| 0.068 0.046 0,038 0.052
Q, 1.83¢9 2.995E 2,895 3.770] 4.746| 5.975| 7.522| 9.469| 11.921| 15.008; 18.894| 23.786
AR 0.042§ 0.031° 0©.031| 0©0.031| 0.025| 0.028( 0.020| 0.028| 0.034 0.030 0.018 0.013

x = 0.125] QBAR 0.1611 0.181 - ©0.208| 0.151 0.174i 0.195| ©0.2111 0.182! 0.251 0,198 0.205 0. 167
ERR 0.072| 0.028 0.027| 0.031| 0.025! 0.019¢ 0.020 0.023 0.066 0.028 0.036 0.055
Q, 2.852 | 3.717  4.67%1 5.800 | 7.416 9.336| 11.753 14.796 18.627| 23.450| 29.52Z; 37.166
AR 0.046 | 0.033 0.030) 0.033| 0.023 0.025 0.026 | 0.026; 0.041 0.020 0.023 0.021

x = 0.175] QBAR ! p.1281 0.103; 0.118] 0.129] 0.104 ©0.101| 0.123 0.14Gi 0.146 0.147 0.153 0.124
Jgtati 0.057 0.027; 0.026] o0.0z8! 0.021 0.018 0.019 0.022i 0.047 0.031 0.036 0.034

H I
qQ, 4,133 5,203 6.550] 8.247) 10.381 13.070 . 16.454 | 20.714: 25.078 | 32.830] 41.331  52.032
AR 0.03¢4 0.031§ 0.02%| 0.030 0.017% 0.023° 0.025; 0.026. 0.02Z8 0.025 0.023 0.009
N |

x = 0.225| QBAR 0,015  0.073| 0.060| 0.087| 0.077 ©.076 0,078 0.083: 0.046 0.043  ).042 0.052
ERR 0.081 0.024| 0.026| 0.027! 0.020 0.018 0.015{ 0.018 0.037 0.015:  0.018 0.022
Q, 5.314  6.690| 8.422| 10,603| 13.348 16.804 21.155( 26.633 33.529| 42.210 53.139| 66.898
AR ¢.046 0.027| 0.027| 0.026| 0.017, 0.02Z Q.019] 0.021 (Q.024 0.011 0.011 0.008

x = {.275| QBAR 0.052° 0.028| 0.054| 0.049! 0.078 ©¢.044 0.040| 0.031| 0.013 0.043 -0.004 0.034
ERR 0.062 0.023| 0.021; 0.021i 0.019 0.0l5 G.0l4{ 0,014} 0,033 0.019| 0.018 0.031
Q, 6.495 8.177| 10.294 | 12.959| 16.314 20.538 25.856 32,551 | 40.979 51.590i 64.948 | 81.765
4R 0.031  0.0z1| 0.019 O.UlBi 0.015  ©¢.017 0,017 | 0.016| 0.01% 0.013 0.014 g.010

x = 0.35 | QBAR | -0.039 §.019} 0.026 0.009° 0.005| 0.011 ~ 0.004; 0.019; -0.007 0.013| 0.014 0.010
ERR 0.038 0.013 0.013; 0.014 D.Olﬂi 0.008  0.008 D0.0D8| 0.019 0.011; 0.006 0.007
Q, 8.266 10.406) 13.101 | 16.493 20.764 | 26.140 32.908 41,425 52.156 65.660' 82,0601 | 104.064
AR 0.024  0.016{ 0.015| 0.006 Q.009; 0.013 0.012| 9,011 0.014 0.010 0.006 0.004

x = 0.45 | QBAR 0.003° =0.006| -0.002 | -0.007 | 0.002 -0.006 -0.002|-0.002| -0.016 0.007 | ~0.008 4,000
ERR 0.029) 0.0I1| 0.009| 0.012| 0.007 ©0.007 0.005{ 0.005| 0©.013 D.008 0.013 0.000
Q2 10.628 | 13.380 | 16.844 | 21.205 | 26.696 33.608 42.310| 53.265| 67.057( 86.500| 106,279 0.000
AR 0D.013) 0,010 0.009] 0,010 €.006| 0.009 0.007| 0.006| 0.008 ¢.0035 0.007 0.000

x = 0.60  QBAR | -0.009| -0.002| -0.002, 0.001| -0.001 | =0.001  =0.001| 0.001 0.002I 0.002| -0.001 0.002
ERR | 0.010§ ©€.003| 0.003| 0.003| 0.002 8.002  0.001 0.001| 0.003- Q.003 d.003 0.003
Q, 14,171 | 17.840 | 22.459 | 28.274 | 35.595: 44.811} 56.414 | 71.021 | 89.410 116.220 | 141,705} 178.396
AR G.005 | 0.003| 0.002| 0.002| 0.001 0.00Zi 0.001| 0.001| 0.001 0.001 0.001 0.001

Row 1 (QBAR): Value of structure function

Row 2 (ERR) : Statistical error on §'

Row 3 (Q,) Value of Q, corresponding to centre of bin

Row 4 (AR) Effect of Callan-Gross violation &R = §(R = 0.0} - (R = 0.1}
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Table 5b

The structure function §°(x,Q?) evaluated under the assumption R = opfor = 0.1.
Statistical and systematic point-to-point errors are given separately.
In addition, §¥ has an over-all scale error of +8%.

Q? (GeVi/c?) | x 3 % Ogar * Ogpey Q (Gev3/c) [ x 7 £ Ogpar * Og e
0.450 | 0.015 | 0.146 * 0.028 % 0.03 14.22 | 0.065 | 0.417 *0.104 £0.05
0.566 | 0.0L5 | 0.195 * 0.033 2 0.03 0.08 | 0.284 %0.038 *0.02
0.715 | 0.m35 | 0.300 * 0.035 = 0.03 0.15 | 0.143 £0.014 0.0
0.807 ]0.015| 0.311 *0.037 = 0.02 0.25 | 0.070 +0.014 *0.005

0.045 ; 0.431 * 0,151 * 0.08 0.55 ) 0.02z =0.015 =0.01
_ 0.45 | 0.013 *0.015 *0.01
115 To.01s’ 0.325 0,041 2 0.02 0.55 | 0006 % 0.0a2 * .01
0.015 ' 0.248 * 0.074 * 0.08
: 17.90 | 0.08 | 0.346 *0.051 *0.03
1.42 | 0.015, 0.339 0.038 = 0.02 015 | 0.165 * 0.015 * 0.01
0.045 | 0.252 * 0.046 * 0.05 0.25 | 0.058 £0.0L1 * 0.005
1,79 10,015 0,348 0,035 * 0.02 0.35 | 0.030 *0.013 % 0.005
(0045 | 0.241 7 0.038 *0.02 0.45 | -0.007 £0.012 % 0.005
0.08 i 0.281 *0.178 = 0.06 0.55 | -0.013 % 0.014 % 0.005
225 0.015' 0.307 #0.037 *0.02 22.54 [ 0.08 | 0.166 *0.047 *0.05
0.045 1 0.271 *0.036 * 0.02 0.15 | 0.125 £0.017 0,01
0.08 | 0.182 * 0.066 * 0.05 ; 0.25 | 0.065 £0.010 *0.005
2.84 0.015| 0.438 * 0.058 £ 0.02 0-35 | 0.015 £0.009 = 0.005
L oas | 0.357 £ 0.058 £ 0.07 | 0.45 | -0.001 £ 0.01C * 0.003
0.08 | 0.212 + 0.040 * 0.03 .1 0.%5 1-0.007 #0.008 *0.003
0.15 | 0.236 * 0.142 i 28.37 [ 0.15 | 0.152 £0.024 £0.02
3.57 0.015 | 0.4% = 0.067 £ 0.02 | 0-25 | 0.077 = 0.0LL =0.005
0.005 | 0.370 £ 0.054 % 0.02 0.35 | 0.017 *0.008 * 0.005
0.08 | 0.238 £ 0.054 £ 0.02 0.45 | 0.004 *0.007 * 0.003
0.15 | 0.111 £ 0.062 * 0.02 0.55 | -0.008 *0.007 * 0.003
10 Tooisl 0272 2 0.080 2 0.05 3921005 | 0,174 £0.027 £0.03
0.045 | 0.395 £ 0.034 * 0.02 j 0.¢5 | 0.055 »0.012 »0.005
0.08 | 0.251 * 0.030 £ 0.02 035 | 0.013 *0.007 *0.003
015 | 0.179 * 0028 © 0.02 F0.45 | -0.002 £ 0.005 £ 0,003
0.55 | -0.000  0.005 & 0.003
5.66 | 0.015| 0.250 +0.082 % 0.05
0.005 | 0.362 £ 0.035 £ 0.0 44.96 | 0.25 | €.044 £ 0.013 = 0.005
0.08 | 0.288 * 0.026 * 0.02 0.35 | ©.00  0.007  0.003
015 | ©0.174 ¢ 0.022 £ 0.02 0.45 | 0.006 * 0.005  0.002
0.25 | 2.012 ¢ 0.113 = 0.02 0.55 | 8.001 +0.005 £ 0.002
T3 To.005] 0.260 = 0.057 = 0.02 56.61 | 0.25 | 0.042 0.014 £ 0.005
0.08 | ©.278 * 0.025 £ 0.02 0.35 | 0.005 & 0.006 * 0.003
0.15 0.153 2 0.021 < 0,01 0.45 0.004 £ 0.005 £ 0.002
0.25 | 0.064 2 0.057 * 0.02 0.55 | 0.001 * 0.005 * 0.002
sor  To.ors| 0288 0097 = 0.0 71.26 | 0.25 | 0.011 +0.012 * 0.01
0.08 | 0.207 = 0.027 2 0.02 0.35 | 0,011 % 0.007 * 0.003
015 | 0141 + 0.016 * 0.01 0.45 | 0.002  0.008 * 0.002
025 | 0.045 = 0.021 = 0.01 0.55 | -0.002 * 0,05 ¢ 0.002
0.35 | -0.047 £ 0.047 % 0.03 §9.72 | 0.35 | 0.034 t 0.013 * 0.006
11.30  [0.045] 0.343 * 0.066 * 0.0 0.45 | -0.003 0,007 # 0,003
0.08 | 0.292 * 0.030 = 0.02 0.55 | 0.001 * 0.004 * 0.003
0.15 | 0.179 % 0.016 * 0.01 112.9 | 0.35 | 0.015 *+ C.014 * 0.01
2.25 | 0.051 % 0.018 = 0.01 0.45 | -0.003 £ 0.005 £ 0.003
9.35 | 0.019 * 0.021 £ 0.01 0.55 | -0.000 £ 0.008 * 0.003
0.45 | -0.037 = 0.051 * 0.01 142.2 0.45 | -0.002 * £.007 * 0.004
055 | ~0.002 £ 0.003 * 0.003
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Table 6

Dependence of F2 on the magnitude of the strange- and
charmed-sea correction. The ratio of F; for the two values
2(g=c}/(u+d) = 0.4 and 2(s-c}/(u+d) = 0.2 is given as a

function of x and Q

R *| 0.015] 0.045| 0.08} 0.15] 0.25 [ 0.35
1.410.95 10.98 10.99| 1 1
3.510.93 | 0.96 | 0.98| 0.99| 1
9.0 0.95 | 0.96| 0.97]0.99| 1

18 0.9510.97(0.99] 1

36 0.9770.99} 1

72 0.99]1




Resulrs of QCD fits to the structure function measurements with

Q% > 2 GeV?/c? and W? > 11 GeV?. The errors on A are statistical only

~- 4} -

Table 7

Structure function A F.(X,Q%) x?/DF
(GeV) 1

Fg (x > 0.03) Ao = 0275 + 0.08 | Pyo %—x°'37“(1—x)3'31(1+5.86x) 487149

R = RQCD [E = 0.30 * 0.08

F, and 3" Ao = 0.18 £ 0.02 | F, = 1.10(1#3.7x) (1-x) * - 1° 209/196
all x g" = 0.52(1-x)8%-5%

R = 0.1 ¢ = 2.62(1+3.5x) (1-x) %+ °°

Q§ =5 GevZ/c?

' F, (x > 0.03) Ao =0.29%0.03 |F, = 1.18(1+3.27x) (1~x) °+ 12 136/130
0 x> 0.3) 3" = 0.53(1-x)7-12

R = RQCD G = 1.75(1+8.9x)(1—x)6'°3

Corrected for slow Q2 = 5 gev®/c?

rescaling
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Table 8

Systematic dependences of App for the QCD fit
to Fye (x > 0.3 and W2 > 11 GeV?)

Fit Ao (GeV) x*/DF
Stagd:rg fit 0.275 * 0.09 | 48/49
QCD
R = 0.0 0.295 47.9/49
R =0.1 0.21 53/49
R =0.2 0.10 58.4/49
m, = ® 0.37 48/49
No target mass | , ,g 48/49
correction
No sea quark 0.21 49/49

correction
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Figure captions

[

Over-all view of the detector.

Fiducial region of the calorimeter modules. The centxral region inside

the lozenge-shaped area has been excluded from the amalysis.

Absclute neutrino flux as a function of energy for the narrow-band and
wide-band beams in which the present data have been obtained:
a) neutrinc beams,

b) antineutrino beams.

Computer recomstruction of a charged-current neutrino interaction in
the detector. The neutrino enters from the left. The top row gives
the pulse height in the scintillator planes along the detector. The
rows below show the measured coordinates in the three drift-chamber

projections together with the fit curve for the muon reconstruction.

a) Acceptance of the detector for charged-current events as a function
of y for five different bins in x for neutrinos from the decay of
300 GeV/c kaons.

b} Resolution of the detector in the scaling variable x for three

ranges in Q2.

Energy dependence of the total neutrino and antineutrino cross-sections.
The error bars include an estimate of systematic point—to-point errors.

The solid line shows the energy dependence as expected from the observed
scaling violation of the structure functions. The dashed iines indiéate

the over—all scale errors.

R = GL/UT averaged over x as a function of the energy transfer. The

inner error bars are the statistical errors, the full error bars in-

clude an estimate of the systematic errors.



Fig. 8

Fig. 9

Fig. 10
Fig. 11
Fig. 12
Fig. 13
Fig. 14
Fig. 15
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R = GL/UT averaged over V as a function of x compared with the leading-
order QCD prediction with A = 0.2 GeV. Also shown is the average value
of Q2 for each bin in x. The inner error bars are the statistical
errors, the full error bars include an estimate of the systematic

errors. The data points with arrow are upper limits on R.

R = GL/OT as a function of x for the present experiment compared with
measurements in ep, ed [20], and uUN [21] scattering. TFor the SLAC
electron data, only statistical errors are given, The curve is the
QCD prediction for the kinematic range of this experiment neglecting

the contribution of the charmed quark.

Structure function F, versus Q° for different bins in x. The solid

lines are the result of a leading-order QCD fit to F, and Ev.

The structure function xF, versus Q2 for different bins in x. The

dashed lines are the result of a leading-order QCD fit to the data.
The structure function F_ versus Q% for different bins in x.

The differential antineutrino cross-section as a function of x for
four bins in y and two neutrino emergies. Also shown is the neutrino
cross-section multiplied by (1-y)?. The curves are parametrizations
of the data which have been used in the Monte Carlo simulation to

determine the unsmearing corections,

. =V 2 . . .
The structure function ¢ wversus Q for different bins in x. The

—

solid lines are the result of a QCD fit to F, and iv.

Comparison of the structure functions 2xF,, F,, xF,, and Ev for fixed
Q% as a function of x. The curves are empirical fits to the data
which fulfil the quark parton model relations between these structure

functions: 2xF; =q + q, xF; =q- ¢, F, = q + xs, ﬁv =g + xs with

2s5/q = 0.4.



Fig. 16 :

Fig. 17 :

Fig. 18

Fig. 19 :
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The x-dependence of the strange sea as measured by v 2000 opposite sign
dimuon events from antineutrine interactions. The solid curve is a
parametrization of ﬁﬁ = x(u+d+2s). The dashed curve includes the
effect of the charm mass threshold effect with an effective charm mass

of 1.5 GeV as caleculated in the slow rescaling model. The curves are

normalized to the observed event numbers.

. Y . . .
a) The structure functions F,, xF,;, and g as measured in this exper-
iment for fixed Q° as a function of x. The data on F, are compared

with the measurements of FEN by EMC [24] and of ng

by SLAC-MIT [20]
mulciplied by the quark parton model factors.

b) The Q2 dependence of the structure fumctiom F, versus x as measured
by this experiment compared with the results of the EMC muon exper-—
iment [24]. The data points are obtained by linear fifs of In F,

versus 1n Q2 in the whole Q? range of the experiments. The solid

line gives the QCD expectation for A = 0.2 GeV.

a) The slopes dF;/d ln Q? for the structure function FgN as obtained by
linear fits to the data in In 1n Q? extrapolated to @ =4.5 GeV%/c?.
The solid line is the result of a leading-order QCD fit to F, and aﬁ.
The dashed lines correspond to predictions for mon~asymptotically
free theories of the strong interaction with scalar and vector gluoms.

b) The slopes dﬁﬁ/d in Q? for the structure function EG at Q° =4.5 GeV?/c2.
The solid line is the prediction of a QCD fit to F, and EG. The

dashed limes show the separate contributions due to gluom bremsstrah-

lung and quark pair production.

The structure functions F,, Ev, and G(x) for fixed Q? as obtained from
the QCD fit to F, and ﬁv. Also shown are the *10 bands for G(x) and
the measurements of F, and ﬁv projected to Q? = 4.5 GeV?/c? along the

QCD fit lines.



Fig. 20
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The slopes dF,/d In 0% for the structure function FgN as obtained_
from linear fits to the data in In ln Q% at fixed Q? and two assump-
tions about R = ULIOT. The solid curve indicates the scaling viola-
tions due to the charm threshold effect in the transition s + ¢ as

estimated by the slow rescaling model.
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Hole for coil

Center
of beam

Fig. 2
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APPENDIX

In the following we summarize the formulae and assumptions which have been used

to determine the structure functions from the measured differential cross—-sections.

1) Correction of the differential cross—-sections for the excess of neutrons in
iron (isoscalar correction)

The correction is evaluated in the framework of the quark parton model assuming

u = d. The cross—sections per nucleon in iron are given by the expressions:

2
%f.g_\ﬁ - gzng + g_:% [ u~d ] My (A1)
*4Y liron * 1= vV m
= = 2
425°% a2 N-Z , GimeE
dxdy |. ~ dxdy Y x[uv—dvj(l—y) ™ (42)
1ron I=0

Here Z and N are the number of protons and neutrons in iron, respecti#ely, and the

effects of the longitudinal structure function has been neglected.

The second term on the right-hand side of Eqs. (Al) and (A2) are the isoscalar

corrections. They are evaluated using

1 - dv/Uv

mﬂs » (A3)

x(uv-dv) =

where xXF3 is the valence quark distribution as measured in the present experiment.
To evaluate the structure functions Fi,, xF3, F+, EG, and R = UL/UT, we have used

the simple assumption dv/uv = 0.5 such that [(N—Z)/(N+Z)] X(uv_dv) = §xF; with

§ = (N-2)/3(N+Z) = 0.023, The corrections are generally so small that this approxi-
mation is adequate. The evaluation of the upper limit on R in Section 4.2.1,
however, is more sensitive to small corrections; For this determination we used

dv/uv = 0.57 (1-x) which we have obtained from a comparison of neutrino and anti-

neutrino interactions in hydrogen [30].
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2) Relations between structure functions and differential cross—section
for isoscalar targets ‘

The structure functions have been evaluated from the differential cross—sections

using the following equations:

2 vV T)
T d(0+5) _ F2[1+(l—y)2-372[R(1+Q2/\)2)/(1+R)—02/2\)2]:|

szNEV dxdy "
+ 2a(e-0[1- ()]

™ dz(cv—cﬁ) _
szNEv dxdy = xFy [1-(1-9) 7] (A5)

il dzUG d%g” 2] _ 1 L
szNE\) dxdy - dxdy (1-y) = "Z“[ZXFI'XFa"'ZX(S-C)] [1_(1"}7) :I

+ (Fp~2xF ) (1-y)-(1-yv) 7]
¢ (86)

v Fz (2y3-y")

- 2x(s—o)[ (1-y®)-(1-»*] .

Equation (46) is used to determine the antiquark distribution which is defined by

2

%I:Z}{Fl—xFﬁZK(s-c)] -3" + 4%? *Fs . (A7)

. s -V, ‘ .
This definition ensures that q 1is always larger than or equal to zerc owing to the

inequality 2xF; 2 V1 + (Q2/v?) xF, [2].

The upper limit on R = UL/GT from Section (4.2.1) is obtained from the experi-

mental quantity:

[(dzcv/dxdy) - (1—y)2(d202/dxdy) s La-m--v3* 1 [R - (Q%/2v*] | (a8)
(d%cV/dxdy) - (1-y)*(d*¢V/dxdy) 1+ [(-y)-(1-v) 2 J(Q?/2v?)

b

The right-hand side has been obtained from equatioms (A6) and (A7) putting &v equal

to zero.

Assumptions that enter into the structure function evaluation

. = . . .
The structure functions F;, 2xF,, and q can only be obtained with assumptions

about R = GL/GT and the difference between strange and charmed sea.
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To get the values of Tables 4 and 5, we used R = 0.1 and x{s-¢) = 0.4 x(u+d)

as explained in Section 4.2.5. Other assumptions can easily be applied using

the correction columns of Tables 4 and 5a and Table 6.
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