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Abstract—In this paper, (1) one simplified the standard 

TOPSIS to new Multi-Criteria Decision-Making (MCDM) called 

Simplified-TOPSIS. Simplified-TOPSIS gives the same results 

and simplifies the calculation of the classical TOPSIS. An 

example is presented distinctions between Simplified-TOPSIS 

and classical TOPSIS are underlined. (2) extend the new 

Simplified-TOPSIS method to Neutrosophic-simplified-TOPSIS 

using single valued Neutrosophic information. An example 

showing the interest of Neutrosophic-simplified-TOPSIS to 

manipulate the uncertainty linked to information presented in 

Multi-Criteria Decision-Making. 

Keywords—Simplified TOPSIS; Neutrosophic; MCDM; 

Neutrosophic-simplified-TOPSIS 

I. INTRODUCTION 

Standard TOPSIS, the Technique for Order Preference by 
Similarity to Ideal Solution method is a multi-criteria decision-
making approach, was introduced by Hwang and Yoon [1]. 
The classical TOPSIS is one of sophisticated MCDM for 
solving problems with respect to crisp numbers, often 
involving complicated steps of calculation algorithms that are 
difficult to learn and apply. 

In the real MCDM problems, the attribute values are 
always be expressed with imperfect information, however,  
decision-makers may prefer to use an easy, simple technique 
and give same result rather than complex algorithm. The 
objective of this paper, we present, firstly, simplified-TOPSIS, 
a new MCDM method that simplifies the calculation and gives 
the same results of traditional TOPSIS. Secondly, we introduce 
a hybrid method to resolve real MCDM problems with 
imperfect information based on Neutrosophic and simplified-
TOPSIS method (Neutrosophic-simplified-TOPSIS). 

Smarandache [2,3] proposed a generalization of the 
Intuitionistic Fuzzy Set (IFS), called  Neutrosophic Set (NS)  
which based on three values ( truth, indeterminacy and falsity) 
and able to handle incomplete information (such as uncertainty, 
imprecise, incomplete and inconsistent information)[4].  

 Wang and Smarandache [5] defined single valued 
Neutrosophic Set (SVNS). Broumi and Smarandache [4,6,7] 
offered different operators such as distance and similarity 
measures over the single valued Neutrosophic Set and their 
basic properties were studied. 

Mumtaz and Smarandache [8] introduced complex 
Neutrosophic Set. Mumtaz et al. [9] proposed and applied the 
theory of Neutrosophic cubic Sets in pattern recognition area. 

Bahramloo and Hoseini [10] used MCDM method in 
Intuitionist Fuzzy Sets, which extended by Smarandache [2] to 
Neutrosophic Set, for raking alternatives. 

Biswas [11] summarized the definition given by Wang and 
Smarandache [5] of single valued Neutrosophic Set as well as 
the definition of some aggregation operators such as 
aggregated single valued Neutrosophic, weighted Neutrosophic 
to solve MCDM problems using extended TOPSIS. 

Broumi [7] studied multiple attribute decision making by 
using interval Neutrosophic uncertain linguistic variables. 

Peng [12] also developed a Multi-criteria decision making 
method based on aggregation operators and TOPSIS in multi 
hesitant fuzzy environment. Furthermore, Deli et al. [13] 
applied bipolar Neutrosophic Sets on MCDM problems. 

The paper is organized as follows. In the next section we 
present TOPSIS method. Section 3 will focus on the proposed 
method Simplified-TOPSIS. Afterwards, the Neutrosophic-
TOPSIS in section 4. In section 5 a Neutrosophic-simplified-
TOPSIS is introduced and it is shown how it can be applied for 
ranking preferences. In the final section, conclusions are 
drawn. 

II. TOPSIS METHOD 

Let us assume that  is a set of Criteria, 
with ,  is the set of Preferences 
(Alternatives), with ,  the score of preference  with 

respect to criterion  , and let  weight of criteria  . 

Using we construct the decision matrix denoted by  

 

TOPSIS method summarizes as follow : 

Step 1: The normalized decision matrix is obtained, which is 
given here with . 
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Step 2: Obtain the weighted normalized decision matrix : 

Multiply each column of the normalized decision matrix by 
its associated weight.  

 
= ; =1,2, , ; =1,2 ,ij j ijv w r j n i m

 

Step 3: Determine the ideal and negative ideal solutions. 
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Where sets   and  are associated with the benefit and cost 
attribute sets, respectively. 

Step 4: Calculate the separation measures for each alternative 
from the positive (negative) ideal solution. 

The separation from the positive ideal alternative is  
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Similarly, the separation from the negative ideal alternative 
is 
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Step 5: The relative closeness to the ideal solution of each 
alternative is calculated as. 
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A set of alternatives can now be ranked according to the 
descending order of the value of . 

A. Numerical example 

In the examples below we used TOPSIS to rank the four 
alternatives. 

The table (Table I) below contains the weights of criteria 
(three criteria ,  and ) and the decision matrix 
summarized by the score of preference  ( , ,  and ) 
with respect to criterion  . 

 

 

TABLE I.  DECISION MATRIX 

    

 12/16 3/16 1/16 

 7 9 9 

 8 7 8 

 9 6 8 

 6 7 8 

Calculate  for each column, we get (Table II). 

TABLE II.  MULTIPLE DECISION MATRIX 

    

 12/16 3/16 1/16 

 49 81 81 

 64 49 64 

 81 36 64 

 36 49 64 

 230  215 273  

Divide each column by 
2 1/2

=1
( )

n

iji
a  to get ijr

 

(Table III). 

TABLE III.  NORMALIZED DECISION MATRIX 

    

 12/16 3/16 1/16 

 0.4616 0.6138  0.5447 

 0.5275  0.4774 0.4842 

 0.5934  0.4092 0.4842 

 0.3956  0.4774 0.4842 

 230  215 273  

Multiply each column by  to get  (Table IV). 

TABLE IV.  WEIGHTED DECISION MATRIX 

    

 12/16 3/16 1/16 

 0.3462 0.1151 0.0340 

 0.3956  0.0895 0.0303 

 0.4451  0.0767 0.0303 

 0.2967  0.0895 0.0303 

 0.4451 0.1151 0.0340 

 0.2967  0.0767  0.0303  

The distance values from the positive and negative ideal 
solution and the final rankings for decision matrix are showed 
in Table V. 
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TABLE V.  DISTANCE MEASURE AND RANKING COEFFICIENT 

Alternative    

 0.0989 0.0627 0.3880 

 0.0558 0.0997  0.6412 

 0.0385 0.1484 0.7938 

 0.1506 0.0128  0.0783 

According to values of ranking measure coefficients, the 
Table V indicates that better alternative is  and preferences 
are classified as . 

III. SIMPLIFIED-TOPSIS METHOD (OUR PROPOSED METHOD) 

Let consider  is a set of Criteria, with 
,  is the set of Preferences 

(Alternatives), with ,  the score of preference  with 

respect to criterion , and let  weight of criteria  . 

 

Our proposed MCDM method called Simplified-TOPSIS 
can be described in following steps:  

Step 1: Calculate weighted decision matrix . 

Multiply each column of the normalized decision matrix by 
its associated weight 

= ; = 1,2, , ; = 1,2 ,ij j ijv w a j n i m  

In our method we have not normalized the decision matrix 
(step1 of classical TOPSIS (section II)), but we calculate 
directly the weighted decision matrix  by multiplying  

with . 

Step 2: Determine the maximum (largest) ideal solution (LIS) 
and minimum (smallest) ideal solution (SIS). 
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Step 3: Calculate the sums for each line, by subtracting each 
number from LIS (from SIS). 
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Similarly, we compute the sums for each line, by 
subtracting each number from SIS. 
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Classifying these sums which one is closer to the 
maximum (or is further from the minimum) 

A set of alternatives can now be ranked according to the 
descending order of the value of sums  or . 

Step 4(facultative): We can compute , though the previous 
steps enough to rank the alternatives. 
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A. Numerical example 

In order to compare the result with classical TOPSIS we 
use the same numerical examples used in classical TOPSIS. 

TABLE VI.  DECISION MATRIX 

    

 12/16 3/16 1/16 

 7 9 9 

 8 7 8 

 9 6 8 

 6 7 8 

One multiplies on columns with the weights , , 
and  respectively, and one gets: 

TABLE VII.  WEIGHTED DECISION MATRIX 

    

 12/16 3/16 1/16 

 84/16 27/16 9/16 

 96/16 21/16 8/16 

 108/16 18/16 8/16 

 72/16 21/16 8/16 

We compute the sums for each line, by subtracting each 
number from the largest one: 

 

 

 

 

Classifying these sums we get them on places: , , 
,  in the order of which one is closer to the maximum. 

We compute the sums for each line, by subtracting each 
number from the smaller one: 
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Classifying these sums we get them on places: , , 
,  in the order of which one is further from the 

minimum. 

If we compute , we get the same ordering of classical 
TOPSIS: 

 

 

 

 

The following table (Table VIII) summarized previous 
calculations 

TABLE VIII.  DISTANCE MEASURE AND RANKING COEFFICIENT 

Alternative    

 1.5000 1.3750 0.478261 

 1.1875 1.6875 0.586957 

 0.6250 2.2500 0.782609 

 2.6875 0.1875  0.065217 

 

By applying Simplified-TOPSIS, we get for (0.782609), 
(0.586957), (0.478261) and (0.065217), and we got with 

classical TOPSIS (0.7938), (0.6412), (0.3880) and 
(0.0783). 

Hence the order obtained with our approach simplified-
TOPSIS is the same of classical TOPSIS: , , and ,with 
little change in values between both approaches. 

IV. NEUTROSOPHIC TOPSIS [11] 

The MCDM Neutrosophic TOPSIS approach is explained 
in the following steps. 

Step 1: Construction of the aggregated single valued 
Neutrosophic decision matrix based on decision makers 
assessments 

1
1

1
1

( ) ( , , )
i n
j m

ij i n ij ij ij
j m

D d T I F
≤ ≤
≤ ≤

≤ ≤
≤ ≤

= =  

Where  denote truth,  indeterminacy and  falsity 

membership score of preference  with respect to criterion  in 
single valued Neutrosophic. 

 with  a single valued Neutrosophic 
weight of criteria (so ). 

Example 1: For compare the results obtained by our approach 
Neutrosophic-simplified-TOPSIS (will be presented 
afterwards) with those obtained with Neutrosophic-TOPSIS, 
we use the example introduced by Biswas [11]. 

Let  fours decisions makers aims to 
select an alternative  with respect six criteria 

. 

The Neutrosophic weight of each criterion (Table IX) and 
Neutrosophic decision matrix (Table X) presented respectively. 

TABLE IX.  CRITERIA WEIGHTS 

    

    

    

    

TABLE X.  NEUTROSOPHIC DECISION MATRIX 

    

    

    

    

    

    

    

    

    

    

Step 2: Aggregation of the weighted Neutrosophic decision 

matrix 

1
1

1
1

( ) ( , , )
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j m

w w w w w
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j m
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Step 3: Determination of the relative Neutrosophic positive 

ideal solution (RNPIS) and the relative negative ideal solution 

(RNIS) for SVNSs. 

 

1 2= ( , , , )w w w

N nQ d d d+ + + +

 

 

 

 

1 2= ( , , , )w w w

N nQ d d d− − − −
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Where sets  and  are associated with the benefit and cost 
attribute sets, respectively  

Step 4: Determination of the distance measure of each 

alternative from the RNPIS and the RNNIS for SVNSs. 
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Step 5: Determination of the relative closeness coefficient to 

the Neutrosophic ideal solution for SVNSs. 

* = ; = 1, 2 ,
( )

i
i

i i

NS
C i m

NS NS

−

+ −
+

 

A set of alternatives can now be ranked according to the 
descending order of the value of .  

Table below (Table XI) shows the results obtained by 
Neutrosophic-TOPSIS. 

TABLE XI.  CLOSENESSCOEFFICIENT 

Alternative  

 0.8190 

 0.1158 

 0.8605 

 0.4801 

Based on the values of closeness coefficient, the four 
alternatives are classified as . Then, the 
alternative  is the best solution. 

V. NEUTROSOPHIC-SIMPLIFIED-TOPSIS (OUR PROPOSED 

METHOD) 

Step 1: Building of the SVNS decision matrix and SVNS 

weight of each criterion. 

1
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1
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Where  denote truth,  indeterminacy and  falsity 

membership score of preference  with respect to criterion  in 
single valued Neutrosophic. 

 with  a single valued Neutrosophic 
weight of criteria (so ) 

Step 2: Calculate SVNS weighted decision matrix 

1
1

1
1

( ) ( , , )
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j m
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ij i n j ij ij ij ij
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Step 3: Determine the maximum (larger) Neutrosophic ideal 

solution (LNIS) and minimum (smaller) Neutrosophic ideal 

solution (SNIS). 

1 2= ( , , , )w w w

N nA d d d+ + + +

 

 

 

 

 

1 2= ( , , , )w w w

N nA d d d− − − −

 

 
 

 

 

Step 4: Calculate the Neutrosophic separation measures for 
each alternative from LNIS and from SNIS. 

In this case we have introduced à new distance measure 
(definition 1) between two single-valued Neutrosophic (SVNs) 
using Manhattan distance [14] instead of the Euclidean 
distance used to calculate similarity measure between two 
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SVNs in literature and in Neutrosophic-TOPSIS method, the 
defined distance is used to calculate distance measure. 

Definition 1. Let  and  be a 
SVN numbers. Then the separation measure between  and 

 based on Manhattan distance is defined as follows:  

 

The separation from the maximum Neutrosophic ideal 
solution is : 
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Similarly, the separation from the minimum Neutrosophic 
ideal solution is: 
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Ranking the alternatives according to the values of  or 
according to  

Step 5: The measure ranking coefficient is calculated as. 

= ;  = 1, 2 ,
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i
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NS NS

−

+ −
+

 

A set of alternatives can now be ranked according to the 
descending order of the value of  

A. Numerical example 

Step 1: Building of the SVNS decision matrix and SVNS 
weight of each criterion. 

Let  a set of alternative and 
 a set of criteria. 

Let considers the following Neutrosophic weights of 
criteria (Table XII) and Neutrosophic decision matrix (Table 
XIII) respectively (used in above example 1). 

 

TABLE XII.  CRITERIA NEUTROSOPHIC WEIGHTS 

    

    

    

    

TABLE XIII.  NEUTROSOPHIC DECISION MATRIX 

    

    

    

    

    

    

    

    

    

    

Step 2: Calculate SVNs weighted decision matrix 

1
1

1
1

( ) ( , , )
i n
j m

w w w w w

ij i n ij ij ij
j m

D d T I F
≤ ≤
≤ ≤

≤ ≤
≤ ≤
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One multiplies each columns of Neutrosophic decision 
matrix with the weights of criteria, and one gets: 

 

 

 

TABLE XIV.  WEIGHTED DECISION MATRIX 

    

    

    

    

    

    

    

    

    

    

a.
 Numbers are rounded to three decimal place. 

Step 3: Determine the maximum (larger) Neutrosophic ideal 
solution (LNIS) and minimum (smaller) Neutrosophic ideal 
solution (SNIS). 
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TABLE XV.  MAXIMUM (LARGE) NEUTROSOPHIC IDEAL SOLUTION(LNIS) 

    

    

    

    

TABLE XVI.  MINIMUM (SMALLER) NEUTROSOPHICIDEAL SOLUTION 

(SNIS) 

    

    

    

    

Step 4: Calculate the Neutrosophic separation measures for 
each alternative from the LNIS and from SNIS. 

We compute the sums for each line, by subtracting each 
alternative from the larger one and by subtracting each 
alternative from the smaller one. 

TABLE XVII.  NEUTROSOPHIC SEPARATION MEASURES AND NEUTROSOPHIC 

MEASURE RANKING 

    

 0,324 2,07 0,86459295 

 2,31 0,084 0,03521102 

 0,047 2,347 0,98021972 

 1,293 1,101 0,45987356 

Based on the values of coefficients of decreasing rank, four 
alternatives are ranked as  as in Table 
XVII. Then, the alternative  is also the best solution. 

Hence, we get the same rank of Neutrosophic-TOPSIS. 

VI. CONCLUSION 

In this paper, we have presented two new MCDM methods, 
the first is simplified-TOPSIS, that simplifies the calculation of 
classical TOPSIS to a simple formulas easy to applying and a 
reduced number of steps and give same results of classical 
TOPSIS. The second is MCDM method in Neutrosophic 
environment, which is too simplifies the Neutrosophic-
TOPSIS, extending the Simplified-TOPSIS using single valued 
Neutrosophic information. Maximum larger) Neutrosophic 
Ideal Solution (LNIS) and Minimum (smaller) Neutrosophic 
Ideal Solution (SNIS) are defined from weighted decision 
matrix. Manhattan distance Neutrosophic measure is defined 
and used to determine the distances of each alternative from 
maximum as well as minimum Neutrosophic ideal solutions, 
which used to calculate the measure ranking coefficient of each 
alternative. 
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