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Abstract

We present a fully analytical implementation of the core-valence separation (CVS)

scheme for the equation-of-motion (EOM) coupled-cluster singles and doubles (CCSD)

method for calculations of core-level states. Inspired by the CVS idea as originally

formulated by Cederbaum, Domcke and Schirmer, pure valence excitations are ex-

cluded from the EOM target space and the frozen-core approximation is imposed on
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the reference-state amplitudes and multipliers. This yields an efficient, robust, prac-

tical, and numerically balanced EOM-CCSD framework for calculations of excitation

and ionization energies as well as state and transition properties (e.g., spectral intensi-

ties, natural transition and Dyson orbitals) from both the ground state and an excited

state. The errors in absolute excitation/ionization energies relative to the experimen-

tal reference data are of the order of 0.2–3.0 eV, depending on the K-edge considered

and on the basis set used, and the shifts are systematic for each edge. Compared to

a previously proposed CVS scheme where CVS was applied as a posteriori projection

only during the solution of the EOM eigenvalue equations, the new scheme is computa-

tionally cheaper. It also achieves better cancellation of errors, yielding similar spectral

profiles but with absolute core excitation and ionization energies that are systemati-

cally closer to the corresponding experimental data. Among the presented results are

calculations of transient-state X-ray absorption spectra, relevant for the interpretation

of UV-pump/X-ray probe experiments.

1 Introduction

By providing tunable high-energy radiation, advanced light sources such as X-ray free elec-

tron laser (X-FEL) and synchrotron installations enable a variety of X-ray based spectro-

scopies.1–3 Recent advances in beam quality greatly expanded possible applications of X-rays,

giving rise to a proliferation of techniques, including those operating in time-resolved and

non-linear regimes.1–5 Fundamentally, these spectroscopies exploit electronic transitions in-

volving core orbitals. Since core-level binding energies are characteristic of a species, X-ray

absorption and X-ray photo-electron spectroscopies (XAS and XPS, respectively) are power-

ful techniques for probing electronic structure of atoms and molecules.6 The localized nature

of core orbitals makes X-ray-based spectroscopies sensitive to local environment. However,

just as in the case of VUV-based techniques,7 theoretical modeling is required to unam-

biguously assign spectral features and to relate experimental measurements to molecular

2
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structures. The experimental advances over the past decade have been driving the interest

in developing highly accurate theoretical methods for X-ray spectroscopy and, in particular,

for time-resolved XAS, which is proving to be a powerful mean to investigate molecular

dynamics.5,8–10

Owing to its low computational cost relative to ab initio methods, time-dependent (TD)

density functional theory (DFT) has been among the most commonly used techniques for

modeling absorption spectra, including X-ray absorption.11 However, TDDFT often fails to

deliver an accurate description of spectroscopic properties. TDDFT core excitations com-

puted with conventional exchange–correlation functionals, for instance, are grossly underes-

timated with MAE of the order of 20 eV,11 and time-independent DFT-based procedures

like ∆KS, transition-potential DFT (TP-DFT)12,13 and orthogonality constrained DFT (OC-

DFT)14,15 are found to perform better than TDDFT for X-ray absorption.

Thus, there is an evident need for reliable wave-function-based methods for calculations

of XAS spectra of both ground and excited states. Although more expensive, these methods

can be systematically improved, thereby yielding to results of controlled accuracy.16 The

focus of this contribution is on extending coupled-cluster (CC) approaches,17–24 which are

among the most successful ab initio methods for molecular properties and electronic spectra

in the UV-vis region, to absorption and ionization phenomena in the X-ray domain.8,25–28

Although ionization or excitations of core electrons superficially appear to be similar to

valence transitions, the numerical experiments have shown that direct application of standard

approaches to core-level transitions leads to unsatisfactory results,5 due to the following

essential features of core-ionized and core-excited states. First, these states have open-shell

character.29 Second, the core-level states lie very high in energy (hundreds of electron volts,

depending on the edge). Third, orbital relaxation effects are much more important for core

states than for valence states because the outer orbitals are more delocalized and better

shielded from the nuclear charge than the tight and localized core orbitals. Fourth, these

transitions appear to be much more sensitive to the effect of the environment.30,31 Fifth,

3
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these high-lying states are metastable with respect to electron ejection,32,33 i.e., they are

Feshbach resonances that can autoionize via two-electron transitions in which one valence

electron fills the core hole and a second valence electron is ejected. Thus, they are embedded

in the ionization continuum and their description within Hermitian quantum mechanics is

problematic.

Multistate methods, such as equation-of-motion Coupled Cluster (EOM-CC),17,18,20,22–24,34

can effectively describe multiconfigurational wavefunctions, tackle open-shell character and

orbital relaxation effects in one computational scheme. The effect of the environment can

be included by using a variety of implicit or explicit solvent models. However, dealing with

high-energy interior states, especially with those embedded in autodetaching continuum, is

more problematic. Although the Davidson procedure can be modified to solve for the eigen-

states dominated by the desired transition (MOM-like35) or lying within the desired energy

range,26,36 the convergence and numerical stability are strongly affected by the presence of

the continuum. An attempt to compute such states often produces pseudo-continuum states

in which one electron occupies the most diffuse orbital.37 Because in Hermitian quantum

mechanics, the resonances are not represented by a single state, but rather by an increased

density of states in the continuum,38 it is not possible to obtain converged results by sys-

tematically improving the basis set — resonances simply dissolve in the continuum. In mod-

erate bases, resonances appear as isolated states, but their representation in a discretized

continuum is inherently prone to numeric instabilities. Although the EOM-CC methods

can describe resonances by using complex-scaled and CAP-augmented approaches,33 such

calculations are much more expensive than regular bound-state calculations. Here we focus

on alternative, less expensive approximate methods for modeling spectroscopic properties of

the core-level states.

Our strategy for tackling issues due to the continuum nature of the core levels is based on

employing the core-valence separation (CVS) approximation proposed by Cederbaum et al.

in 1980.39 In essence, within the CVS scheme the continuum is projected out, such that

4
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core-level states become artificially stabilized (bound). By decoupling the core excitations

from the rest of the configurational space, the CVS allows one to extend standard methods

for excited and ionized states to the core-level states.28,40–42 This separation of full space

into the bound part and the continuum is reminiscent of the Feshbach-Fano treatment of

resonances.43,44 Effectively, CVS results in a decoupling of the highly excited core states from

the continuum of valence excitations; it also leads to a significant reduction of the computa-

tional costs. The core states can also be decoupled from the continuum by excluding double

excitations from the configurational space and treating them perturbatively.30 Although nu-

merically stable, this approach suffers from insufficient description of orbital relaxation.30

Because the CVS scheme admits selected double excitations that are crucial for describing

orbital relaxation, the CVS-EOM/(or, similarly, linear response, LR-)CCSD28 ansatz retains

sufficient flexibility, resulting in accuracy comparable to that of regular EOM-CCSD/LR-

CCSD,25,27,45 for those (small) cases where full EOM-CCSD or LR-CCSD calculations are

feasible.28

The analogy with the Feshbach-Fano formalism43,44 makes it clear that the CVS ansätze

are not approximations to the full parent ansätze — rather, they should be thought of

as the diabatized versions of the full methods. For example, CVS-EOM-CCSD is not an

approximation to EOM-CCSD, but a diabatized version of it in which the continuum part

of the spectra is projected out. Consequently, hierarchical inclusion of higher excitations

would ultimately converge to CVS-FCI (full configuration interaction), which is a diabatized

representation of the FCI solution. One can recover exact position of the core states (and

also their lifetimes) by solving non-Hermitian effective Hamiltonian43 obtained using Löwdin

projection formalism,46 but this is beyond the standard CVS scheme, which has been shown

to yield sufficiently reliable estimates of core-level states energies within this diabatic picture.

Just as in the practical implementations of the Feshbach-Fano approach,47 one needs to define

projectors separating the bound part of the spectra from the continuum. This step involves

certain arbitrariness: it disappears in the exact limit,43,46 but the results for the diabatized

5
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states depend on the choice of the projector. As explained below, the present version of

CVS-EOM-CCSD employs a slightly different projector than the original one.28

An implementation of the CVS within EOM-CC and LR-CC theories has been reported

by Coriani and Koch.28 In their work, the CVS was deployed as an a posteriori projection

applied at each iteration of the solution of the EOM/LRCC equations to eliminate excita-

tions that do not involve at least one core electron, whereas the ground state amplitudes and

Lagrangian multipliers retained all possible types of excitations. Here, a different strategy

is presented: the zero-order wave-function parameters are computed within the frozen-core

(fc) approximation and the subsequent EOM/LRCC equations are solved imposing the core-

valence separation analytically. The respective state and transition properties such as oscil-

lator strengths, natural transition orbitals (NTOs), Dyson orbitals, exciton descriptors, and

so on are obtained from the appropriate densities between different target-state manifolds.

Specifically, transition properties can be computed between the ground state and a core-

excited state, as well as between a valence-excited and a core-excited state. This yields an

efficient scheme for simulating, e.g., near-edge absorption fine structure (NEXAFS) spectra

of both ground and excited states. The latter is required to simulate UV-pump/X-ray-probe

experiments and to obtain core-ionization potentials and Dyson orbitals for XPS spectra

of medium size molecules. We report illustrative results for NEXAFS and core IEs of all

K-edges in neon, water, ammonia, ethylene, vinylfluoride, ozone, adenine, as well as the

transient (time-resolved) NEXAFS spectrum of uracil.

6
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2 Theory

2.1 EOM-CCSD

In the EOM-CC approach, the target-state wave functions are parameterized using the fol-

lowing ansatz:18,20,22,48

〈ΨL| = 〈Φ0|Le
−T ; |ΨR〉 = eTR|Φ0〉 (1)

where |Φ0〉 is a reference Slater determinant and T, R and L† are excitation operators.

The excitation operator T is the cluster operator:49

T =
∑

µ

tµτµ = T1 + T2 + · · ·+ TN

T1 =
∑

ia

tai a
†
aai, T2 =

1

4

∑

ijab

tabij a
†
aaia

†
baj, . . .

(2)

with τµ being the excitation operator and tµ the corresponding cluster amplitudes determined

by the CC equations for the reference state:

〈Φµ|H̄ − ECC|Φ0〉 = 0 ; ECC = 〈Φ0|H̄|Φ0〉 (3)

where 〈Φµ|’s represent µ-tuple excited determinants and H̄ is the similarity transformed

Hamiltonian:

H̄ = e−THeT . (4)

The operator R is a general excitation operator:

R = R0 +R1 + · · ·+Rn ≡
∑

µ

rµτµ (5)

7
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and L is a de-excitation operator:

L = L0 + L1 + · · ·+ Ln ≡
∑

µ

lµτ
†
µ (6)

The choice of the reference state and the exact form of R and L depend on the EOM method

to be used.20,22 Furthermore, in practical calculations the excitation and de-excitation oper-

ators must be truncated to some tractable level of excitation. In this work, we focus on the

EOM-CCSD family of methods in which the cluster operator T is truncated to single (S)

and double (D) excitations, and so are the excitation R and de-excitation L operators.

One of the most obvious applications of EOM theory is the calculation of electronically

excited states.18,48 In this approach, referred to as EOM-EE (EOM for excitation energies),

the optimal reference state is usually the closed-shell ground-state Hartree-Fock determinant

and the R and L operators conserve the number of electrons and their spin, taking the

following forms:

REE = r0 +
∑

ia

rai a
†
aai +

1

4

∑

ijab

rabij a
†
aaia

†
baj + . . . (7)

LEE =
∑

ia

lai a
†
iaa +

1

4

∑

ijab

labij a
†
iaaa

†
jab + . . . (8)

Another common use of EOM is calculations of ionization energies by the EOM-IP (EOM for

ionization potentials) method.50–52 In this case, the excitation operator changes the number

of electrons in the system, assuming the following from:

RIP =
∑

i

riai +
1

4

∑

ija

raija
†
aajai + . . . (9)

The EOM amplitudes rµ and lµ are found as stationary points of the EOM functional:

E =
〈ΨL|H|ΨR〉

〈ΨL|ΨR〉
(10)

By applying the bi-variational principle,53,54 one arrives to the non-symmetric eigenvalue

8
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problem:

〈Φµ|H̄ − E|RΦ0〉 = 0 ; 〈Φ0L|H̄ − E|Φµ〉 = 0, (11)

where the eigenvectors of the Hamiltonian form a biorthogonal set:18

〈Φ0Li|RjΦ0〉 = δij (12)

Thus, the implementation of EOM-CCSD method boils down to the diagonalization of

the effective Hamiltonian H̄ in the basis of the reference and of singly and doubly excited

determinants, which can be written in matrix form as:

H̄ =













ECC H̄OS H̄OD

0 H̄SS H̄SD

0 H̄DS H̄DD













(13)

giving rise to the EOM-CCSD right and left eigenvalue equations:







H̄SS − ECC H̄SD

H̄DS H̄DD − ECC













R1

R2






= ω







R1

R2






(14)

(

L1 L2

)







H̄SS − ECC H̄SD

H̄DS H̄DD − ECC






= ω

(

L1 L2

)

(15)

where ω is the energy difference with respect to the reference state.

In practice, Eqs. (14) and (15) are solved iteratively using a generalized Davidson’s

iterative diagonalization procedure55–57 which requires the computation of the right σ and

left σ̃ trial vectors:

σ1 = ([H̄SS − ECC ]R1)1 + (H̄SDR2)1 (16)

σ2 = (H̄DSR1)2 + ([H̄DD − ECC ]R2)2 (17)

9
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σ̃1 = (L1[H̄SS − ECC ])1 + (L2H̄DS)1 (18)

σ̃2 = (L1H̄SD)2 + ([L2H̄DD − ECC ])2 (19)

In EOM-CC, molecular properties are often calculated as expectation values,18,54 using un-

relaxed one-particle density matrices like

γpq = 〈ΨL|a
†
paq|ΨR〉 . (20)

In the present study, we focus on transition properties involving core states, specifically,

the oscillator strengths f between the ground state and the core-excited states, and between

valence-excited and core-excited states. These can be formulated via contractions of property

integral matrices and transition density matrices between state i and j, for instance,

f(i → j) =
2

3
(ωj − ωi)

∑

α=x,y,z

µi→j
α µj→i

α (21)

where

µi→j
α =

∑

pq

µα
pqγ

i→j
pq ; µj→i

α =
∑

rs

µα
rsγ

j→i
rs (22)

Above, µα refers to a specific Cartesian component of the electric dipole operator and the

state i can be either the ground state and an excited state.

The transition density matrices γi→j
pq and γj→i

pq are generalizations of Eq. (20), and their

specific form in the fc-CVS-EOM-CCSD framework is discussed in the next sections. We

here used the so-called unrelaxed EOM transition densities, which differ from the density

matrices derived within the LR-CC formalism in that they do not contain terms originating

from the amplitudes’ response to the external perturbation. In the framework of EOM-

CC, the amplitude-response terms can also be included by using, for example, a Lagrangian

approach, giving rise to the so-called relaxed state and transition density matrices, which

10

Page 10 of 58

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60



are identical to those in the LR-CC formalism.17,50,58–61 Furthermore, orbital relaxation to

the external perturbation is also omitted, as typically done within coupled-cluster response

theory.19

Transition density matrices describe the changes in electron density upon excitation and

can be interpreted as exciton wavefunction62–65 when expressed in coordinate space:

χ(re, rh) =
∑

pq

γpqφp(re)φq(rh), (23)

where re and rh denote particle (electron) and hole coordinates, respectively (using re =

rp = r, χ is reduced to the transition density). Properties of the exciton can be quantified

by various expectation values, i.e., exciton size, hole-particle separation and correlation, and

so on. These exciton descriptors help to assign state characters.64–66 Applying a singular

value decomposition (SVD) to the transition matrices yields the so-called NTOs,64–69 which

can be used to describe the electronic excitations in terms of hole-particle excitons:

χ(re, rh) =
∑

K

σK φ̃
e
K(re)φ̃

h
K(rh), (24)

where φ̃e
K and φ̃h

K are particle and hole orbitals obtained by SVD of γ and σK are the

corresponding singular values. Usually, only a few σK are non-zero, giving rise to simple

interpretation of excited-state characters in terms of one-electron excitations. Note that the

sum of σ2
K is equal to the squared norm of γ, which provides a simple metric quantifying the

one-electron character of the transition, i.e., for pure single excitations, ||γ||=1.

2.2 The fc-CVS-EOM-CCSD method

The essence of CVS is the separation between the bound and continuum parts of the spec-

trum, which allows one to compute the bound part of core-level states. The separation

depends on the choice of a projector, which is not uniquely defined. This arbitrariness is
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akin to the inherent arbitrariness of diabatic representation of the electronic Hamiltonian:

the diabatic states are not uniquely defined, but if the full problem is solved exactly, then the

final answer does not depend on a specific choice of diabatic basis. Different flavors of CVS

can be defined by different choices of the projectors, and one way to assess the relative merit

of a particular choice is by judging the numeric performance of the resulting methods with

respect to a chosen reference, either theoretical or experimental. In discussing diabatization

schemes, for instance, the magnitude of the coupling elements is often used as a guideline, so

better choices of diabatic states yield smaller couplings. The discussion about various CVS

schemes has been commonly framed in the literature in terms of the analysis of the matrix

elements of the Hamiltonian that couple core-level and valence states and/or core orbitals

and valence orbitals. In the discussion below, we follow the second line of reasoning and

analyze the difference between different CVS schemes in terms of the Coulomb integrals that

are set to zero.

Different renditions of separation between core and valence excitations have been realized

for a variety of approximate wavefunction methods as well as for TDDFT, and we refer the

interested reader to Ref. 5 for a recent overview. As mentioned in the Introduction, within

the CVS-CC framework of Ref. 28, an effective core-valence separation was introduced (as a

projection) in the solution of the CC eigenvalue equations since, physically, the core-excited

states are energetically far away from the valence excited states.

Already in 1980, Cederbaum et al. 39 suggested that, since core orbitals are strongly local-

ized in space and energetically are well separated from the valence orbitals, one can decouple

core and valence orbitals by zeroing out the respective blocks of the model Hamiltonian, such

that the solutions of the Schrödinger equation can be separated into the core and valence

domains. In 1985, Barth and Schirmer 40 implemented this idea within the second-order

algebraic diagrammatic construction method ADC(2)70,71 by observing that, in view of neg-

ligible coupling between core and valence orbitals, all the following two-electron Coulomb
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integrals are negligible

〈Ip|qr〉 = 〈pI|qr〉 = 〈pq|Ir〉 = 〈pq|rI〉 ≈ 0 (25)

〈IJ |pq〉 = 〈pq|IJ〉 ≈ 0

〈IJ |Kp〉 = 〈IJ |pK〉 = 〈Ip|JK〉 = 〈pI|JK〉 ≈ 0 ,

where small letters indicate general valence orbitals, and capital letters core orbitals. As

a consequence, one can omit the blocks of the ADC propagator matrix M involving these

integrals and therefore decouple pure valence excitations from excitations involving core elec-

trons. This idea was later extended to all other members of the ADC family of propagator

methods.41,71–73 Since MP2 is an underlying wave-function for the ADC propagator,71 omit-

ting the integrals in Eq. (25) immediately corresponds to using the frozen-core approximation

for the MP2 ground state energy.

If the above criterion of negligible Coulomb integrals is applied within the CCSD ansatz

in the canonical basis,74 the resulting CCSD energy and the amplitude equations for the

“valence-only” amplitudes taiv and tabivjv are identical to those obtained within the frozen-core

approximation—that is, assuming that all ground-state amplitudes and multipliers where at

least one occupied index refers to a core orbital are zero.

Inspired by this observation, we here propose to use the frozen core approximation during

the determination of the ground-state amplitudes tµ and Lagrangian multipliers λµ while

constraining the excitation/ionization operators R and L to involve at least one core orbital,

which introduces restrictions on the left and right EOM equations, and on the respective

density matrices. We name the resulting approach as fc-CVS-EOM-CCSD method.

The programmable expressions for obtaining the right and left excitation vectors within

the fc-CVS-EOM-CCSD methods have been derived from Ref. 54 and for the density ma-

trices from Ref. 60 and can be found in the Supplementary Information.

As an illustrative example, we show below how the expression of the right linearly trans-
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formed vector elements σa
i is modified for the fc-CVS case. The general expression for σa

i

is54

σa
i =

∑

b

Fabr
b
i −

∑

j

Fijr
a
j −

∑

jb

I1ibjar
b
j +

∑

jb

Fjbr
ab
ij −

1

2

∑

jkb

I6jkibr
ab
jk −

1

2

∑

jbc

I7jabcr
bc
ij (26)

with

Fia = fia +
∑

jb

tbj〈ij||ab〉

Fij = fij +
∑

a

tai fja +
∑

ka

tak〈jk||ia〉+
∑

kab

tai t
b
k〈jk||ab〉+

1

2

∑

kbc

tacjk〈jk||bc〉

Fab = fab −
∑

i

tai fja −
∑

ic

tci〈ia||bc〉+
∑

ijc

tci t
a
j 〈ij||bc〉 −

1

2

∑

jkc

tacjk〈jk||bc〉 (27)

I1iajb = 〈ia||jb〉 −
∑

k

tbk〈jk||ia〉 −
∑

c

tci〈jb||ac〉+
∑

kc

tci t
b
k〈jk||ac〉 −

∑

kc

tbcik〈jk||ac〉

I6ijka = 〈ij||ka〉 −
∑

c

tck〈ij||ac〉

I7iabc = 〈ia||bc〉 −
∑

j

taj 〈ij||bc〉

It is convenient to further split the occupied orbitals (i, j, k, l, . . .) into the two sub-blocks:

occupied valence labeled with an additional v subindex, (iv, jv, kv, lv, . . .), and occupied core

orbitals denoted by a capital letter (I, J,K, L, . . .). Our fc-CVS scheme then entails: (i)

reducing the set of occupied orbitals to only the core ones in the excitation process and, (ii)

freezing the core orbitals in optimization of the ground state CC wavefunction parameters

(amplitudes and multipliers). Hence, by restricting the EOM excitations to core excitations

only, all terms involving only valence excitations disappear in the equations above. The

frozen-core approximation further simplifies the equations since the terms in Eqs. (27) in-

volving ground-state amplitudes vanish for the core orbitals, or, in other words, only ground

state amplitudes with valence occupied orbitals are retained in the fc-CVS case.

The fc-CVS expression for the linearly transformed trial vector in Eq. (26) thus reads as
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follows:

σa
I =

∑

b

Fabr
b
I −

∑

J

FIJr
a
J −

∑

Jb

I1IbJar
b
J +

∑

Jb

FJbr
ab
IJ +

∑

jvb

Fjvbr
ab
Ijv

−
∑

Jkvb

〈Jkv||Ib〉r
ab
Jkv

−
1

2

∑

JKb

〈JK||Ib〉rabJK −
1

2

∑

Jbc

I7Jabcr
bc
IJ −

1

2

∑

jvbc

I7jvabcr
bc
Ijv

(28)

with

FIa = fIa +
∑

jvb

tbjv〈Ijv||ab〉

FIJ = fIJ +
∑

kva

takv〈Jkv||Ia〉

Fiva = fiva +
∑

jvb

tbjv〈ivjv||ab〉 (29)

I1IaJb = 〈Ia||Jb〉 −
∑

kv

tbkv〈Jkv||Ia〉

I7Iabc = 〈Ia||bc〉 −
∑

jv

tajv〈Ijv||bc〉

We followed the same strategy to derive the expressions for other linearly transformed vector

blocks and for the (transition) density matrices; all programmable expressions are given in

the Supplementary Information.

We emphasize that we only used the integral screening as per Eq. (25) to justify the use

of the frozen-core approximation in the determination of the ground-state CC wavefunction

parameters and to write the effective Hamiltonian as given in Eq. (13). The linearly trans-

formed vectors used to determine the target state energies and the transition properties

are derived only invoking the frozen-core condition on the ground state parameters while

restricting the EOM excitations to core excitations (the latter referred to as the CVS con-

dition28). Therefore, some terms in the intermediates still contain such integrals. Although

small, these terms are found to further slightly improve the flexibility of our ansatz to ad-

dress, via correlation, the relaxation effects that follow core excitation. Strictly speaking,
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the complete neglect of the integrals in Eq. 25 defines yet another variant of a CVS scheme,

which will not be discussed in the present study.

We conclude this section by discussing size-extensivity of our fc-CVS-EOM-CCSD model.

As explained, for instance, in Refs. 75 and 76, size-extensivity of the total energy and size-

intensivity of the excitation energies is guaranteed if the singles and doubles block of the first

column of the matrix representation of the effective Hamiltonian H̄ are zero, as per Eq. (13).

The blocks in question contain the amplitude-constraint terms

Ωµ = 〈Φµ| exp(−T )H exp(T )|Φ0〉 , (30)

where, for CCSD, 〈Φµ| is either a single or a double-excitation determinant with respect to

the reference Slater determinant |Φ0〉, see Eq. (3).

Obviously, in fc-CVS-EOM-CCSD

Ωa
iv
= 〈Φa

iv
| exp(−T )H exp(T )|Φ0〉 = 0 (31)

Ωab
ivjv

= 〈Φab
ivjv

| exp(−T )H exp(T )|Φ0〉 = 0 (32)

since these terms are identical to the valence-only amplitude equations obtained by appli-

cation of the frozen-core approximation. As for the remaining terms, in which the occupied

indices are either a core I, a core J or both, let us consider, for instance, the elements Ωa
I .

In the frozen-core approximation, they become:

Ωa
I = 〈Φa

I | exp(−T )H exp(T )|Φ0〉

= faI −
∑

kv

fkvIt
a
kv

+
∑

kvc

〈kva||cI〉t
c
kv

−
1

2

∑

kvlvc

〈kvlv||cI〉t
ca
kvlv

−
∑

kvlvc

〈kvlv||cI〉t
c
kv
talv

(33)

In the canonical basis, the respective Fock-matrix terms are zero. If one invokes the negli-

gible integrals conditions as per Eq. (25), these blocks would become exactly zero. Similar

arguments apply for the blocks Ωab
Ijv

and Ωab
IJ . We note in passing that one can alternatively
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consider the Ωa
I , Ω

ab
Ijv

and Ωab
IJ blocks when only the negligible integral conditions are applied,

set them equal to zero and solve for the amplitudes taI , t
ab
IJ and tabIjv . It is then straightforward

to prove that the frozen-core conditions taI = 0, tabIJ = 0 and tabIjv = 0 are trivial solutions to

the equations Ωa
I = 0, Ωab

Ij = 0 and Ωab
IJ = 0.

However, since we defined our method by only invoking the frozen-core approximation

during the optimization of the ground state, we ensure that the fc-CVS-EOM-CCSD ap-

proach remains size extensive (i.e., size-intensive for the core excitation energies) by setting

per construction the above-mentioned blocks of H̄ to zero. The negligible integrals condition

suggests in any case that they will be small and can therefore be neglected with some degree

of confidence.

Numerical evidence of size-intensivity is shown in Table S3 of the SI, where we report

core-excitation energies computed for a cluster of Ne and H2O separated by R=100 bohr,

as well as for each system alone. Exactly the same core-excitation energies are obtained in

both cases.

3 Computational details

We implemented the fc-CVS-EOM-CC method in the Q-Chem electronic structure pack-

age77,78 using the libtensor library.79 The geometries of H2O, NH3, CO, C2H4, C2H3F and

O3 were optimized at the fc-CCSD(T)/cc-pVQZ level using CFOUR.80 For 9H-adenine, we

considered both planar and non-planar structures taken from the literature. The non-planar

structure was optimized at the fc-RI-MP2/cc-pVTZ level,81 whereas the planar structure

was optimized at the B3LYP/cc-pVTZ level.82 In the TR-NEXAFS simulations of uracil,

we used different structures: an optimized MP2/cc-pVTZ ground-state structure, a ground-

state structure and an S1 minimum both optimized at the SF-BH&HLYP/6-31+G(d,p) level

from Ref. 83, and two stationary-point (i.e., zero-gradient) structures for the S1 and S2 ex-

cited states obtained at the EOM-CCSD/aug-cc-pVDZ level of theory. All structures were
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planar or almost planar.

In the (TR-)NEXAFS calculations, we considered several different basis sets, and results

are here reported for Pople’s 6-311++G** (pure d functions) and Dunning’s aug-cc-pVTZ

and aug-cc-pCVTZ sets. In selected cases, the basis sets were further augmented with

uncontracted Rydberg-type functions whose exponents were computed according to the pre-

scription of Kaufmann et al. 84 Using such system-specific Rydberg functions affords a more

compact description of Rydberg states than an alternative brute-force strategy of adding

additional diffuse sets with even-tempered exponents.85

To analyze the EOM states (i.e., the extent of Rydberg character), we considered, for a

few selected cases, the spatial extent of the respective wavefunctions as well as the size of

the particle NTO of a transition.69 Both approaches deliver similar information, however,

when using the former, one needs to consider the difference between the expectation value

of the second moment of charges 〈r2〉 of the target EOM state and the CCSD reference85

because the size of the electronic wave function depends on the system size.

Experimental data were taken from: Ref. 86 for adenine, Ref. 87 for Neon, Ref. 88 for

H2O and NH3, Ref. 89 and 90 for CO, Ref. 91 for C2H4 and C2H3F and Ref. 92 for O3. The

experimental NEXAFS spectrum of uracil is from Ref. 93. All experimental spectra were

digitized from the original references using WebPlotDigitizer.94 The spectra were generated

using a Python script and NTOs were visualized using MOLDEN.95 The CVS-LR-CCSD

results we compare with were obtained using a development version of Dalton.96

4 Results and discussion

4.1 Near-Edge Absorption Spectroscopy and core ionization en-

ergies

To test the performance of our method, we first considered the neon atom. Table S4 reports

the computed excitation energies, oscillator strengths and IEs with three different basis sets,
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all supplemented with Rydberg-type functions (with n=2.5–4.5); the corresponding spectra

are shown in Fig. 1. As the atomic NEXAFS spectra are due to transitions from the 1s

orbital to Rydberg states,6 the inclusion of Rydberg-type functions (or, alternative, a large

set of diffuse functions) is mandatory in order to reproduce the Rydberg progression of peaks

in the experimental spectrum.27 The extent of Rydberg character in Neon is quantified in

Table S5. Table S4 and Fig. 1 also show the results obtained with the CVS-LR-CCSD

method in the largest of the three selected basis sets.

The NEXAFS spectra have been shifted, along with the IEs, to align with the first peak

of the experimental NEXAFS spectrum (estimated to be at 867.10 eV). After the shift, the

computed peaks match the experimental ones almost perfectly. Of the three sets, Dunning’s

aug-cc-pCVTZ (+Rydberg) yields the smallest absolute shift from experiment (+0.19 eV),

followed by −0.43 eV of the aug-cc-pVTZ (+Rydberg) set, versus −0.84 eV of Pople’s 6-

311+G**(+Rydberg). The spectral profiles in the two Dunning sets overlap completely after

the alignment.

With respect to previously reported CCSD results,27 obtained in the aug-cc-pCVTZ

basis supplemented with Rydberg functions using the Lanczos algorithm with all electrons

correlated (i.e., no CVS), the absolute shift from experiment in the fc-CVS-EOM-CCSD

method is lower and has an opposite sign (+0.19 eV versus −1.1 eV). The shift is also

smaller than the one obtained using the CVS-LR-CCSD approach of Ref. 28, whereas the

spectral profiles are practically the same, as it can be appreciated from both the results in

Table S4 and in Fig. 1. We also draw the reader’s attention to Table S2, where the fc-CVS-

EOMEE-CCSD results for Neon, as well as for a few molecular systems, are compared with

the corresponding CVS-LR-CCSD results taken from Ref. 28.
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6-311++G** + Ryd. ( -0.84 eV)
aug-cc-pVTZ + Ryd. ( -0.43 eV)
aug-cc-pCVTZ + Ryd. ( 0.19 eV)
aug-cc-pCVTZ + Ryd. / CVS-LR-CCSD ( -1.10 eV)
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Figure 1: Neon. fc-CVS-EOMEE-CCSD X-ray absorption spectra obtained by convolution of
the computed excitation energies and oscillator strengths with a Lorentzian function (FWHM
= 0.4 eV). The experimental spectrum was digitized from Ref. 87. The vertical dashed lines
correspond to the core ionization energies. The experimental IE is 870.17 eV. The energy
shifts required to align the NEXAFS profiles in each basis set with the experimental one are
indicated in parenthesis. The computed IEs have been shifted by the same amount as used
to align the NEXAFS profiles. The (shifted) NEXAFS spectrum and IE obtained using the
CVS-LR-CCSD method28 for one basis set are also shown.

The NEXAFS and IE values of H2O are reported in Table S6, with the corresponding

spectra shown in Fig. 2. The upper panel of Fig. 2 shows the spectra for the chosen basis sets

without Rydberg-type functions, whereas the two middle panel show those obtained including

the Rydberg-type functions. The third panel in particular compares the spectra and IEs

yielded by our fc-EOM-CCSD method and the CVS-LR-CCSD method. Besides an overall

shift (taking the value 534.0 eV as reference for the experimental first peak maximum, which

varies slightly for the three bases, the separation between the two first peaks is practically

the same, whereas huge differences are observed for the other bands known to have Rydberg
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character. Both relative intensity and position of the third band and the following ones are

strongly overestimated in the bases without Rydberg functions. Table S5 shows the sizes

of particle NTOs and the 〈r2〉 values (i.e., the second moments of charge density), clearly

revealing Rydberg character of certain transitions.

Also for H2O, the energy shifts required to realign with the experimental spectrum are

smaller than those obtained using CVS-LR-CCSD,28 see third panel of Fig. 2, as well as

Table S7 and Table S2 in the SI. The spectral profiles, on the other hand, are basically

identical.

Remarkably, in the aug-cc-pCVTZ basis the shift is smaller that in the aug-cc-pVTZ

basis, whereas the reverse trend has been observed using the CVS-LR approach of Ref. 28.

Thus, the current approach shows a systematic improvement (in terms of deviation from

experiment) of the results with respect to the basis set increase.
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Figure 2: Water. fc-CVS-EOMEE-CCSD O-edge X-ray absorption spectra obtained by
convolution of the spectral data in Table S6 with a Lorentzian function (FWHM = 0.4 eV).
The experimental spectrum (0.12 eV resolution) was digitized from Ref. 88. Dashed vertical
lines correspond to the IEs. The energy shifts required to align the NEXAFS profiles in each
basis set with the experimental one are indicated in parenthesis. The computed IEs have
been shifted by the same amount as used to align the NEXAFS profiles.

Another system whose gas-phase NEXAFS is dominated by Rydberg states is NH3. Fig. 3

shows the computed spectra; the raw data are in Table S8. The spectra were aligned with

respect to the peak maximum of the first experimental band, estimated at 400.53 eV. As for

the previous systems, the Dunning basis shows a smaller shift compared to the experimental

peaks (−0.68 eV vs −1.04 eV). Neither Pople’s 6-311++G** nor Dunning’s aug-cc-pVTZ can

correctly reproduce the third and higher bands without the inclusion of additional diffuse

functions. Rydberg character of these bands is clearly revealed by the data in Table S5.

As in the previous two cases, the overall shift of the fc-CVS-EOMEE-CCSD spectra from

the experimental one is smaller than obtained with the CVS-LR-CCSD scheme,28 see also
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Table S2.

6-311++G** ( -1.04 eV)
aug-cc-pVTZ ( -0.68 eV)

6-311++G** + Rydberg ( -1.04 eV)
aug-cc-pVTZ + Rydberg ( -0.68 eV)

400 401 402 403 404 405
Excitation energy (eV)
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Figure 3: Ammonia. fc-CVS-EOMEE-CCSD N-edge X-ray absorption spectra obtained from
convolution of the spectral data in Table S8 with a Lorentzian function (FWHM = 0.4 eV).
The experimental spectrum (0.2 eV resolution) was digitized from Ref. 88. Dashed vertical
lines indicate the IEs. The energy shifts required to align the NEXAFS profiles in each basis
set with the experimental one are indicated in parenthesis. The computed IEs have been
shifted by the same amount as used to align the NEXAFS profiles.

Table S10 presents the spectral data for C and O edges of carbon monoxide and the

corresponding spectra are shown in Fig. 4. The two upper panels in the figure show the

main NEXAFS bands, experimentally observed in between 286.5 and 289.0 eV for carbon

and in between 533 and 537 eV for oxygen. The middle and bottom panels of Fig. 4 show

the (much weaker) peaks observed at higher frequencies below the ionization limit.

The position of the dominant C-edge 1s → π∗ band is overestimated by 0.50 eV in the

6-311++G** + Rydberg basis set, and underestimated by 0.05 eV in the aug-cc-pVTZ +
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Rydberg basis. The O-edge 1s → π∗ band is overestimated by about 1.16 eV in Pople’s

set, and by 0.66 eV in Dunning’s basis. The additional features of the main experimental

bands are due to the vibronic progression, which is not included in our calculations. The

overall shifts are significantly smaller than obtained with the CVS-LR-CCSD scheme,28 see

also Table S2.

Upon alignment of the computed spectra with the main peak of the experimental ones,

the Rydberg transitions are still slightly misaligned, see mid panels of Fig. 4. Nonetheless,

all weaker 3sσ, 3pπ, 3pσ, 3dπ, 4sσ, and 4sπ transitions can be identified in the computed

spectra of each edge, although once again without their finer vibronic progressions. The

assignments can be verified by realignment of the first peak of the first progression, as shown

in the bottom panels of Fig. 4.
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C K-edge O K-edge

Figure 4: Carbon monoxide. fc-CVS-EOMEE-CCSD C K-edge (left) and O K-edge (right)
X-ray absorption spectra, obtained by convolution of the computed excitation energies and
oscillator strengths with a Lorentzian function (FWHM = 0.2 eV). The upper panels show
the main 1s → π∗ band, the mid and bottom panels the band progressions of the weaker
1s → 3sσ, 3pπ, 3dπ, 4sσ, and 4sπ transitions. The experimental spectra (0.03 eV resolution
at the C K-edge and 0.07 eV resolution at the O K-edge) were digitized from Ref. 89. Vertical
dashed lines correspond to the IEs.
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Fig. 5 reports the computed spectra of ethylene obtained by convolution of the spectral

data in Table S11. In this case, the Rydberg functions also improve the description of the

higher energy region approaching the ionization limit (third experimental band91). The

second band in the experimental spectrum corresponds to three excitations in the computed

spectra. The overall shift is 0.44 eV in the aug-cc-pVTZ(+Rydberg) set and 0.90 eV for

Pople’s 6-311++G**(+Rydberg) set. The overall shifts are smaller than obtained with the

CVS-LR-CCSD scheme 28, see also Table S2. Upon realignment with respect to the 1s → π∗

absorption energy, the IE obtained with Pople’s set is slightly underestimated compared to

the experimental IEs.

6-311++G** ( -0.90 eV)
aug-cc-pVTZ ( -0.44 eV)
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Figure 5: Ethylene. fc-CVS-EOMEE-CCSD X-ray absorption spectra by Lorentzian broad-
ening (FWHM = 0.4 eV) of the computed excitation energies and oscillator strengths. The
experimental spectrum (0.6 eV resolution) was digitized from Ref. 91. The vertical dashed
lines correspond to the IEs. The energy shifts required to align the NEXAFS profiles in each
basis set with the experimental one are indicated in parenthesis. The computed IEs have
been shifted by the same amount as used to align the NEXAFS profiles.
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Fig. 6 shows the computed X-ray spectra at the C edge in vinylfluoride (CH2CHF); the

raw data are given in Table S12. The computed spectra were shifted to align them to the

first experimental peak,91 whose position we estimated to be at 285 eV. The applied shift

is −0.44 eV for Dunning’s set, and −0.91 eV for Pople’s set. Inclusion of Rydberg-type

functions in the basis set has a more modest effect than in the case of ethylene.

NTOs of the most intense core excitations obtained with the 6-311++G** basis set are

shown in Table 1, allowing us to identify from which of the two C atoms they originate from

and the character of the transition. The Valence/Rydberg character of these intense core

excitations is quantified in Table 2.

The X-ray absorption spectra obtained at the fluorine edge of CH2CHF are shown in

Fig. 7; the raw data are given in Table S13. In the experimental spectrum, digitized from Ref.

91, only two peaks are clearly discernible, with absolute energies assigned at (689.2±2.0) eV

and (690.6±2.0) eV (1sF → σ∗ (C-F)). In the experimental study, the first peak is assigned to

a 1sF → π∗(C=C) transition, and the second one to a 1sF → σ∗ (C-F) transition. Inspection

of the results in Table S13 and of the NTOs in Table 3 indicates that the first band results

from two almost degenerate transitions, 1sF → σ∗ (C–F) and 1sF → π∗(C=C). The third

excitation (second experimental band) also appears to be of 1sF → σ∗ (C-F) character.

The experimental IE is at 693.26 eV.97 The computed spectra in the Pople set (with and

without Rydberg functions) are realigned by −1.98 eV, and those for the Dunning basis by

−1.58 eV.
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Figure 6: Vinyl fluoride. fc-CVS-EOMEE-CCSD X-ray absorption spectra at the C-edge
obtained by convolution of the computed energies and oscillator strengths with a Lorentzian
function (FWHM = 0.4 eV). The experimental spectrum (0.6 eV resolution) was digitized
from Ref. 91. The dashed vertical lines correspond to the IEs of the 1s electron on the
carbon atom of the CH2 group. The IEs of the 1s electron of CCHF atom are outside the
displayed frequency range (experimental IE 293.48 eV). The energy shifts required to align
the NEXAFS profiles in each basis set with the experimental one are indicated in parenthesis.
The computed IEs have been shifted by the same amount as used to align the NEXAFS
profiles.
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Table 1: Vinylfluoride. fc-CVS-EOM-CCSD/6-311++G** NTOs of 5 selected core-excited
states at the C edge (NTO isosurface is 0.05).

State Hole σ2
K Particle

A 0.78

B 0.79

C 0.82

D

0.62

0.19

E 0.82
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Table 2: Vinylfluoride. Changes in the second moments of charge density (in Å2) and electron
and hole size components (in Å) for selected core-excited states at the C K-edge.

State ∆〈x2〉 ∆〈y2〉 ∆〈z2〉 ∆〈r2〉 xe ye ze re xh yh zh rh
A -0.35 -0.05 0.36 -0.05 1.92 0.68 0.81 1.40 0.10 0.10 0.10 0.17
B 0.36 -0.17 0.38 0.57 0.92 0.67 0.81 1.39 0.10 0.10 0.10 0.17
C 1.57 5.80 1.11 8.49 1.42 2.39 1.22 3.03 0.10 0.10 0.10 0.17
D 2.16 3.86 1.50 7.52 1.81 1.78 1.36 2.88 0.51 0.29 0.10 0.59
E 1.24 2.43 0.73 4.40 1.50 1.58 1.03 2.40 0.10 0.10 0.10 0.17

A,B C
6-311++G** ( -1.98 eV)
aug-cc-pVTZ ( -1.58 eV)

6-311++G** + Rydberg ( -1.98 eV)
aug-cc-pVTZ + Rydberg ( -1.58 eV)
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Figure 7: Vinylfluoride. fc-CVS-EOMEE-CCSD X-ray absorption spectra at the fluorine
K edge, obtained by convolution of the computed energies and oscillator strengths with a
Lorentzian function (FWHM = 0.4 eV). The experimental spectrum was digitized from Ref.
91. The dashed vertical lines correspond to the IEs. The energy shifts required to align the
NEXAFS profiles in each basis set with the experimental one are indicated in parenthesis.
The computed IEs have been shifted by the same amount as used to align the NEXAFS
profiles. The shift was computed based on the experimentally derived maximum at 689.2
eV.
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Table 3: Vinylfluoride. fc-CVS-EOMEE-CCSD/6-311++G** NTOs of 3 selected core-
excited states at the F edge. NTO isosurface is 0.05.

State Hole σ2
K Particle

A 0.84

B 0.79

C 0.83
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Fig. 8 shows the fc-CVS-EOMEE-CCSD NEXAFS spectra of O3, based on the spectral

data in Table S14. This molecule displays the largest overall shift relative to the experimental

spectrum,92 −2.35 eV in the Pople set, and −1.96 eV with Dunning’s set. Apart from this,

our calculations confirm the assignment in Ref. 92: the first spectral feature is due to the

terminal oxygens’ 1s → π⋆, whereas the second (broad) band is due to both the central

oxygens 1s → π⋆ and the terminal oxygens’ 1s → σ⋆ excitations, see also the NTOs in

Table 4. The shoulder at 530.7 eV in the experimental spectrum is known to be due to the

O1s → σ⋆ transition of a small amount of O2 present in the sample.92
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Figure 8: Ozone. fc-CVS-EOMEE-CCSD X-ray absorption spectra obtained from convo-
lution with a Lorentzian function (FWHM = 0.4 eV) of the computed excitation energies
and oscillator strengths. The experimental spectrum High-Resolution Inner-Shell (0.05 eV
resolution) was digitized from Ref. 92. The dashed vertical lines correspond to the ionization
energy of the terminal O atom. The central oxygen’s IE was omitted in figures as it lies
above 545 eV.
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Table 4: Ozone. fc-CVS-EOMEE-CCSD/6-311++G** NTOs of the first 3 core-excited
states. NTO isosurface is 0.05

State Hole σ2
K Particle

A 0.70

B 0.72

C

0.63

0.19

The final system considered here is adenine, whose NEXAFS and XPS spectra were

experimentally recorded in gas-phase by Plekan et al. 86 We considered both carbon and

nitrogen edges. Due to the relatively large size of this system, we only carried out calculations

in the 6-311++G** basis set. The upper and lower panels of Figure 9 show the C and N

K-edge spectra, respectively. The raw data are given in Table S15. The C K-edge spectra

were shifted by −1.10(non-planar)/−1.14(planar) eV, and the N K-edge one by −1.43(non-

planar)/−1.45(planar) eV, and one can expect an even smaller shift had the larger aug-cc-

pVTZ basis set been used. The experimental features are, once again, quite well reproduced.
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The agreement for the higher-energy peaks could probably be further improved by inclusion

of Rydberg functions. Remarkably, the C-edge spectrum obtained from the planar geometry

is more similar to the experimental spectrum, primarily due to the larger splitting between

the 4th and 5th excitations in the non-planar structure. The spectral assignment for both

structures is, nonetheless, identical. This is best appreciated looking at the NTOs for the first

5 excitations shown in Table 5. We also note that in this case, as in other examples, NTOs

reveal that the electronic transitions have rather simple character and can be described by a

single NTO pair. In contrast, the EOM wavefunctions often show multiple amplitudes with

comparable weights, giving a misleading impression of the character of the transition.
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Figure 9: Adenine. C-edge (upper panels) and N-edge (lower panels) fc-CVS-EOMEE-
CCSD/6-311++G** X-ray absorption spectra for two different molecular structures, ob-
tained by convolution of the computed energies and oscillator strengths with a Lorentzian
function (FWHM = 0.4 eV). The rigid shifts applied are indicated in parenthesis in the
legends. They were determined with respect to the first experimental peak position in each
spectrum, estimated to be at 286.4 eV for C and 399.4 eV for N. The vertical dashed line
correspond to the first IE. The computed IEs have been shifted by the same amount as used
to align the NEXAFS profiles. The experimental spectra (0.57 eV resolution at the C K-edge
and 0.59 eV resolution at the N K-edge) were digitized from Ref. 86.
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Table 5: Adenine. fc-CVS-EOMEE-CCSD/6-311++G** NTOs of the first 5 core-excited
states at the C K-edge at the non-planar RI-MP2/cc-pVTZ geometry (left) and planar
B3LYP/cc-pVTZ geometry (right). NTO isosurface is 0.05.

Non-planar Planar
State Hole σ

2
K Particle Hole σ

2
K Particle

A 0.81 0.81

B 0.79 0.71

C 0.77 0.71

D 0.75 0.82

E 0.81 0.81
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Table 6: Adenine. fc-CVS-EOMEE-CCSD/6-311++G** NTOs of the first 3 core-excited
states at the N K-edge at the non-planar RI-MP2/cc-pVTZ geometry (left) and planar
B3LYP/cc-pVTZ geometry. NTO isosurface is 0.05.

Non-planar Planar
State Hole σ

2
K Particle Hole σ

2
K Particle

A 0.78 0.78

B 0.78 0.78

C 0.79 0.79

4.2 Core-level transient absorption spectroscopy

The advances in X-ray Free-Electron Lasers in the last decade have boosted the interest in

computational methodologies to simulate of Time-Resolved X-ray Absorption (TR-XAS or

TR-NEXAFS).8,9,98,99 Typically, in TR-NEXAFS pump-probe experiments, the sample is

first brought to a valence excited state by a UV pulse, and then probed, at different time

delays, with X-ray radiation. To simulate these processes, methods to compute the intensity

of valence-to-core transitions are needed. An EOM-CCSD/CC3 methodology, based on the

CVS approach of Ref. 28, has been devised and used, for instance, to simulate and interpret

TR-NEXAFS experiments in thymine.8 The study aimed at assessing the ability of K-edge

resonant absorption spectroscopy to probe ultrafast ππ⋆/nπ⋆ internal conversion in organic
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chromophores. Other methodologies have also been devised within the ADC,100–102 (MOM)-

TDDFT99 and TP-DFT13 frameworks.

We have extended the fc-CVS-EOMEE-CCSD formalism to the computation of the tran-

sition density matrices between two excited states, from which the transient X-ray absorption

spectra can then be obtained. As illustrative example, we have considered the valence-to-

core spectra of uracil at the O, C and N edges. TR-NEXAFS spectra of uracil have not

been experimentally measured yet, but they are expected to bear strong similarities with

those of thymine, whose O-edge TR-NEXAFS was measured in Ref. 8. Two valence excited

states were considered, the first bright ππ∗ state (S2 at FC geometry) and the first dark nOπ
∗

(S1 at FC geometry) state. The NTOs of these two states, obtained at the Franck-Condon

geometry, are shown in Table 7.

Table 7: Uracil. EOMEE-CCSD/6-311++G** NTOs of the first 2 valence excited states
and fc-CVS-EOMEE-CCSD/6-311++G** NTO of the core excitation from the S1 valence
excited state. NTO isosurface is 0.05.

Excitation Hole σ2
K Particle

nOπ
∗ 0.81

ππ∗ 0.75

1sOnO 0.45

Given the localized nature of the nOπ
∗ (S1) state on one of the two oxygen nuclei, and
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similar to what has been observed for thymine,8 one can expect that the TR-NEXAFS

measurements at the O-edge are the best to probe the population of the nOπ
∗ due to ultrafast

internal conversion. Indeed, we show in Figs. 10 and 11 the X-ray absorption spectra obtained

at the O edge for both the ground and the two excited states at different optimized geometries

for the ground and the two valence excited states. In all cases, core excitation from the nOπ
∗

state results in the emergence of a relatively strong and distinctive signal at around 526.0-

526.5 eV, similar to what has been observed for thymine.8 The NTO of this excitation,

labeled 1sOnO, is also shown in Table 7, clearly illustrating that the core electron fills the

vacancy in the nOπ
∗ excited state.
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Figure 10: O-edge of uracil. Upper panel: fc-CVS-EOMEE-CCSD/6-311++G** ground and
excited-state core absorption spectra at the DFT Franck-Condon geometry of Ref. 83. Lower
panel: fc-CVS-EOMEE-CCSD/6-311++G** ground and excited-state core-absorption spec-
tra, at the Franck-Condon geometry for both the ground state (S0) and the ππ∗ (S2) states,
and at the TD-DFT optimized S1 geometry of Ref. 83. for S1. In both cases, a Lorentzian
convolution function (FWHM = 0.4 eV) was used.
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Figure 11: O-edge of uracil. Upper panel: fc-CVS-EOMEE-CCSD/6-311++G** ground and
excited-state core-absorption spectra at the optimized MP2/cc-pVTZ Franck-Condon geom-
etry. Lower panel: fc-CVS-EOMEE-CCSD/6-311++G** ground and excited-state core-
absorption spectra at planar optimized geometries for each state, i.e., MP2/cc-pVTZ for the
ground state, and EOM-CCSD/aug-cc-pVDZ for the two valence excited states. In both
cases, a Lorentzian convolution function (FWHM = 0.4 eV) was used.

To conclude this section, we have also considered the transient state spectra that one

could expect to observe if probing at the C and N edges after the initial pump, along with

the computed ground state NEXAFS spectra and their experimental counterparts. Fig. 12

shows that at the C-edge the valence-to-core spectra are rather weak (signals have been

enhanced by a factor 10 in the figures), and that, opposite to the O-edge case, the most

intense features at this edge originate from the ππ∗ excited state. At the N-edge (see Fig. 13)

the intensities of the transient absorption spectra are higher than at the C edge (signals have

been enhanced by a factor 5 in the figures) and, as in the C edge case, the dominant features

are from the ππ∗ excited state.
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Figure 12: C-edge of uracil. fc-CVS-EOMEE-CCSD/6-311++G** ground and excited-state
core-absorption spectra at different geometries. On the left, DFT geometries of Ref. 83;
at the Franck-Condon DFT geometry for all states on the upper panel, and the Franck-
Condon DFT geometry for S0 and S2 and the TD-DFT optimized S1 geometry for S1 on
the middle panel. On the right, the planar MP2/cc-pVTZ Franck-Condon geometry for all
states on the upper panel, and the MP2 optimized geometry for S0 and planar optimized
EOM-CCSD/aug-cc-pVDZ for both S1 and S2 on the middle panel.
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Figure 13: N-edge of uracil. fc-CVS-EOMEE-CCSD/6-311++G** ground and excited-state
core-absorption spectra at different geometries: the Franck-Condon DFT geometry of Ref. 83
for all states on left upper panel; the Franck-Condon DFT geometry of Ref. 83 for S0 and S2

and the TD-DFT optimized S1 geometry for S1 on left lower panel; the planar MP2/cc-pVTZ
Franck-Condon geometry for all states on right upper panel; the MP2 optimized geometry
for S0 and planar optimized EOM-CCSD/aug-cc-pVDZ geometry for both S1 and S2 on the
bottom right panel.
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5 Conclusions

We have presented a new, fully-analytic core-valence separated equation-of-motion approach,

named fc-CVS-EOM-CCSD, for calculating spectral descriptors of X-ray absorption spectro-

scopies, specifically near-edge absorption fine structure, core-ionization energies and transient-

state (time-resolved) X-ray absorption. The approach exploits the large energy separation of

the core and valence orbitals both in the determination of the amplitudes of both coupled-

cluster ground-state wavefunction (via the frozen-core condition) and of the EOM target-

state wavefunctions (via CVS). By decoupling core-level states from the high-lying valence

states that are embedded in the ionization continuum, CVS addresses the most challenging

issue in modeling core states, that is, complications due to their autoionizing nature. In

contrast to full EOM-CCSD, fc-CVS-EOM-CCSD features a robust numeric performance

and reduced computational costs. Yet, it retains sufficient correlation, necessary to describe

orbital relaxation effects, and is size intensive by construction.

We benchmarked the method using a number of atomic and molecular systems, comparing

the results with both a previously proposed CVS-CCSD scheme28 and with experimental

data. The shape of computed NEXAFS spectra agrees very well with the experimental

one in terms of the relative heights of the individual peaks and the distance between them.

However, the computed spectra are shifted with respect to the experiment. The magnitude

of the shifts required for the alignment varies between 0.2 eV and 3 eV, depending on the

edge and basis set considered. In all cases, the shifts are smaller than those obtained with the

previously presented CVS-CCSD approach based on the energy separation between core and

valence excited states,28 whereas the spectral profiles are essentially the same. Importantly,

for all examples, we observed a systematic decrease of the shift upon a basis set increase.

The reduced absolute shifts from experiments compared to the previously presented

CVS-CCSD approach28 are most likely due to effective error cancellation between the neglect

of core correlation in the ground state, its inclusion in the excited states and the neglect of

higher-order correlation and excitation effects in the (EOM-)CCSD method. Even if one
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can argue that triple and higher excitation effects (as well as relativistic effects) are required

to attain fully quantitative agreement with experiment,103,104 we believe that the results

reported here give plenty of evidence that our ab initio approach is a useful addition to the

toolbox of computational spectroscopy: it offers a robust, black-box, and reliable scheme for

the interpretation of modern X-ray experiments, at a lower computational cost and more

efficiently than the previously proposed CVS scheme,28 thanks to the combination of a fully

analytical implementation of the CVS condition instead of a projection technique, and the

use of the frozen core approximation in the ground-state calculation.

Simulations of the transient-state NEXAFS spectra of uracil at all three edges supports

the ability to probe the ultrafast internal conversion of this RNA basis by TR-NEXAFS,

similar to what has been recently verified experimentally and computationally for the DNA

basis thymine.8
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(68) Bäppler, S.; Plasser, F.; Wormit, M.; Dreuw, A. Exciton analysis of many-body wave

functions: Bridging the gap between the quasiparticle and molecular orbital pictures.

Phys. Rev. A 2014, 90, 052521.

(69) Mewes, S.; Plasser, F.; Krylov, A. I.; Dreuw, A. Benchmarking excited-state calcula-

tions using exciton properties. J. Chem. Theory Comput. 2014, 11, 710–725.

(70) Schirmer, J. Beyond the random-phase approximation: A new approximation scheme

for the polarization propagator. Phys. Rev. A 1982, 26, 2395–2416.

(71) Dreuw, A.; Wormit, M. The algebraic diagrammatic construction scheme for the po-

larization propagator for the calculation of excited states. WIREs Comput. Mol. Sci.

2015, 5, 82–95.

(72) Angonoa, G.; Walter, O.; Schirmer, J. Theoretical K-shell ionization spectra of N2 and

CO by a fourth-order Greens function method. J. Chem. Phys. 1987, 87, 6789–6801.

(73) Schirmer, J.; Thiel, A. An intermediate state representation approach to K-shell ion-

ization in molecules. I. Theory. J. Chem. Phys. 2001, 115, 10621.

(74) Purvis, G.; Bartlett, R. A full coupled-cluster singles and doubles model: the inclusion

of disconnected triples. J. Chem. Phys. 1982, 76, 1910–1918.

51

Page 51 of 58

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60



(75) Stanton, J.; Gauss, J. Perturbative treatment of the similarity transformed Hamil-

tonian in equation-of-motion coupled-cluster approximations. J. Chem. Phys. 1995,

103, 1064–1076.

(76) Wang, Z.; Tu, Z.; Wang, F. Equation-of-Motion Coupled-Cluster Theory for Excitation

Energies of Closed-Shell Systems with Spin–Orbit Coupling. J. Chem. Theory Comput.

2014, 10, 5567–5576.

(77) Krylov, A. I.; Gill, P. M. W. Q-Chem: An engine for innovation. WIREs Comput.

Mol. Sci. 2013, 3, 317–326.

(78) Shao, Y.; Gan, Z.; Epifanovsky, E.; Gilbert, A. T.; Wormit, M.; Kussmann, J.;

Lange, A. W.; Behn, A.; Deng, J.; Feng, X.; Ghosh, D.; Goldey, M.; Horn, P. R.; Jacob-

son, L. D.; Kaliman, I.; Khaliullin, R. Z.; Kuś, T.; Landau, A.; Liu, J.; Proynov, E. I.;
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