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ABSTRACT

New models for human pilot dynamics and new methods for pilot/vehicle
dynamic analysis are investigated. The status of existing quasi-linear
models is reviewed and deficiencies are noted as a besis for pinpointing
areas needing the most effort. The pilot modeling topics explored include:
low frequency lead generation using either velocity sensing at the peri-
phery (eye) or difference computations accomplished at a more central
level; mode-switching models for nonstationary or discrete inputs to the
pllot/ﬁehlcle system; physiological aspects of pilot dynamics in tracking
tasks; Successive Organization of Perception (SOP) theory for levels of
rilot cognition higher than compensatory. For pilot/vehicle analysis,
analytical approaches from control theory which appear to have prcmise
are studied, including: time-optimal computing feedforward elemenbs use-
ful in the mode-switching models for response to nonstationary 1nputs,
optimal control theory using the crossover model in the performance\
criterion to estimate pilot response characteristics in compensatory
tasks; inverse optimal control theory using known experimental results
and quasi-linear pilot response models in an effort to define the pllnt'
adjustment rules in terms of performance indices; optimal control theury
to provide a simple test for optimality (to an elementary quadratic
criterion) using only average performance measure data. :

Distribution of this Abstract is Unlimited.
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BECTION I
JNTRODUCTION

A. BACKGROUND

The current status of quasi-linear models for the description of
human pilot dynamics 1s good enough to provide useful and effective tools
for the solution of a variety of practical flight control problems.
Nevertheless, a number of important and troublesome problems cannot be
handled within the quasi-linear context and, as a consequence, a practical
requirement exists for new approaches. Fortunately, there are a large
number of methods available from automatic control theory which offer
some promise as methods to be applied to manual control, and there are
new views of old data which may also prove fruitful. From these well-
springs it is hoped to evolve the new approaches needed. The purpose of
this program 1s to matcn some of the methods to some of the problems, and

to sumrarize and evaluate these new approaches to pilot/vehicle analysis.

The methods and models sought through the new approaches should have
potential application to flight control tasks and control system design
problems. A further qualification is that they be appropriate for use in
some aspect of system prediction; for example, to predict

¢ System performance in a given situation
@ Pilot activity in a given situation
e Pllot commentary and opinion rating trends across situations

The types of control situations for which the capability to predict becomes
a requirement might inciude
e Closed-loop control and regulation cf attitude or path about
a fixed operating point or about time-variable operating points

® Open-locy response to extermal or internal commands and
disturbance.

o Control retention during abrupt changes in the controlled
element, a8 during s stability augmenter failure

LY




Ideally, the models should be able to duvacribs behavioral dif'ferences
in control situations which are due (o changes in the informmtional input
(or display) conditiona. For the exemplary control situations noted
above, this might be due to differences such as

- e Complete VFR display plus all motion cues
The more restrictive IFR display plus all mction cues

Incomplete variants of the above, corresponding to various
ground~-simulator conditions

C. APPROACE

'
i
't
t
H
3

The inspiration and requirements for new methods or models can derive
from two sources: (1) knowledge of amalytical approaches which may con-
ceivably be applied (solutione in search of problems); (2) deficiencies
| in existing models (problems in search of solutions). The basic approach
edopted in this raport is to use the status and deficiencies of extant
quasi-linear models to structure a frame of reference for the pursuit of
new methods and models. This does not inply a univeresality of application
for quasi-linear techniques, but takes advantage of the accumulated knowl-
edge of their shortcomings, and the reallization that aitermative approaches
mst be developed 1f a nuuber cf critical flight control problams are to
be attacked at all. The new approaches derive, inductively, from consid-
eration of what is deficient in the current state-of-the-art, followed by
attempts to solve the particular problems exposed with whatever techniques
are available; and, deductively, starting with a metnod or theory and
looking for problems it can solve. Both kinds of initial points are

represented here.

D. PREVIEW OF TEE REPORT

The report really comsists of two parts. The first comprises
Sections II and III which summarize the status quo as evidenced by the
quasi-linear pilot models. The remaining sections present the varlous
new models/methods » each in a separate section for clarity.

Section II summerizes the current status of quasi-linear models for
compensatory and pursuit trecking, multiloop tasks, and the neuromuscular




subsystem. This provides the prologue to S8ection III, where a comprehensive
tabulation of the deficiencivs of these models is glvan, thereby defining
the problem areas.

The firast new model/method topic (Bection IV) is a preliminary exami-
pation of low frequency lead generation. Two possible and complementary
schemes are proposed. In one the lead derives from velocity computation at
the optic nerve level, whereas the other depends on computation of first-
position differences at a more central loesation. Fach model accounts for
nome of the observed differences in behavior between situations requiring
low frequency lead and those which do not. DBoth modelo are refinements in
detail to existing Quasi-linear descrip*ions.

Bection V examines the most ¢lementary nonstatiomavry situation, where
the nonstationary feature is a transient, i.e., step foreing function.
The most complete model available at the outset of this program is first
revievad and used as a basis for constructing an experimental program. The
experimental data are then presented. In the event these contradict many
of the features of the hypothetical model, a new dual-mode control model is
presented as a replacement.

In Section VI the Successive Organization of Perception (SOP) hypothesis
is reviewved and elaborated. The major purpose of this section ls to preaent
an efficient way of coding and selecting the most likely mode of behavior
from those which have heen identified and modeled as phases within the
over-all Successive Organization of Perception context. Jt is, among other
things, a description of an analysis procedure which enables one to select
model forms appropriate to a specific situation.

Physiological aspects of human tracking behavior are described in
Section VII. Signal flow and functional operations compatible with physio-
logical knowledge are shown, and various substructures capable of exhibiting
the "special case" behavioral patteru. associated with compensatory, pursuit,
and precognitive operations are discussed.

The last three sections are attempts to apply the powerful techniques
of optimal control theory to alleviate some of the deficiencies in quasi-
linear aodels summarized in Section III. The first question attacked (in
Section VIII) is the optimality of manual control systems for elementary

3




performnce criteria such as mean-squared error. This is accomplished
using a slmple test for optimality which involves ouly the mean-squared
value of signels within the manual control system and requires no knowl-
edge of cte dynamic details. The experimentnl resultis are introduced to
compare with the theoretical constructions.

In Seation IX the inverse optiml control problem is uased in an effort
te formulate compensatory tracking performance indices for which the loop
dynamics, YpYes measured experimentally are optimal. %uls approach can
provide a more quauiltative Lasis for adjustment.

Finally, Section X considers the eatimastion of human pilot describing
functions for novel situations by using optimal control theory. The
procedures described permit much of the artistry in estimating describing
functions for given controlled elements to be replaced by a concrete
computational procedure.




Quasi-linear models are the meet cxtensively applied and best based
ompirically of all models for pilot behavior. They are totally satis-
factory for many problems, while for others they either have some
promise contingent on further development or are fundamentally deficlent. !
To correct these latter shortcomings new model/method structures are §
needed, and one starting point for defining these new approsches is
provided by the existing structure of quasi-linear pilot models.

The status of quasi-linear models is sumarized in this section to
provide this freme of reference. Single-loop compensatory situations
are mentioned tirst, followed by the single-loop pursuit models. Then,
a digression ie made to cousider the characteristics of the neuromuscular
subsystem, a key element in any model of the pilot. Next, the struc-
ture of multiloop control is summarized. Finally, the more significant
restrictions to be considered in the application of extant quasi-linear

models are noted.
A. BINGLE-LOOP COMPENBATORY

The firet problem in manual control system dynamics is to determine
the pilot response in the single-axis compensatory tracking task defined by
the block diagrem of Fig. 1. A stationary random-appearing forcing func-
tion, 1(t), is applied which results in a displayed error, e(t). The pilot
output, c(t), acts on the fixed controlled element dynsmics, Y., tc produce

the system output, m{t).

i e c m
Pilot | Controlled
Element

Figure 1. Single-Axie Compensatory Tracking

&




Messurements of pilot characteristics in this task have been mede

by a large number of investigators over the last twenty years (Refs. 1-15).
A summry of results based on cross-spectral and spectral analysis is
given in Table I.

At various times™ throughout the period during which this now imposing
data base was being accumlated, Analytical/Verbal Models were evolved
which described or were compatible with all the then existing data.
Besides serving as encapsulated descriptions of the data, these models
were also intended to be used in new situations which are extrapolations
of those for which the data were obtained. In fact, the primary emphasis
in the entire model-bullding effort has been placed on models which can
be used to predict pilot dynamic response characteristics in manual
vehicular control systems.

Another cut has been taken recently at updating the Analytical/Verbal
Quasi-linear Pilot Model. This was accomplished mainly in connection with
Ref. 12, although it is not explicitly contained therein, and 1s summrized
in Ref. 17 as the girca 1965 model. As with the other models mentioned
above, the circea 1965 model consists of two parts— the describing function
and the remnant —and contains two kinds of information: (1) analytical,
glving the general form of the dynamics, and (2) verbal, providing the
adjustment rules which tell how the parametere in the general form are to
be adjusted so that the model 1s an cstimate of pilot behavior for a
specified situation. The describing function portion of the cirea 1965
Analytical/Verbal Model is summarized below. It is generally applicable
to fixed-base tracking or regulation problems where the system inputs are
random-appearing, and where the pilot, vehicle, and inputs are reasonably
time-stationary.

*For example: 1957, Ref. 6; 1959, Ref. 16; 1960, Ref. 11.
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TABLE I
SUARY OF DRSCAIBING FUNGTION PLUS KIMEANT DATA

NO. OF NO. OF NO. OF
RANDOM - CONTROLLED <
INVESTIGATOR | AFPEARING | ELEMENT MAN IPUATOR CROSSOVER REMARKS
(Ref.) | FORC. Func TYPES REGION
) TYPES INVEST .| INVESTIGATED MEASUREMENTS
Simulated tank gun turret .
Spede grip, - ‘
Tustin 2 2 spring restraint o] tracking. Single-dimensiomal :
(1 ) input. '
i
Handwheel, ;
Rul’l;ell 2 1" no restraint 6 Single-dimensional input. f
(2) r
Simulated control of aircraft E
Alrcraft pitch axis in both statiomary i
Goodyear 2 2 control stick 0 and pitching simulator.
(3:“‘) Single-dimensionml input.
Simulated control of aircraft
Aircraft lateral and longitudinal axes
Krendel, et al 3 3 control stick 0 in tail-chase, with and with-
(5 6) out airfreme dynamice. Two-
’ dimensional input.
Pencil-like
Single-dimensional input. Some
E:Ek';‘;d 2 ! ::Z i‘;:inzo 6 remnant data.
Stabilization of aircraft #
Afr~raft lateral and longitudinal axes
Seckel, et al 2 2 control stick 2 in both flight and fixed-lLase
similator. Two-dimensiomal
(8) input.
Stabilization of various air- J
craft longitudinal dynamics
Hall 1 20 Mrom™ heel 19 vhile also controlling a fixed
con . set of lateral charmcteristics.
(9,10,11) Two-dimensionsl input.
Stabilization of a wide renge
of idealized dynarics contrived
Iateral to evoke a complete range of
HcRuer, et al > 22 side stick 230 operator transfer characteris-
2 tics., Single-dimensionkl
(1 ) input. Good remrant date.
Iateral True multiloop situation,
Stapleford, 3 3 8ide stick 37 lateral control in a tail-
et al and chase., Single-dimensioral
(1 3) rudder pedals input, two-dimensicnal display.
Longitudinal Extreme ranges of restraint and
Magdaleno, side ptick,
et al 1 2 soring am inertis 150 controlled elsment values.
( h-) -Bstzint’ Single-dimensional input.
1 ro
Stabilization of aircraft
lateral and longitudinal sxes
amitn 1 3 ‘::;:g‘;‘ stick >2u in both flight and fixed-base
simulator. B8ingle-dimensiomal
(1 5) input.




‘13 [Stnson Siiarbot £ e

1. The Ciroa 1965 Analytiocsl/Vesbal Desoriding Munotion Model

a. Qenerwl describing funation form. For visual inputs in single-loop
systems the general describing functioa form for the human pilot is that of

the precision model:

T.Jw + 1 T Ao+ 1
. -j«m( L ) ( K ) i 7
Y = a —— ——— — (])
P P Trdw + 1 TgJo + 1 (TN1Ja)+ 1)[(Jw)2+ EENJw + 1]

M‘W

~Ja/w 1 -Jul'y
e [TN' Jo+ 1] °F €
For conditionally stable loops the low frequency phase can be an important
feature of the manual control system and an appropriate simplified version

of Eq. 1 is
o () abemewd o
P Triw + 1 :
This form is also adequate for most other systems as well. However, for
loops wherein low frequency performance is essentially unaffected by the
low frequency phase lag term, e“-j"'/ @ Eq. 1 can be simplified to

T -
Y ¢ & (g :) emdols + T (3)

In either of Egs. 2 and 3 the e_‘j"‘ﬂ‘N is interchangeable with (TyJjw+ 1 )"1
Furthermore, if oT <1, e—JoT = -—[(T/E‘)s-—1]/[('1‘/2)s +1].

b. Adjustment rules

(1) Equalization selection and adjustment. A particular equaliza-
tion is selected from the general form Kp(TpJw+1)/(Trjw+1) such that
the following properties obtain:

(a) The system can be stabilized by proper selection of
gain, preferably over a very broad region.

(b) Over a considerable frequency range in the crossover
region (that frequency band centered on the crossover frequency,
ae), IYch'db has approximately a -20 db/decade slope.

(e) |YpYe| >>1 at low frequencies to provide good low fre-
quency closeg-loop response to system forcing functions (commands).

Examples of form selection and basic adjustment are provided in
Table II.
8
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(2) Effective time delay. After the appropriate equalization

form has been adopted, the net effect in the region of crossover
of high frequency (relative to crossover) leads and lags can be

approximeted by rep]aciug these terms in Egs. 1, 2, or 3 with a

pure time delay term, e J®¥e, The effective time delay, Te, 18

the sum of all the human pilot's pure time delays and high fre-

quency lags less the high frequency leads; i.e.,

2
Te T + Ty +-—a§!'—§—'1‘1h1 (for Eq. 1)

T+ TN - Toy (for Eqs. 2, 3)

The notation Ty implies that only those Tr's used to partially

compensate for high frequency phase lags (e.g., see Table II) are

involved; otherwise Tr,4 = O. Ia general Te depends on both the
controlled element dynamics and the forcing function bandwidth.
These dependencies are approximately serial; viz,

te(Yo 1) = To(Ye) — ATe(wy) where &te(0) = O

(e) Estimtion of tg. T, can be estimmted from the
effective order of Y, in the crossover region using the
data of Table III.

TABLE III
EFFECT OF Y, ON 7o
Effective aly,| db] 7o
ngs:gver dInoles @ (sec)
Region (db/decade)
Ko 0 0.33
Ke/dw -20. 0.36
Ko /(Jw)? 40 0.52

(5)

(6)

(b) Inoremsntal 7o due to foreing funotiom. The portion
of Te glven by T 18 all there is to Te when the forcing func-
tion tandwidth, wy, is zero or very small. Asewi i3 increased,
however, the neuromuscular lag, Ty, and/or the equalizer lead,

TLpy, are adjusted to reduce the net lag described by Te. A
first-order approximetion for this effect, good for all con-
trolled elements, is

Ote = 0.08wy
where Ate 18 in seconds and ay is in radians/second

10
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(3) COrossover frequency,

(a) Basic crossover frequenoy, ap,. The basic cross-
over frequency for tasks where wy 1is zero or very small,
denoted as ac,, 1s found by adding the phase angle, -ury,
due to the high frequency phase lag, to that of the con-
trolled element and the previously estimated Yp equalizer
characteristics. Estimates for the basic crossover fre-
quency, ux,, and the gain are then made from the conditions ‘
for neutrai stability.

(b) a. inwariance properties

t) o —X; independence. After initial adjust- .
ment, changes in controlled element gain, K., are oifset by }
changes in pilot gain, Kp; i1.e., system crossover frequency,
ay, is invariant with K.

2) —ay independsnce. System crossover fre-
quency depends only slightly on forcing function bandwidth

with a>1<0.&n:°.

)] regression. When wjy nears or becomes
greater than 0.dung, the crossover frequency regresses to
values much lower than axg,-.

4) Phase mrgin adjustment with @y. Since ap is
essentially independent of wy, and Ate is directly propor-
tional to wi, the system phase margin, @y, is directly pro-
portional to wy. This strong dependence of phase margin on
the forcing function bandwidth is associated with the linear
variation of ATe with wj, and is essentially an alternate
statement of Eq. 7.

3. BSINGLE-100P PUNSUIT

Pursuit behavior is formally distinguished from compensatory by the
addition of the feedforward loop containing the block Yp, and/or the
direct feedbasck of output via the block Ypy to describe the pllot's
actions. These are shown in Fig. 2. The Ypy operation indicates that
the pilot has full knowledge of the forcing function either directly
or by irplication and takes advantage of this knowledge to appropriately
modify his response. The Ypn operation represente a similar kind of
action on the output. Those functions vhich are typically intermal to
the pilot are enclosed by a dashed line in Fig. 2, including the
differential which produces some error, e. In the alternstive case
where ¢ and m are available, 1 may be inferred by the pilot.

1B
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Figure 2. Single-Axis Pursuit Tracking

Recent experimental activities (Ref. 18) have resulted in a better
understanding of pursuit behavior. One explanation of these results is
that the block operating on the error, Yp,, 18 much the same as the quasi-
linear describing function for compensatory tracking, and that the pilot
does use his additional knowledge of the forcing function to improve his
performance with Ypy. Operations in which Ypy are likely to be generated
have not yet been demonstrated.

The adjustment of Ypy is nearly |Yp,Yc| = 1 over a fairly brosd
frequency range. The phase angle of YpiYc varies from zero somewhat, but
othervise the action of the feedforward is such as to reduce the error to
zero, and tc make the output follow the input closely. That the "proper"
action by the pilot is to approximately invert the controlled element 1is
apparent from the relationships between output, error, and forecing func-

tion, i.e.,
(Ypg + Ype)YeI(Jw) + YoNe(Jw)
M(Jw) = T (8)
(1 -YpiYc)I(Jw) = YoNe (Jw)
E(Jw) = TV T, (9)

If the remant is neglected, the output, M{Jjw), will equal the input and




the error will be zero when Ypy = 1/Yc. In fact, the system becomes nearly

open-loop through the feedforward, with the feedback acting as a vernier
control and as a means of stabllizing the controlled element when needed.

An excellent example of pursult activity is given in Fig. 3, which
shows the Ypy generated in control of a second-order system with an
unstable divergence. The degree to which the ideal Yp,Y, = 1 can be :
approached in pructice is remarkable for the amplitude ratio, although &
nowhere near as close in phase. '

C. NEUROMUSCUIAR SURSYSTEN ;

Those aspects of the control force characteristics involviug the
pllot's neuromuscular system as a closed-loop actuation system are subtle
and not generally understood. Yet they can be exceptionally important
and critically limiting in such metters as

® Control precision where limited by the pilot's neuramuscular

system

® Effects of control system nonlinearities, including their

connections with control system sensitivity requirements
Fortunately, recent research on humen pilot dynamics (e.g., Refs. 18-26)
has revealed enough about the human pilot neuromuscular characteristics
to allow a ratio.-al approach in consldering such factors.

Although the detalls of the human's actuation system for even tne
simplest of motions are enormously complicated from a component standpoint,
its behavior for random-appearing visual iaputs and spring-restrained
manipulators can be modeled quite well using the equivalent system of
Fig. 4. The details of the "components" in this system, which amount to
ensembles of neurological sensing, equalizing, and actuating apparatus,
are beyond the present scope (see Ref. 28), although some features are
alscussed in Section VII-A. The net results of their actions can be
treated, however. These are implicit in the component describing functions
for the elements in Fig. 4. For the spindle ensemble, which provides in
one entity the feedback, a bias adjustment, some adjustable series equal-
ization, and the source of one commnd to the system, the describing
function 1s a lead/lag, i.e.,

13




Amplitude Ratio~db

Phase Angle~deg

0.2 0.5 Ke] 20 5.0
w~rad/sec

-80

-120

-160

Legend
O Yp, (Experimentol Dota)

-200 — /Y,

Figure %, Feedforward, Y 1 for Pursult §ystem
with Yo = 2.5/jw(Jw=1.5)
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ANa , Kp(TRam )

= - (v
y= @ wTy

The lag ia a high fregquency effect beoause a << 1, and the lead in the
dundnant part of the squalismtion. The 3y motor nevron command provihie:
one merhn of actuating the neuromungular system.

For mny inpute requiring fmeter algml prooessing, an o mot. . neuron
voimmind from higher venters provides the dominant aigml to the neuros
wuBOUIAT syslem, as shown ib Fig. 4. Thia is a secund vay to actuate
the heuromusaular systen.

The limb/musvle/mnipulator dynapios, or actuation elements, are more
complicated. An overaimplified equivalent cirowlt diagram of thie aub-
aystem 18 #hown in Fig. H, and a Bode diagream in Fig. o, The effective
damping and time constanta in this osubaystem can be changed Ly varying
the average tension in the muacles. Thla can be done either aonacivusly
or subconsciously. The trensfer chammcteristics are

K
X ,,

Cn¥s +R k )
o ()

KQQM'B%;-

In trecking tasks the neuromuscular system average tenaion, Py, 18 large,
80 the trwnafer charmacteristic is overdamped and has the fomm,

*K,i"
o (Jw+,-1%-1-)(.]m+—,1;€) Y

Approximmte tactors, which apply for CpPy >> B,, are
(5
WA

().

(e)

1

T
-
T
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Figure 6. Jw-Bode Diagram for Limb/Manipulator Dynamlce
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The relationshipe in EQ. 12 show the fundamental effects of changes in the

steady-state isometric tension, Py. If Py is increased, the high frequency
time constant, %, is decreased and the low frequency time constant, Ty »
1s incroased. In the process, the width of the —20 db/decade portion of
the limb/manipulator system Bode diagrem is increased.

A variation in tension causes major changes in the neuromuscular
subsystem dynamics and, therefore, in the over-all dynamic behavior of
the human operator. The genoral nature of these changes is indicated for
the y motor neuron command iuput by *the surveys given in Fig. 7. These
surveys neglect the pure time delay, Tq, within the loop. Filrst, for a
low value of average tension (which is still sufficient to meke Gy over-
damped) the closed-loop dynamics are given by

< (Txs + 1)e77v® _
Ye ('1‘;'411,11 + 1)(1‘)'42P‘l + 1) [(uTx)l;’s + 1]

(13)

Then, with an increase in tenasion the open-loop plot changes to that shown
for high tension. The closed-loop dynamics are similar in form, but the
loocation of the poles has changed. The basic outcome of the steady-state
tension increase is to decrease the affective time delay, Ty, which is
approximately

™ = Ty, + (aTg)’

Accompanying the effective time delay decrease is an increase in the very
low frequency phase lag duc to the shift in 1/'1‘]'( Thus this extremely
simple mechanism models the simultaneous variation of very low frequency
phase lag and effective time delay observed experimentally (Refs. 12, 26).

A similar type of analysis follows for the neuromuscular system response
to an a motor neuron commmnd. The block diagram is that of Fig. 8a. The
transfer characteristics are givern approximately by

(aTke + 1)e Tab

-

(Th'd,s + 1)(%3 + 1) [(a'l‘x)'s R '] (14)

where the Py or Py subscripts are left off as not needed in this context.
The numerator time delay, edr“s, represents the effective delay in the
stretch reflex loop. The Bode diagram for Eq. 14 is given in Fig. 8b.
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Figure 8. Alpha Motor Neuron Command System
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For a closure with increased tension (higher gain) in the limb dynamics,
the crossover for the over-all closed-loop system will occur in a fre-
quency region with a slope of ~40 db/decade as shown. Further, to the

extent that
1 1

(aTg) ' aTx

the a motor neuron command response becomes approximpately

~To S
£ = (15)
C (Tﬁ15 4-1) (rMes + 1)
1 1 ]
oc T 1D ; ~— < < o=
o, 32 ; T is] c

D. MUILRILOOP PILOT MODEL

The pilot model for multiloop tasks is an extension to the
quasi-linear describing function model for single-loop tasks summarized
above. As used here the term "multiloop" refers to two or more
interacting lcops; control tasks involving noninteracting loops are
referred to as "multiple-locp." For example, pitch and bank angle
stabilization in straight and le :1 flight i1s a multiple-loop task, while
pitch attitude and altitude control is a multliloop task.

Multiloop tasks involve, in generml, several sensed quantities (e.g.,
pitch attitude and altitude) as well as several different pilot outputs
(e.g., elevator and throttle). The inputs to the pilot mey be perceived
by only one of the senses (single modality) or by several (multimodality).
The single-modality case— visual cues only — 1s discussed in subsection 1
below. Some additional factors which must be considered in the multi-
modality situation— visual and motion cues — are outlined in subsection 2.

Multiloop tatks can also be classified according to the level of pilot
activity or perceptive structure. As in single-loop caces, the pilot may
cperate at various limits, e.g., compensatory, pursuit, etc. In fact, it
is poesible for the pilot to have a combinmation of levels, e.g., compensa-
tory in one locp and pursult in another.

21




To avoid a lengthy and involved presentation, only compensatory behavior
is discussed here. The ramifications of pursuit or precognitive pilot
behavior can be inferred from the pertinent single-iocop presentations.

1. Bingls Modality

The analysis procedure for a multiloop control task with only visual
cues is illustrated in Fig. 9. The information required at initiation of
the procedure 1s a description of the basic task or mission and the
envirorment in which the task 1s to be performed. These provide the
command/disturbance structure shown in Fig. 9 and result in the foreing
function specification. Alsc needed initially is a detailed description
of the vehicle dynamics with any assoclated stability augmentation.

Possible piloting techniques are determined by combining the command
and vehicle data via the multiloop extension (Ref. 13) to the single-loop
pilot model described above.

The application of the pilot model for multiloop compensatory systems
then allows the analyst to estimate, for given command structures and a
given set of controlled element dynamics:

Possible competing sets of pilot loop closures.

¢ Pllot dynamics in terms of the pilot describing
function for each of the loops closed.

e The closed-loop dynamics, such as the system output
to commend input describing function.

e That portion of the closed-lo0p average performance
due to the pilot's linear operations on the forcing
function. Less accurate estimates can be made for
that portion of the system mean-squared error due
to the pllot's remmant.

¢ Closed-loop error spectrum, including an estimate
for the effective bandwidth.

o Ratios of crossover frequencies for the various loops
closed by the pilot.

e Relative bandwidths for each of the loops closed.

In other words, for compensatory systems at least, a great deal of
information about possible system structures, pilot and system dynamics,
and average performence can be estimated.
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2. Multimodality

The vestibular apparatus comprising the semicircular canals and the

utriculus is probably the most important primary motion response sensor.

The canals have a basic second-order response tc angular scceleration

which is highly overdamped and effectively provides a signel proportional

to turn rate over the frequency range from 0.1 to 10 rad/sec (Ref. 2%).

For prolonged turning the signal 'washes out" so that spurious sensations

occur when the turning motion stops. The utriculus provides signals pro-

portional to linear accelerstlions and any washout characteristics it my

have are not well documented.

The proprioceptive sensors in the neuromuscular system are of

demonstrated importance to the dynamics of the actuator response charac-

teristics. Also, the muscle spindles may be used to generate lead at the
subcortical level. While such effects are important in characterizing
pilot dynamics, they don't seem to be cf particular significance in percep-

tion of motion. A possible exceptiom is the extraocular neuromuscular

system response in nystagmus.

The nystagmic crossfeeds produce involuntary eye motions as a funciion

of the excitation of the vestibular apparatus. Such motions are known to
be important in disorientations and illusions which resuit from the
initiation or sudden cessation of large amplitude maneuvers (e.g., Ref. 30)

ani other flight operations which have no ordinary earthbound equivalent.
Several important motion effects of this nature are summarized in Table IV,

Figure 10 shows a much s.mplified block diagram of the sensory feedback
and crossfesd paths for visual and vestibular cues (see also Ref. 31).
There are obviously many ways in which the various loops can be closed,
but we will hypothesize that the functions are adjusted so that a "good"
control system is obtained. This hypothesis is consistent with indica-
tions that a well-trained pilot seems always to gchieve near-optimum
ad justments of the gxterior loops under his cognizance. That 18, he
picks the same feedbacks and roughly the same gains and (limited) equal-
ization that a competent controls engineer would select. Such an approach
to the block diarram of Fig. 10 is perhaps optimistic in that different
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sensations sre involved, the ways in which these "mix" are not quanti-
tatively known, and relatively inflexible crossfeeds are present. Also,
the transfer characteristics of some of the "blocks" mey be highly non-
linear or otherwise poorly defined. Nevertheless, systems analyses which
show the potential influence of motion effects while recognlzing some of
these uncertalnties can at least serve as a useful gulde.

E. RESTRICTIONS ON QUASI-LINEAR MODELS

The quasi-linear models have a number of important shortcomings.
Those which restrict their usefulness and generality in situations to
which they are normelly and quite properly applied are discussed below.
Those shoricomings which make them unsuitable at thelr current state of
development for describlng pilot response in other control situations
are discussed in some detail in Section III, where they are called
"deficiencies."

1. Btaticnarity

The control situation is assumed to be stationary. This impliss that:
@ The forelng function is a stationary, random-appearing
Trocess.

® The controlled element characteristics asre time invariant.

Only time-averaged or statistical properties of the pilot can be
derived because of the random mature of the tracking process.
As a result, the describing function data express his average behavior
over periods greater than at least 5~10 sec duration. The short term
variations in behavior are not represented in that portion of the pilot
model which is linearly correlated with the forcing function.

Sophisticated subjects who have been trained to temporarily stable
performance levels are used in order to enhance the repeatability of
the measuvr=ments and to better represent skilled performance in flight
control tasks. These subjects (frequently test pilots) are well adapted
to the control situation, but are not necessarily at their limits of
learning. The learning effect can he treated when necessary (e.g., Ref. 32)
by considering frozen increments in a long term (days to years) learning

process, with each increment a different quasi-linear situation.

27



2. Control Strategy or Criterion

Subjects in the behavioral measurement programs from which the
quasi-linear models derive were instructed to reduce or maintain system

errors within acceptable (near minimum) bounds. Instruetions to the
subject to minimize or constrein other state or control variables can

result in significantly different control strategies and data (Refs. 33
‘and 34). |
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Deffciencier in 'he quadi-linear madela are examined here {0 noms
detall 1o define those areas where a nev appraach to pilot/vehicle dynamic
analyvin in needed. The quanls-linear volitext aserves only ag a convenient
fmme ol relerenive, and 1L L not intondaed to suggeat a ahort-aighted
Atlook teward altemative methodulogles, On the cuntmry, an lutimaeto
inpiliasdity with the mny shorteumings of that madel only serven to moti-
vate more atropgly the drive for new approacheg and aolutjiong to oritical
wneolved problems.

The sumgary of new approaches in the rorm of poasible nethods or
modely t¢ relieve deficiencies ia presented in Tahle V. The classifica=-
tion hondinge are asalgned according to quasi-linear model deficiencies

in o Control aituatione

e Structural connectione
e Application

The "countrol situation" refers to the combination of the system of which
the pllot is a component and the external environment within which he is
attempting to accomplisrh a control task. Some examples of mmnum! control
sjituations corresponding to the theoretical classifications used in Table V
are given in Table VI. The "structural connection" classification refers to
mechanisme and infornation flow internal to the pilot. Deficlencies classed
according tuv "application" relate to known problems encountered in applying

quasi-linear models to the study of handling qualitie. of manual control.

The nature of the deficiency, be it fundamental or resolvable, is
given in Table V when known. Possible new approaches to modeling the
phenomenon are given when the deficlency is fundamental. When the
deficiency appears to be resolvable, pusslble extensions or improvementis
to the quasi~linear form are noted, as well as any applicable new methods
or models. The "Remarks"” column provides clarification ot the deficiency

and/or amplification of the possible new approaches to the problem.

L Y13




“sTagom MmWp-pet e 0; | ° 4
: 13

s Aisprmsd y  adevag Wi amtioaris sulrw TIVTED e eynloy IO dSTP TuNR LR
>zt sew Iy Rt s3TiE ‘niguvn\lugq—ijglﬂga

'\gi-“gsgsg&.’uu.s«n’ss
FIY T IS TR WL SEETLIDIPR STRLING n'i%gg:
uhl!ulq.\.nlwl.ii!\!im‘u,.an!l.ugsa

TIPOR WM EP-pridew U -wopony
1 pue &y Brrlrwm-wapy

o ‘awL S ISP SEaTIIRINGTS JC A8 By WOIL
gggg&dﬂﬁ'!iﬂ«'g‘u“i
SRR, At CIETUUOPDANL il CSSEITMED TERPLALEST o8 seewgd sopitaomzl pas ¢ spaecad
.Gg'glaungﬂ'Quaisaa

- sowspl
gi‘u‘l.ﬂﬂﬂi\ﬁnﬂn«u‘gqiggu}xﬂt nuhu‘

19908 WTITICW] PTITIENS SPaN

{ss13T30WND
pelwrdsyp o1 sadowss Py
~PRYITT) sUOTITEOWI VL Teppng

\g'ﬂuﬁ‘i'uﬂgg‘snst
i3 epmE ~eETe .,ig,,ﬁglgki'zzq

TIPOUR OLW-507 ANNS W -1UWISTO])

topom Sooy
-PeeerT: ‘IOoY-undo $ITT 11as wpos

(A 373225 (edEws
‘odss ‘-¥-3) saouUwqMISYP JO
BOTIOTNG WIToI0Y Dlawuualnalo

CTEI0N WYEATT- IOV DPTYCTYR WY SHTOTEISTIAN

L Feys




TETETTIS WY ALY SIS WSy SSRETY
SO TGMI0CO [ENTIG0 T ‘AATIWIFNTE TR SY WM TID PIjusaue’? Lireunuy oqug Igeuy (2)

‘1o13000 [eRTIdo Buyen mwp UMAISTXS Jo #00138017dde JeTdeys 10] syswq (1) :epuiouy
P0aTOs sEBIGeid ‘NI dOOT-TRUTE FuTIeTxs FPLIISPN $TIYTIO duwog1sd dspnrpmd paig

‘Aro9y3 ToIzuod> Twayado 303uTg
‘aa1qozd Toruos Twmyido asasaur

[ S 4
fIIIA SUCIILAG; BOTAROTTIde
n«bu:ﬁluou noﬁ'ﬂ.:.:wvx.

“SIISLINIMMPD J0MMIOWTOS T,/ 30105

SN WLATTW 3y JO SEOTIIUNy NU0IYS 6 TITA SITITITED Gong  -e8ew uye? juamaTa

POTTOI203 AOT &3 130378 1A SOTIPIMIIMED IS [T PIW £-018 “e3ndUT 30qIaapwy

J0 sprafules STqEGAId WM ‘ITAMBTEOS INAIT TOIIN0F WMNTUTR gy £q PedUsATIUT ATPOOIZE

3q oSTY 18TE UTER JUSESTS POTTIONWNCY UFTH WTA WTpAdep Bafim 10T1d DeAlseqo # ‘Jasemcy
“EmIION 10T FITA sPUTIVI 30TTd 12900 03 POUIIM € Gauwad edwgza’ PUS FTOTIEI ® AT

PO -3¢ 1ad 013000 TWRT3dO TITA Op 03 BUTHAUS QW 110779 LOTIETALIOD W MIOW PY STUL

%% - " 4+

TTT *WI0Z MTa FTTIW 10TTd qITA SUOTITALIO)

WIIWIWIIE0 WIOT-PIXTE

FIDTPUT OUWRIOS I d
TITA B0CTISITI0> WIIW I0TYd

TI0TROR ¥ 9% aTI0 J0rMIado A [ITA CaTwaiTs PeIvIALIGIM P
SuTaq slerdesp =0 peseq alv aen ATIIPAd JOJ FIGMTNS WMUp UNCE J0MERA0S LI agIeTXa 90K

1013000 TWNUEE I7 8913
-j3uent paywraxisd Aq uaatay
FUIWIIIUY IO sIUMmRAUR 2K

“GOTISAITY SIU3 TT POpWSY IV swnifoud syelywae
e [Tmoaniiades amng poe NITISTXS 3nq .!nsaﬂgagﬁug.ﬁaso‘a

#BUTIGRTAA ATWIIIUT A2 TTWDOW
Ty 8aTra juanen(pe dool Jaouy

.A.SU ¢ Fayqmoq

TP ‘Surpoet ‘gownadde *$°3) SN SATI-TUIIBA0U WOLIWM JO STRSTWIS doOT-~poedTd gy
0 $333338 pANOJCIE MW UWO Widsatad Jo s3adew asaql  30TId g3 £q AqWMEn(pe L(30epaad
-igguaﬂw&g!igkziﬁﬂguﬂg
sBuyigitaa 303 TITA ‘26SM JO SUCTIWTGEOD IWeUTT 2q O3 ATANTT &IV Paajadisd ser3ijuwnd
TWGIe L - (eysde GOOT-peeoTd aq) 103 ITQWTSIP 20 K1ewe30wa ars sqyed TOWPIIZ AWM “-3°T)
FPOSU [AI1000 1O STSUQ QY U0 PETWIT.S L1IBALIMND ATE SGOTITPOOD YA IO DISUIE sIndml aqy

#3ndat 5da

*otekywe
Kremymiiazd 303 Sorsew 3013d PUTISR{DE-J186 ® B9 JIse OSIS PTNOD ‘WETUWOIN IOIIMWAe I
PIIGLIDIIP SIPISIG ‘YIIGa SCTWIE calde T 3R XY PAID IMOF POIT 299G, SV 3030

TOTIDISES Jo S0y v 1WA g pOW ‘SuUDTITeOW] 71 Tappne 103 afuwy) 3dnuge My TUW 8573
~S$123100I0D 23933-ApeIis #37 £q PHTTANT 37 UOTIWMEPY WTId I3 JO AMWT an LLIoALIN)

295 pe-JciTuom UL
430 WitA BoTwas calas IuTLIRe]

" TUNIOWN Sﬁlami..

“UOTITPA0D IWITEIS @

o1 are =W T{wbe WO SWOTIMANT] 1MW JUY FWTIWEdEs JTTTIPOR TRIINID ‘2o0wdsuo> [ ']
“POOILIIPEL. [TAA OW 8T (038 ‘eITpaTde ‘WNIAr ‘3T ‘ezoease STeeq ayy a7 Syrersodiiad
20 £1T811850 JeRSTIANCOO® 5T (FOTIWMITEAbe) N UOTISPUCS TWINTe paslIaeqo AITIIGR

saropuied OTIRITEda-L1osuag

castodadal 071d reE JO SITISLINIWIWD

WY3-1300 ‘ITI8 TTRN I MTA JTIADD 5T T 20TAWeq TeTdOO atom Jo my1d1roesn

Pe &8 OIS 0T e g0 T3 20 sYqwi® 2q Lwm iCrawgeq I3dodsouiows 30 aofidySossp

o Lteo arqeTTdde L1imamo e1 WA ‘oo peperd pue sTRTIEsOd soimIacad CawGAq SRUTT
3 ‘-2°y ‘EOTIImpacS [Rmsu RIA[Ispon Sels JCTPCO SIPER TITA GOTICTOPOR TeAINAT TNG

WIIN[ApOR TWAINUS asTRd N

(IIA Uo13033)
WOTIMATIOE ITEIETS
‘ooyssTERawl] ‘Buypol,

G

(penutuoy; A TIAVL




The entries in Table V are intended to make it comprehensive, and not

all the deficiencies are capable of correction by new models or methods.

Interest in this report is addressed primarily to models which hold some
promise for alleviation of deficiencles noted by an asterisk in Table V.

TABLE VI. EXAMPLES OF CONTROL SITUATIONS

L. CONTROL SITUATION

IXAMPLES

Nonstationary forecing
function or disturbances

Engine failure; discrete gust (shear
or gradient); discrete terrain
Feature

Sudden Y, transition

Stability augmenter failure; stage
separation of space booster; tran-
sition to visual during ILS approach

Patterned responses

Procedural turns; sidestep maneuver;
landing flare and decrab; VIOL tran-
sition; bank-and-stop; etc.

Other control strategles

Terminal control: landing; gunnery

runs; dive bombing; orbital rendez-

vous and docking; satellite attitude
changes

Nonlinear Y., constant
coefficlent

Satellite attitude stabilization
with on-off controls

Certain of the Table V model/methods are under active investigation
in other research programe, and these will not be included in this report.

Cne <xample is the mode-switching model for step transitions in the con-

trolled element dynamics, which ls¢ fairly well developed and has been
documented (Ref. 3%). Results of other studies of the etfect ot non-

stationarity in the system's dyneamics on the pilot's *esponse are given

in Refs. 36 through 47.




SEOTION IV
MODELS JOR IOW FREQUENCY LEAD GENEPATION

A. DATA TO BE EXPLAINED

The pilot response characteristics for systems which require low
frequency pilot lead are fundamentally different from those characteris-
tics exhiblited in systems which do not need such lead equalization. When
low frequency lead is not present, as, for example, with the controlled
elements Yo = Ko 8nd Yo = Ko/s, the pilot responses are essentially smootl
and uniform when the controlled element galn values, K., fall anywhere
within a fairly broad range about the respective optimum gains. Inputs
which have Gaussian ampllitude distributions give rise to pilot output
amplitudes which are also Gaussian; and the general character of the
response 1s skin to that of a constant-coefficient linear system with
occasional very short (about 1/4—1/3 sec) horizontal flat stretches (see
Figs. 11 and 12) which give a discrete appearance to those portions of the
response. Not only dees the pilot response qualitatively resemble that of
& linear system, but the describing function portion alone of the gquasi=-
linear model accounts for more than 80 percent of the total output power.
Also, the adjustments rules are easily and accurately applied to the pre-
diction of describing functions for specific controlled elements and
sufficient remnant data exist to enable a first-order estimate of the
output power due to that component. Consequently, for most engineering
purposes we can be generally satisfied with extant quasi-linear models in

situations not requiring low frequency pilot lead.

We cannot be 80 content, nowever, when low frequency lead is needed

to stabilize the system, as with controlled elements which approximate

Yo = Ko/s% or Ko/82 in the frequency region about the pilot/vehicle system
crossover. Associated with the lead generation is a marked difference in
the character of the human's output from that exhibited when this lead is
not present. For instance, the pilot's output is more discrete and pulse-
like in nature (see Fig. 13), and the output amplitude distributions are
not Gaussian. GQuasl-linear models are still appropriate to describe the
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gross on-the-sverage behavior, but leave much to be desired for more
detalled and fine-grained descriptions. The purpose of this section is
to. present models which are attempts to account for more of the fine-
grained detail In the low frequency lead situation.

To be pertinent, the models to be constructed should be compatible
with exlisting dats (e.g., that of Ref. 12). These include:

Amount of low frequency lead. The low frequency lead is adjusted such
that the open-loop smplitude ratio IYch]db approximtes a —-20 db/decade
slope over a very wide range of frequencies about crosscver. For second-
order controlled elements the lead is represented in the pilot describing
function by the factor Trjw+1; the value of Ty, is selected either to
cancel approximately & controlled element lag [e.g., when Yo = Ko/s(Tgs +1),
T = TF] or to be very lafge [e.g., Ty, 2 5 sec for Yo ='Kc/s2 or Kc/s(s-a)].
For the latter case, the frequency range available of measurements is
insufficient to ensble a pure lead, Trjw, to be distinguished from a lead
factor, Trjw+1. Similar nearly pure second-order leads, (Tlgaﬁa, appear
to be present for Y. = Ko/s>.

Inoreased effective time delay. The "crossover model" represents the
dynamics of single-loop systems by the simplified open-loop describing
function

Yp¥e(jw) = 22533;—-
L efro(ve) - at(ey)]
N ) Jw (16)

Here W, has been approximated by Wy = n/2To(Yc) as discussed at the top
of page 11. That part, to(Y.), of the effective time delay, 7, which
depends on the controiled element is larger for systems requiring low
frequency lead. Nominally, Ty = 1/3 sec without and 1/2 sec with (first-

order) low frequency lead.

Amplitude distributions of pilot output. When maximum values of low
frequency lead are present, the pilot's output amplitude distribﬁtions
are non-Geussian. Typically, these are bimodal distributions (Fig. 14)
which reflect the pulsing nature of thé output. The degree of bimodality

depends primarily on the particular subject.
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Inoreased remmant. Other things being equal, when the low frequency
lead is present th- amplitude of the remnant power spectral density is
larger than otherwise.

RMature of the response. With near-optimum ccntrolled element gains,
the pllot's output motions appear more discrete and pulselike when large
low frequency leads are present (cf. Figs. 13 and 15).

In the following sections two basically different models for lead
generation are presented. The first starts with the development of a
hypothetical model for the detection of stimulus velocity which is made
plausible by comparison with velocity threshold data. Only the signs of
the velocity so detected are then used as the basis for pulsing output
motions of the pilot. The output motions are, accordingly, similar to
the style shown in Fig. i5. For this model the primary remnant source is
the high frequency output implicit in the pulses; secondary sources are
gain variations which result in the distribuclion of pulse amplitude about
ldealized average values, and stimulus veloclity detection time computation
variations. The second model developed operates from stimulus position
rather than rate, ard uses a store of past 3timulus values to create a
differential signal. The differential position signal then triggers an
output pulse which has an area proportional to the stimulus increment.

The output motions here are similar to those shown in Fig.‘13. For
simplicity this model is idealized as a constant-rate sampled-data system,
although some random veriation in sampling rate 1s necessary to be compatible
with actual remnant data which do not exhibit the periodicities expected

from constant rate sampling. The remnant sources for this model are, again,
impliecit in the pulselike nature of the output, any gain variations through-
out, and the random sampling variations. For both models it is convenient
to think of lead generation as a separate channel within the human operator
lying in parallel with the more prcportional channels used in control of

K. and Kc/s-like coutrolled elements. The parallel channels join, of
course, at or slightly before the final common path through the neuro-

muscular system.
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3. VEIOCITY-SINSING MODEL
1. The NModel as a Whole

For the veloclty input model of low frequency lead gpenemtion, the
ptimulur velocity 6 consddered to be a fundamental scnvsory modnlity At
the tnitianl stage ot the visual procenn nelther the rods nor the cores
have veloelty ae o upecliie stimulus, Lul severl stages Capther along nt
the optic nerve output of the eye {tuelf there are ganglion cells with
dioscharges which are functlonn of atimulun veloeity. Belween the banrle
penpors and the optic nerve there are both bipolar and horlrontal celln
which cerve au swmution Joci for the discharges from mny rods. The
enormout sensing and computing capacity availnble (10“ rodtt and bx 1QY
cones converging via bipolar and horizontal cells cn abod 10V wnnxlion
cells feeding the optle nerve flibers) certainly provides adequate capacity
for the computation of velocity within the retina itselt'. The velocities
80 attained wiil, Lowever, incur a penalty in delay. As will be shown in
the next article, the delay, 1), will depend on the variance ot the input
velocity. For complex stationary vcignals the nvemge delay will depend
on the spatial chamacterictics of the signal as projected on the retinal
field. For the very cimple model proposed here a signal proportional to
velocity 1s not required; instead, only an indication of the slgn of the
velocity, albeit delayed, is needed. This is consistent with the approxi-
mately constant amplitude output pulses of Fig. 15 (although not with
other operator "styles"), The first or velocity-sensing stage of the model
then has input and output chamacteristics, depicted in Fig. v in the first
and third lines.

In the remainder of the procecc the additional time delays due to
conduction and coding delays in signal transmission and to lags in the
neurcmuscular actuation system will all be represented by a pure time
delay, e TA

system portion of this is replaced with higher order approximations.

, a8 the low frequency approximetion. The neuromuscular
Fiuawily, connecting the sensed velocity signal, sgn é(t - T;), with

pllot output, we shall use & simple galn proportional to the rms

veloclity input. The ideslizcd pllot's output will then

W
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te hoxcarlike 1in nature with a mmgnitude proportional tce the rme input
velocity and axia crossings which colncide with the sign changes of the
detected velocity. The pilot output is shown in line 4 of Fig. 16; if
higher order approximations are used for the neuromuscular system, the
output velocity changes would be sccomplirhed with finite accelerations
and velocities, and the sharp corners would be rounded. A block diagram
showing the idealized system is given in Fig. 17.

Visual Processes

elt) Velocity I_ sqn &(1- T,) | Coordination Neuromusculor
——  D@teCtiON - Processes Processes
Pilot | . jwTylv) -1 T Pilot
Stimulus jwe’™ Kioy e A Output

Figure 17+ Block Disgram for Veloclity-Sensing lLead Generation Model

The pilot output as a function of time 1c given by )
c(t + Ty) = Kpoy sgn vlt - Td(v)] (7

where é = v 1s used for convenience. If the stimulus, e(t), is presumed
to have a Gaussian amplitude distribution and if, further, the velocity
detection delay time, T4, 1s taken as an average value which will be a

function of the variance, 03’ of the input velocity, then the output can

be written as
c(t + Tp) = Kjoy 8gn v[t - Td(ov)] (18)

The Gaussian input describing function between the pilot stimulus, e(t),
and pilot cutput, e(t), will then be

—Jafl 2 1 -
Yp(Jw,oy) = [que J d(ov)“‘/_;(_ o_v'JKLGve Jadl (o
L, e . o  “— -A—
Velocity Sgn Coorginizion,
distribution functiop cEnduction,
and neuro-
muscular
processes
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This describing function has the appropriate form for low freguency lead
generation, and alno exhibits a time delay increase, i.e., 13, over that
(TA) which would he present in a proportiomal channel. Thus, the charac-
teristic time difference between situations with and without low frequency

lead 1s accounted for qualitatively.

The constant-amplitude output pulses provided in this model result in
sharply peaked himodal amplitude distributlions. These are compatible with
the outputs generated by some subjects, but by no means all, &.g., compare
Figs. 13 and 1%. The model as it stands will not, accordingly, be suit-
able for those subjects whose output ampiitude distributions arc flatter
or more Gaussianly distributed. To account for these we can use the
constant-amplitude output model as an average characteristic and sdd a
random fluctuation about this average. For example, an increment, Ac(t),
which is constant for each pulge, irdependernt of all other increments,
normelly distributed, and for which the expected value, E!ZZEI, is propor-
tional to 05 would provide a simple prccess which coulu be tailored to
account for less clear-cut and sharp bimodal characteristics. More complex
schemes are also possible.

2. Velooity Detection

The means available within the retina to detect stimulus velocity has
been hinted at above. Ir this article we shall merke the mechanism con-
ceptually more concrete by proposing a very simple model which i3 made
plausible by comparison with existing dats.

The simplified model has two basic levels, as shown in Fig. 18. At
the stimulus end is an ensemble of basic '"receptive field sensors," all
impinging on a single ganglion cell. The axon of the ganglion cell 1s
one of the fibers in the optic nerve. Each "receptive field sensor' is
made up of a variety of rod (and/or cone) cells connected to a single
bipolar cell. This view is similar to that advanced in Ref. 48.

In the simplified model the pilot stimulus is assumed to be woving
across the retina with a constant velocity, v. The illumination from the
stimulus 1s presumed to be large enough to activate each receptive field
in turn as it passes through that field of influence. If but one action

Lh
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potential 1s generated in a tipolar cell by the encounter of the visual
stimulus with each receptive fleld, and if the flelds served by these
biplar cells are separated on the average by a distance d, then the net

Input to the ganglion cell will be approximately

5(t) + B(t-{%) oo+ S(t-%g) O
IN: °("‘§vg) (20)

Here each action potential is represented by a delta function and the

xp(t)

voltage scales are normellized on a per unit action potential basis. If
all the action potentials are assumed to have equal weights, and 1if,
further, the effective weighting function of the ganglion cell to an
individual action potential input is wg(t), then the subthreshold electric
rotential in the ganglion cell due to the activity of its assoclated
sensory and bipolar cells will be

xg(t) = fot wg(T)X.r(t—T) ar
N
= 20 j;t wg('r)a[t—%g-—r] dt (1)
In=

L 4 d
X g (t —i—)u <t— %)
n=0 v

The generml ~rrenrence of ithe cubithreshcld potentials will look like those

shown in Fig. 19, where Tg is a representalive time constant of the ganglion
cell's weighting function. In Fig. 19a the time interval between the
stimul's exciting receptive field (:) and that exciting receptive field C)
18 large relative to the time constant of the ganglion cell. The resulting
ganglion cell potential is then a sequence of well-separated weighting
function responses to each of the sensory action potentials in sequence.
Because the maximum value of the welghting function is subthreshonld. the
ganglion cell will not discharge and the visual event is recorded only in
the local potential and in the underlying action potentiels of the rods
(cones) and the bipolar cells, and nowhere farther downstream. On the
other hand, when the time between receptive field discharges is of the

same order or smailer than the ganglion cell time constant, as in Fig. 14b,

4é
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Figure 19. Bipolar Cell Subthreshold Potentials

par. of the activity of fields (:) and (:) are summned with that of

rield (3), etc., to create a ganglion cell potential greater than the
welghting function maximum. When this summation potential is equal to
the threshold of the ganglion cell, the cell will fire. This passes on
to higher centers the information that an obJject with velocity above a
certain mlue hae appeared in the field of view served by the ganglion
cell and its sssociated lower level sensory aud bipolar cells. Ap-ve the
threshicld the gpanglion cell pulse rate will presumebly be proportional to
th® rate of srrival of bipolar cell action potentials, thereby providing
some indication of the maugnitude as well ac the jresence of the input

stim.lus.

To obtain & mathematical description of this procces we shall derive
below an approximate exprecsion for ganglion cell potential due to the

input stimulus. Then for the condition where the cell potential just




e

barely exceeds its threshold we can connect the input velocity with

detection time. The first step in this process is to approximate the

ganglion cell weighting function, wg(t), as a first-order exponential
response such as that shown in Fig. 20, and then further approximate

Wg(r)

0.5

T 2Tg 3T t
Figure 20. Approximate Bipolar Cell Weighting Function

this by the simple triangle, l.e.,

L] ‘t
il - 0<t<Tg (22)
= 0 elsewhere

When the triangular approximation is used, vunly the N pulses in an inter-
val, Tg, need to be considered in the summation. Then over an interval,

Tg, the cell potential will be approximately

) - )
(e [ - gy |- 2
coe - L
%o [1 ) _(%E%ﬂ]”( - %) (23)



where N is the largest integer in the Tg(v/d). In a somewhat different
form the ganglion cell potential will be

t d
( ' T T » 03ty
o2t a/v 4 8
TS Tg ? v = v
53, /v S B
Tg Tg v v
xg(t) = ¢ (24)
4 — 4t /v , A< 4d
Tg Tg v = v
(N+1)t . d/v N(N+1) Nd
+ - — < <
\(N 1) Ty + T 5 y T StSTg

The waveform is a complex sawtoothlike shape as illustrated in Fig. 21.
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Figure 21. TIllustrative Summation of Bipolar Cell
Triangular Weighting Functions
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The various local mexima corresponding to the tooth tips are given by

Tnd/v
xg(t)]mx = (1 +n) (1 - )L 1.
=1+T-Y-)—E-1-1-§- 25)
[ (8 d Tg][ 2 Tg (
or, changing the variable to t' = t/Tg and letting a = Tg(v/d),
1 1
xg(t')]m = (1 + c.t') (1 ——2-1:) (26)

If ¢ < 1/2, xg(t')]max is a monotonically decreasing function, so the
velocity cannot be detected if more than one spike needs to be summed in
the ganglion cell to trigger it.

If the threshold of the ganglion cell is equal to a, then the normal-
ized detection time, T4, will be such that xg(Té) 2 a. The mininum detectior
time will occur when this inequality i1s an actual equality, and then

xg(Tg) = a = (1 +cx.'1‘é_)(1 ——;—Té) _ (27)

The solution for normalized detectica time is

T8 = &1@1 + 4/1 —_2'(2-_1)26 (28)
la (a—1/2)<

If the roots of the quadratic are real and widely separated, they are

! . 2la —1 . ndt . 2“1_]{%1
Tay = To%ﬁ'elx 3o Tdp = T2 : (29)

Only the first answer depends on the *threshold, which is an obvious

approximately

requirement for & solutlon, so it is the one accepted. Converting, now, to

an nngular velocity, Q, by introducing the lens-to-retina distance, m, and

>0



conVerting back to real time, the detection time becomes

. 2T3(a—1)
Ta = TaiTg = Tov/a = /2)
Tg(a — 1)
= Tgmgfcf— JE (20)

or, if a is considered to be much larger than 1/2,

2(a—1)d/m (31)

Q

Tg

or

Tgf 2(a—1) f% = Constant (32)

This implies a hyperbolic relationship of detection time with input
velocity for constant-velocity inputs.

Experimental data which support the hyperbolic detection time velocity
variation can be drawn from Ref. 49. In tests reported there the subjects
#ere required to identify the direction and time of recognition of the
motion of a target light relative to a reference light. The experiments
were conducted in & planetarium environment with a star background; the
reference was one such star and the object a similar light spot with a
known 1nitial position relative to the reference. The tes* chamber was
dark except for the objlects projected on the inside wall of the planetarium.
These consisted of 100 simulnted stars of approximately fifth megnitude
plus the moving cblect which was slightly brighter than the background
stars. The subjects were all dark-adapted, and each subject used a stop-
watch to measure the time he required to detect object motion. The experi-
mental varlables included different object separations and directions.
Figure 22 shows the results of one series where simple let't/right motion
was used. The angular velocity is plotted against the average recognition
time, Ty, for the six subjects. The initial separntion distance for these
data was about 2° (34 mrad) and the difference between mcoion to the right
or left was insignificant. Other experiments with different initial separa-

tlons nnd/or directions showed that in general both separation and motion
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Flgure 22, Velovlty Detection Threahold as Function of Object Motion

direction effect the results, but the same generel trend of angular
velocity versus recognition time was present.

A linear fit is appropriate to the data of Fig. 22, which on these
coordinates indicates a hyperbolic variation. A second curve is also
fitted to take into account the experimental observation that recognition
time did not change tcr scpeeds greater than 1.6 mrad/sec. The exact
locetion of thie asymptote and the variation and form of transition
hetween constant. recognition time and the inverse variation cf recogni-
tion time with angular velocity ie not too well defined, so an elementary
form is used for seimplicity. The empirical data sre then summarized by

e

TR 2 1.8 x10° , 0<1.6x 10 rad/ses (23)

or
. 1.8 x 1070 Q 2
T, = —] + (34)
i a “/(1.8 X 10 5)

10.0




To the exten' that recognition time lu projportiomm!l to detection time,
the Tyt ~ conutant condequence of the nimplirfied velocity detection model

i in juntiried,

One of the 'mportant defleiencien in the exioting data {a Lhat only

constant, velucitien have bheen cunsldered. I the stimulus movement is

vinusoidal or mundom, the eftfective time delay for detection will be quite

dif'ferent. from that developed. If, however, the simple model prevented
1o ured an the basie, a sihusoldal motion, ror example, can be applied
al the input and the output of the bipolar cell eatimated. This output
can then be reusolved into a Fourier series and an average detection time
def'ined on the basis of the phause shift hetween the fundamental and the
gtimulus sinusold. The calculation is quite invoived and also requires
an estimate for Ty, the typical time constant of the ganglion cells. To
avoid this an approximate scheme in which the constant-velocity data can
be used directly 1e indicated. What we shall do i8 to replace the sinu-
soid by an equivalent zquare wave for which the sinusoid is the fundamental.
On this basis the equivalent velocity will be

Qeq = T WA (35)

An average recognition time for the sinusoidal input would then be com-
puted using this neq for 0 in Eq. 33 or 3.

C. DIFFERENTIAL DISPIACEMENT MODEL

In the differential stimulus di:iplacement model for low frequency
lead genexation, the stimulus displacement, e, is conslidered tv be the
fundamental sensed entity. The bases for lead generation are computa-
tions using present and a store of past stimulus values Lo create a
diff'erential signal. The differential displacement signal then triggers
an output pulse which has an area proportional to the differential

stimulur increment.

Examination of Fig. 15 makes plausible the statement that the pilot
output pulses are composites of one or more elementary pulses, each

having a width of about 1/3 sec. 1In the simplest idealization of the

Bese

- N ke




pllot output style typified by Fig. 13, the elementary pulse widths are
ascumed coustant, thereby requiring pulse amplitude variations to achieve
a puine output area proportional to the stimulus increment.

A zero-order hold sampled-data system offerc n. . ppropriate starting
pusat to menount frp o the flnt topsed Adscrate pulselike aant  np in the
output. Ideally, for simplicity this model would involve constant-rate
sampling. Similar considerations to these led to earlier versions of
constant-rate sampled-data models for hunmn operators (Refs. 50 - 52.)
From the look of Figs. 11 -13%, this could be made a reasonable approxima-
tion for a few seconds, at least for this subject and manipulator. The
remnant for a constant-rate sampled-data system excited by a sum of sinu-
soids should exhibit periodicities at oth:r than the forcing function
frequencies. Since thies is not observed .un run lengths of 20 sec or
greater, some variation in sampling rate 1s necessary if a sampled-data
model is to be compatible with exisling r.mnant data. A random variation
in sampling rate begets effects similar to a randomly varying time delay
(Ref. 5%), which ic, in turn, a major llkely source of remnant (Ref. 12).
As shown in Ref. 54, only a small random fluctuation in an otherwise
constant-rate sampling 1s needed to modify sharply peaked output spectra
to smooth and continuous poser spectral densities. So, although we shall
use a constant-rate zero-order hold sampling system as the basis for the
differential displacemeut model, it murt be anderstood that this is an
oversimplified idealization and that a random variation in sampling rate
is actually present. Besides the time-varying sampling rate, the mein
remnant source for this model 1s, again, implicit in the pulselike nature
of the output.

Based on these introductory comments, the block disgram of Fig. 23
illustrates a constant-rate sampled-data system suitable for approximate
generation of first-order low frequency lead. Just as with the velocity-
sensing model, the neuromuscular and coordination processes are over-

simplified to a pure gain and time delay. The trunsfer function of this
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system is

-Ts
C(s) 1-¢ -Ts -Tps _
e = ( 5 ) ("‘e ) Kpe A (36)
. —— N— s’ .
First-order First-difference Coordination
hold computation and neuro-
muscular
. processec
bgpe (T U8 2 Ts
3 sinh™ =—
) 2

In the frequeucy domain this becomes

~Ja(Tp +T)

cliw) _ hKpe

- 2 Jur
E(jo Ja 2

sinh (37)

For frequencies less than shout I/T, the describing function 1s approxi-
mately [using sinh® x = (x+ x7/31 +x2/5! + ... )2 i x2, for x < 1/2].

C{Jw .

’—JCD(TA + T)
E(Jw ’

K[T2(Jw) e o < 1 (38)

This system generates low frequency lead at the expense of an additional
increment in time delay. Thus it exhibits behavior qualitatively com-
patible with that required for low frequency lead generation.

To compute the appropriate incremental time delay for Yo = Kc/se over
and above that for the Y, = Ko/s situation (for which 15 = 1/3 sec), we
must first recognize that the analog pilot for Ye = Ko/s will be that
shown in Fig. 23 without the difference computation element. The analog
pilot transfer function for the Y. = Ke/s case is then

C(s - ¥ —Tps (1 = e_JI‘B
E(s - R 8
2K1, - z
2L ~(Ta+T/2)8 gy = (%9)

56




or, as a frequency domain describing function tor of « 1,

ClJ . m.—Jo(Tp +T/2 )
E Jg = KL.Le J(’D( A / ) » afl' < | (L’O)

Compaurison of Egs. 38 and 40 indicates that the difference in effective

time delay between the Yo = Kc/6 and Yo = Ko/s° analog pilots is just

T/2 sec. As already cbserved from the traces in Figs. 11-13, the mini-

mum increment of the flat horizontal discrete portions of the output

treces is 4, "' *~ly 1/% sec. Using this as tb~ estimate for the

sampling period, T, then the incremental time delay associated with the

generation of low frequency lead will be approximmtely 1/6 sec. This

compares extremely well with the difference previously noted in Subsec-
tion A on data to be explained.

A major possible deficilency with this model is its generation of
Gaucesion output amplitude distributions when the input is Gaussian. Thus
the output amplitude distiibutions will not be of the bimodal form typi-
fied by Fig. 14. On the other hand, the amplitude distributions of the
output time responses for the Flg. 13 subject are probably not bimodal.
There are gross variations in style from subject to subject, as exempli-

fied by comparison of Figs. 13 and 15, which will bte reflected in the

amplitude distributions.
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A. INTRODUCTION

The simplest nonstationary control situation is one in which & highly
trained, but nonalerted, subject cperating a constant-coefficient linear
controlled element in a compensatory system is confronted with a randomly
occurring step input. In spite of the simple circumstances, the over-all
behavior is complicated when a variety of controlled elements is considered.
The skilled operator's output is peculiar to each controlled element form.
The system response is, hcwever, less variant in that it tends to duplicate,
after a time delay, the forcing function. Thus, the system output to a unit
step forcing function shown in Fig. 24 is typical. This operator response
can te analyzed by considering the three phases separately. When described
in terms of a block diagram which relates stimulus to response, each temporal
phase can be conceived of a¢ having a different system organization. The
block diagram structure indicates the dynamics of the association veiween the
pilot's response and the actual or effective inputs which he is operating on

to generate that response.

Forcing Function Z — System Response
To) ‘:=,.E:=..,.

/
/

/
/

B e

re

Time Delay t "~ Error Reduction Phase
Phase Rapid Response Phase

Figure 24 . Typical System Step Response

For tracking random inputs with occasional step inputs, a dual-mode
model of the operator is appropriate. The bas.c structure of the model
is given in Fig. 2. The quasi-linear steady-state path is the one used

for tmacking random inputs, while the fecdforward element operates on the




/ Feedforward |
o= Element
i Quasi-Linear Controlled
i e ¢ m
—C/O-H Steady-State | Element -

Figure 25. Structure of the Dual-Mode Model

random-occurring step inputs. The basic structure also incorporates mode
switches for the two pathways. In terms of the three temporal phases the
successive action structures of the dual-mode model are:
e Transition from quasi-linear mode to feedforward mode,
corresponding to the time delay phase

e Patterneo feedforward response, corresponding to the rapid
response phase

® Quasi-linear mode, corresponding to the error reduction
phase
The duration of the time delay phase has some minimum value, and its
unimodal distribution is skewed to the right. The tire delay, Tg, is gen-
erally longer than the steady-state effective time delay, Te, in tracking.

In particular,
Ts = Te +Tg (1)

where Tg is the time delay phase duration, Ty is the effective time delay
in steady-state tracking, and 73 is the decision time. During the deci-
sion time the operator makes the pertinent decisions regarding the shape
and magnitudes of the feedforward response. At the end of the iime delay
phase the feedforwa:d element generates the proper resronse to the step
input commend, giving the rapid response phase. At the end ot this pericd,
the error is smull and the operator switchers Lo a quasi-linear tracking

mode in the error reduction phase.
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Much to known alont the quant-1inear contmller] theretors, attentton

{n the following ia conftned to the pamilel Feadfmsmont path utidleed tn
regponse Lo step taputu,  Ad a4 ntarting polnt, an exiating muiel oy ate)

renponnes hehavior Jo reviewed,

3. IXDANT SAPLID-DATA #1 ' FUNCTION NESPONEE MODEL

Severdl nttempts lwve beeh mde Lo madel opemtor atep respolde hehirvior
The most modern & complote model s predented {n Ret, o0 Thia mxle]
propused & sanpled-data element fur the feadforwmid,  An nwdaptation, for
step Lenavior only, 1o zhown in Fig. cooand the aamplod-data Pt Lion
alone iv given in Fig. .°f. Note thut the model {a a hybetd orf Young's
cye=movement model (Ref's ) and a handetracking model by leMay and
Westcott (Rer. ). It borrows the twos-channel purault/sacesndic control

logic of the eye-movement model and the velocity teiangl: fogee brogmm of
the hand-movement model. The model nldo incorpomted A dual-mte sanpler
that provides a Ligh sampling mate while waiting, to account fop peaction
time delays, then uvlows down after the input is senased to permlt the ayaten
t0o complete lts response before the next sample la taken. Finally, tne
model is extended to account [or higher order controlled elementn via the

equalization block shuwn at the end of a long train.

The sampler 18 an impulse modulator which has a sampling period of
0415 sec while waiting, ana awitches to a sampling period of 0.3 gec
when the svep is detected. The sampled pulse is delayed O.1' see, and

then woes into the force programmer. The turce progran has an s-domain

representation obtained by letting = - eTB_. i.e.,
o Lo—(T/8)8 | ~(T/2)a
— = 1~ 2e v e ;T < 0.4 gec (4.
e

Notice that at the start i =e sipce initially m= 0. This proguces the serioe:
of pulses, a,:, shown in Fig. Y%, when the first pulee in e* arrives. The
force program pulses produced by subsequent samples of the error are shown
dashed, The total feedforward cutput, a,, is determined by the hold and
the equalization, which are in turn a function of the ¢l red-loop etfective

neuromuscular system dynamics and the controlled element order. The
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Fgure 2. Force Progmm Response to Step Frror

equalisation contain: high frequency lags that are not shown for aimplicity.
It 18 shown earlier in the raport that the pilot output-to-ae transter func
tion (i.e., the neuromuscular system dynamics) is approximately given by

-1
K3 Ke ‘uf

¢ " (Thy 8 + 1)(%5 + 1)

(43)

For & sampling period of 0.3 sec in the sampler, the effective neuramuscular
systam dynamics have a transfer function of the form K,/s2 to a rirst
approximation; that is,

i : —'K% vhere Ky = -'I"M'—%E (uh)
1

The Ref. “¢ force programmer model ie adequate only for pure gain controlled
elements and works best for step inputs only. Elkind, Kelly, and Payne in
attempting to incorporate the force program concept of LeMay and Westcott
into the Ref. 42 model make the furcher assnmption that the time to com-

plete the force program remains the same for various controlled element
dynamics in addition to Yo = Ko. To -+ isfy this assumption, we allow, as

they do, for an equalization of the form (385 +b8° + B + d), as shown in
Fig. 27, whose coefficients are then adjusted to give an effective (m/ad)




tmndler ffunction:

.ﬂ%(‘) - .‘;. (nu5 + ba"‘ 4+ 0B + d)(:—%)lyc(n)l

% (4)

. ——

s

K
8.
This will produce a werias of control actions by operating or o.: which
will accomplish the rise time phane stick deflection in one sampling
interval. The actual signhale predicted by the model of Figs. G and .7
are sumarized irn Fig. .") ror various controlled elements. The required

equalization cuefficlents to arrive at Eq. 4 are summariced in Table V1.

TABIE VII
REQUIRED EQUALIZATION

CONTROLIED ELEMENT, Ye¢ EQUALIZATION COEFFICIENTS

Ko +overnnnnnnnnniees df0 , a=b=c=0
Ko/8 tevvvnvnnninnanans cf0 , awb=-d=0
Ke/B2 tviviniinininnns bFO , a=c=d=0
Ke/83 vovivinvnviinnns af0 , b=c=ds=0

It is clear from Fig. 29 that the step response 1s completed by
t = C.4% gec, when the next sample of the error is taken by the impulse
moduletor. Thus, the error 1s zero and the sampled-data feedforward
returns to a waiting status. Note that the stick deflection curves
(c¢) of Fig. 29 bring forth the principal assumption of this model that
the time to complete the force program is the same for all Yc, resulting
in the various peculiar shapes ftor the stick defiections. However, wnen
Yo = Ko this model produces a bang-bang ac signal to the neuromuscular
system which correlates with the successive firing of the agonist and
anﬁagonist muscles to accomplish a rapid ballistic-like hand motion.
The above relationship does not hold for controlled elements of a higher

order, and hence the merit of the analogy is rather limited.
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Having explained the existing sampled-data model, (Lo sallent features
are sum arived in Table V111, Note that the delay time distribution of
the proposed sampled-data model 18 rectanpular and uniformly distributed
between 0.1 and 0.50 sec, In contrast with past data which indivate a
near-gaussian distribution of the inverse time delay. Thias is the major
pivce of exiasting evidence thut the model presented above did not explain

at the Lime of ils genesls.
TABLE VIII

SUMMARY OF MODEL PREDICTIONS

CONTROLLED i
ELEMENT : .
FORCE SHAPE OF STICK DEFLECTION RESPONSE
Y PROGRAM
c (STICK)
Kq 0.1% sec / . izczzzgorder response

-~y  f= 15 s0c

Kc/s 0.1%L sec Q ¢ Triangle

Ke/s®

0.19 sec

‘Eb, ¢ Double pulse

Ko/s” 0.1% sec e : Impulse train

C. NEW EXPERIMENTAL DATA AND CONCLUSIONS

With the intent to confirm or modify the hypothesized sampled-data
model of Figs. 26 and 27, step response data for various controlled
elements and differing magnitude step inputs were obtained. Sample
step responses for Yo = Ke, Ko/3» Ko/s5<, and ic/s” are presented in
Fig. 30a, b, ¢, and d, respectively. For each controlled element the
value of the gain, K., was picked on tie busis of best pilot opinion

rating for the overall system.

The important step response parameters are obtained by averagin,-
data extracted from several runs; these are tabulated in Table IX. The

comments regarding shape and nature of the control are givern in the last
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column ot Table IX and are discussed later in the section. However,

certain basic differences between the hypothesized sampled-data model
and experimental results become apparent on inspecting Tables VIII and
IX and the sample step responses of Fig. 30. These differences are

presented in Table X for ease of camparison.

In the light of the new data, the principel error in the hypothesized
model is seen to be the assumption that the time to complete the force
program is a constant for all Y,. Unfortunately, this is a key assumption,
and its discard implies that the hypothesized sampled-data model is

inappropriate for controlled elements other than pure gain.

D. A NEW DUAL-MODE CONTROLLER MODEL

An important aspect obvious from the step response data is the bang-
bang nature of the stick deflection control movements. This property lecads
us to the pertinent problem of optimality of the operator and his related
performance indices. One explanation is that the operator is optimal or
suboptimal relative to the minimum time criterion. Cnnsider an nth order
single input-single output control system with |c(t)| <M, where the scalar
M may represent either a physical limit on the stick deflection or more
likely an implicit restraint imposed by the operator for the given situa-
tion. In any case, it represents a magnitude constant on the control
input. For i(t) = constant, the time optimal control has the tfollowing

properties:

¢ The control c¢(t) is bang-bang, i.e., c(t) = +M or -M.

e There are at most (n-=1) switchings (i.e., M to -M or
vice versa) for systems with n real eigenvaluec.

® The switching logic is dependent on the order of tte
controlled element. In general, the switching surtace
is a nonlinear function ¢f the state veriables.

° For a given initial condition of the state variables,
there is one unique control c(t).
For the problem at nhand, there is a specific type of initial condition

of the cystem state vector, namely:

e(0) = input height
é(0) = 0
e(0) = ©

The terminal state is the origin.
{H
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TABLE X

HYPOTHESIZED MODEL PREDICTIONS VERSUS EXPERIMENTAL RESULTS

MODEL PREDICTIONS

EXPERIMENTAL RESULTS

1. Delay Time

Model predicts a uniform
distribution for the delay time
between 0.15 sec and 0.30 sec
for all Y.-.

Deta indlcate a different
mean delay time, for each Y.,

with low veriance.

2. Time to Complete Force Program

Model predicts a constant
time of 0.15 sec, for all Y., to

complete the force program.

Data show that the time to
complete the force program
incresses monotonically with the
order of Y..

3. ©Shape of Stick Deflection

a. Step change for Y, = Kq-

b. Triangular pulse for
Yo = Ke/s.

c. Double rectangular pulse
(plus-minus) of equal
amplitude and pulse width
for Yo = Ke/8€.

d. Train of three impulsec
(plus-minus-plus) for
;&

Yo - Ko/

Eve.

The stick deflection is pul-
satile:

a. Step change for Y, - K-

b. Rectangular pulse for
Yc = Kc/s.

c. Same as for model.

d. Three pulces of alternate-
ing signs. The width of
the middle pulse is
approximtely twice that
0t the first and third
palser . Pulie nmplitude
je approximntely constant
for three pulsen,




In order to measure the degree to which the available step response
with c(t) = 'M data is time-optimal, certain invarieice conditions, one

for each controlled element, are obtained by solving a two-point boundary

value prublem. These are stated and described in Table XI withcut

vresenting their derivation; thus, let

T. = time to complete the force response {(i.e., duration

C

M = average absolute amplitude (for each Y.) of the stick

of the stick response correction for step inputs)

response assuming it to oe bang-bang with equal

positive and negative

amplitudes

A = input height
= controlled elemert gain
(*)o = time optimal value of the parameter in parenthesis

The conditions are:

TABLE
INVARIANCE CONDITIONS

X1
FOR TIME OPTIMALITY

CONTROLLED ELEMENT, Y.

INVARIANCE CONDITION
FOR TIME OPTIMALITY

= A/Ke

(TeM)o = A/Kc
(T,M'/2) = 2(A/K.)1/2
(T M/3), = (328/K)1/3

Assuming a wide band neuromuscular system response, the ideal time-optimal
step response character for differing controlled elements is shown in

Fige. 31. Note that the amoothing effect of the neuromuscular system would
round coff the corners in the Fig. 31 responses ylelding results similar to
that in Fig. 30. Ncte further that the control movement starts after the
end of the delay time phase, and time optimality pertains to that period

of control only. Finally, in Table XII we present a ccamparison of the

actual data to the optimal.

On the basis cf the comparisons in Table XII, 1t may bve safely

concluded that the step response behavior of operators is nearly

O
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TABLE XII

TIME-OPTIMAL CONTROL CHARACTERIST1CS FOR STEP INPUTS;

COMPARISON WITH EXPERIMENTAL RESULTS

CON- DEGREE
TROLLED INDE;X FOR TIME OPTIMALITY OF TTME
ELEMENT Invariance OPTI~

Yo Condition Optimal Expt. MALITY*
Ko = 2.86
A
K, Mo = g Al ), (M)
(Tedo = O 8/7 | 0.4 0.36 10
10/7 | 0.5 0.40 20
Ke = 7.1
A | (TeM)o (TcM)g
Ke/e (TcM)o = % 6/7 | 0.120 0.130 8.34
8/7 | 0.161 0.148 8.10
10/7 | 0.201 1 0.178 11.45
Ke = 14.3
1/2 1/2
. . \1/2 A | (TM1/2) | (TM1/2),
Ke/8% |(ToM'/ )o=2(—K:) 6/7 | 0.490 0.488 0.1
8/7 | 2.564 0.568 0.71
10/7 | 0.63 0.707 11.8
Ke = 3.6
AR RTEN
Ke/s |(1 /32 (—K:) 8/7 | 2.7 2.0k
‘ 10/7 | 2.33 2.0
*Percent error = |Optimal O; t?;pnirimenml X 10(?
*%(+)e = value of the parameter in parenthesis

from experimental data

72




time-optimal. Variations in the switching logic appearing in actual data
dec not affect the terminal zero error condition substantially, but do
affect terminal error rate and acceleration. Perhaps the operator
strategy is to reduce e, €y ooy e(n-'1) to small values rather than

to try and make these exactly zero. The operator resorts to quasi-linear
steady-state control behavior once the error phase trajectory enters the
region near the zero state. Another explanaticn for the suboptimal con-
trol may be that the operator trades off time cptimaliity to minimize some
other secondary performance index. It is also worth noting from Table IX
that the stick amplitudes and pulse durations for different controlled
elements seem to be roughly the same. This may be the reason for selecting
the particular controlled element gains on a "best" pilot opinion rating

basis.
E. SUMMARY

In conclusion, a time-optimal control mcdel is one possible idealization
for the feedforward step response path of the dual-mode, mode-switching
model for the operator. The complete model is presented in Fig. 32, as
ohe explanation of available data. The quasi-linear path is the usual
operator describing function for compensatory steady-state tracking of
random inputs. The feedforward parallel path represents the control plus,
decision model of the operator in response to step inputs. The nonlinear
error sensing biocks in Fig. 32 automatically route the error signal
through the aprropriate channel based upon whether e E'eT (eT is some

threshold magnitude of error).

The control logic for each different controlled element and as a
function of the error ctate e [e==col (e, €, ...)] is given in Table XIIT
for time-optimal response. Note that M, the constraint on the control
input. is some function of the step input height, contrclled element

gain, and its order.

The decision logic model behaves like a function switch (FSW) and
accounts for the initial increase in the time delay (beyond that duc
to quasi-linear tracking) in response to a step input. The neuromuscular

command used by the operator seems to be Y input rather than a.

(¥
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TARLE X111

CONTROL 1OGIC FOR VARIOUS CONTROLLED ELEMENTS

CONITROLLED FLEMENT COLTROL 1.0GTC

r(g)
(A/MKe) e (%) T

Kc/ﬂf"“"‘:“" [é+V5«Tx'cTu_|sgne]

:e + (1/3)87 + wéd + w[(1/2)82 Wé]”ﬂ

W+ for [é+ (1/2)¢|€]]> 0
= =1 for [& + (1/2)8|6l[< 0
(Ref. 57)

The model of Fig. 30 should thus serve as one possible explanation
of operator behavicer in response to random plus step inputs.

F. OONCLUBIONS

The proposed model is a first step towards evolving composite
operator models, good for both random and transient inputs. Indeed,
{t is an idealization; so with this in mind, future experiments must
be directed to verifying its optimality and sensitivity. Other perfor-
mance indices may be tried to see if the given system is relatively
optimal with regard to them. This way, one may be able to show that
operator control is perhaps not so sensitive to variations in performance

criteria.
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SROTION VI
DOTATING TER SUCCEBSSIVE ORGANIRZATION OF FERCEPTION OF NUMAN OPERATONS

A. THEE SUCCESSBIVE ORGANIZATION OF PERCEPTION THEORY

The human attributes of multimodal sensory perception, multimode
output behavior, and judyment and adaptabllity to the recelved inputs,

outputs, and error lead to an enormous number of possible control loop

structures for any given situation. Through higher order processes, such
as Judgment and memory, the pilot can evolve and modify his performance

criteria, select relevant inputs, decide between competing control loop

structures, and optimize his fine-grained behavior with respect to several
eriteria. Tu cope with this kaleidoscope of possibilities, the theory of
Successive Organization of Perception (SOP) was evolved (Ref. 8). This

theory postulates pussible interpretations and organizations of the input
data, and the establishment of the appropriate internal system organiza-

tions so that the information may be exploited for effective control.

On the one hand, SOP theory can be viewed as explaining the various
modes of human pllot behavior observed in particular situations. On the

other, this theory can serve as a tool for the pilot/vehicle system analyst
by providing the set of rules for selecting the mathematical pilot model

appropriate to a particular situation. This latter use of the theory 1is

that which concerns us here.

The necessity for SOP theory in the model selection sense is only
now beginning to develop. However, as human pilot behavior becomes better
understocod, and hence more behavioral modes become amenable to mathematical

moteling, rules for model selection will assume much greater importance than

they do at present. Current rules for model selection are slmost entirely
gqualitative. BPBecause the over-all family of pilot models may be expected

tu grow substantially in both numbers and complexity, the eventual necessity
of an orderly guantitative model selection scheme would seem tc be necessary
for routine application of these pilot models.




It appears, however, that an all-out effort to develop such a quanti-
tative model selection scheme would be premature at this time. What does,
at present, seem warranted is a summary or the techniques which might be
used to formulate the selection scheme, and the development of some exem-
plary application of the technique. The purpose would be to provide a
framework to encourage development of quantitative criteria for model
selection. A very limited number of existing quantitative criteria (for
the most part pertaining to the quasi-linear pilot describing function for
use in the visual modality, single-loop compensatory tracking of a narrow
band random input situation) could be fitted to this framework now. To
approach the ultimate goal of an "automatic" selection scheme more closely
than indicated above, for example, by constructing a detalled decision
process algorithm, is Jjust not consistent with the present state-of-the-
art in elther human pilot modeling or SOP theory.

The question thus arises, "Should we attempt to construct an interim
set of model selection rules which will be only partly quantitative?" The
answer seems to be "yes" for at least two reasons. First, an interim effo
will provide a well-organized procedure which will assure that a reasonabl;
complete, albeit largely subjective, set of criteria 1s considered in
selecting appropriate pilot models for pilot/vehicle analysis. This organ
1zed procedure would eliminate some of the artistic flavor preseutly assoc
ated with the model selection process in the mind of the working engineer.
The second reason recommending an interim effort arises from the detailed
complexities that will accompany the programming of the ultimate "automati
selection scheme. The complexities are precisely those of exposing the
logical decision processes used by the knowledgeable human analyst in
selecting a model. The success of the programming depends on being able i«

11

"agk the right questions." Trat is, to formulate & set of hypotheses as tc
how the analyet selects the model. It does not matter that some hypothesic
may be incorrect, since there are techniques of varying sophistication for
eliminating incorrect hypotheses (see, for example, Ref. 59). What is
important is that the set of hypotheses includes as a subset the "correct"
hypothesis. It appears that the only way hypotheses mey be introduced is
by external statement. Here the experience of the humen analyst plays an

important role. It is important that the stated hypotheses be the result

7




of informed judgment and not pure guesses for efficiency in hypothesis

testing.

In the following we shall review the highlighte of SOP theory, and
then proceed to speculate on models which imitate the SOP process itself.
These models will be suggestive of a sequential decision process.

The essential stages in the SOP learning sequence are shown in Fig. 33,
and are described below (after Ref. 58):
ensatory (Fig. 33a). The pilot is given, or pays attention,

only toc the error (input minus output) characteristics repre-
sented by Ype.

Pursult (Fig. 33b). The pilot perceives both the input and out-
put land, hence, error). 'He uses any predictable aspects of the
input (represented by Yp;), as well as the learned chamcteris-
tics of his proprioceptive sense of control motions, Ypp, and the
controlled element, YPm’ to operate in some "optimum" menner on
the input with a compensatory vernier correction operatior on the
residual errors, Ypg.

Prec tive (Fig. 33c). The pilot perceives the input and
recognizes (or chooses) a perfectly predictable pattern. His
selected response is subsequently preprogremmed or open-1loop
for large intervals of time.
The block diagrams of Fig. 33 are suitable to represent not only the pilot's
progression to, or regression from, higher levels of internal system organ-
ization in a given situation, but also grossly represent the possible
loop structures when different levels of display information are provided.

For example, in early stages of treining a pilot will operate mainly
on the perceived error (L.e., in a dominantly compensatory manner) even
if the output and input are both displayed, as in a pursuit-type instru-
ment. Conversely, even with a compensatory display (error only), if the
input has a definite pattern, leading to a corresponding pattern in his
required control actions which he can perceive, perhaps only subconsciously,
then he can structure a loop based on this proprioceptively sensed control
action to provide a self-generated "input, " ip, to generate most of the
required control movement. This progression to an internally organized
pursuit mode, given a pure compensatory display, is represented in
Fig. 33b by switching to ip via the Ypp loop. After much training, the
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pillot can even close his eyes, thus opening the Yp, loop and operating
solely on hls learned response pattern. Thus, given some pattern, or
"eoherence," to the input, he can actually progress to the precognitive
mode for short intervals with only a compensatory display! This will be
illustrated later, but the key point i1s that the Successive Organization
of Perception theory describes the human pilot's construction, via internal

organizational changes, of a succession of perceptual inputs which
® Are equivalent to more elaborate dlsplays than those from
which the stimuli were obtained
¢ Induce background or references not physically present
e Mke highly efficient use of any coherence in the presented
stimuli
The SOP theory leads to an understanding of both the progressive and
the regressive control behavior during training, transfer, stress, equip-
ment failures, etc., and it offers a unifying approach to the display
problem.

Before proceeding it 1s appropriate to expand upon the modeling process.
First, there are two geperal types of mathemntical modeling activity
which cz2n be described as:

Data desoriptor models. These models need have no direct structural
analog in the process, but are intended to codify measured data
more efficiently and to permit prediction within the explored
ranges of variables. Models of this type include input/output
catalogs, rtatistical regression models, statistical detection
Al decision models, closed-loop describing function measure-
m.nte and dita rits. They have the advantage of simplicity,
amnlytical utility end efficiency, and known confidence limits.

Structurel or analog models. These model:s attempt to describe the
mechanization or internal cause/effect events which lead to the
observed input/output data. In some important cases these can
be partially derived from the data descriptor models (e.g.,
determining, or measuring, human operator open-loop describing
functions ir single-loop compensatory tracking of random inputs),
but in most cases they are derived from heuristic reasoning in
the face of an array of facts to be "explained." Analog models,
0. "mimics,"” are often too complex or nonlinear to measure effi-
clently and seldom achieve the statistical confidence possible
with data descriptor models. Nevertheless they are ultimately
desirable tc mtionalize the observed over-all behavior or to
slmuinte the fine-grained bebavior.




A blending of these types of models 1s usually achieved in human pro-
cess modeling when a theory is fitted to a large body of codified data and

the variations are accounted for by recognizable features in the operator's

physiology.
B. MODEIS DMITATING THE S0P PROCESS

The Successive Organization of Perception process has been described
as a progression through three main phases of loop organization, each con-
talning a number of subsets of behavior appropriate to the task. Assume
that identifiable limits and conditions can be found (e.g., experimentally)
for each subset mode of observed behavior. Then cne model for the SOP
process would be gn active off-line monitor which identifies the conditions,
selects some most likely mode, monitors the result, reselects a new mode
when necessary or when further information is brought out by the first
operations, and so forth. This model is not intended to be an analog of
the mental processes involved, but is merely an efficient way of coding and
selecting the most likely mode of behavior from those which have been
distinctly identified and modeled. This model is, among other things, a

description of an analyos.s procedure in which estimates of behavior mode

are the key outputs desired.

An appropriate form for this model is a flow or decision procescs
algorithme Such models have been described in Refs. 60 and o1, and
applied to a specified task involving a give.l sequence of subtasks in
Refss Y and 62-04. For example, Seigel and Woll {(Ret'. t.') ui o
sequential state model with probabilistic state transitioncs (estimated
by direct inquiry of squadron commanders) and a Monte=Carlo computer
analysis tn investigate the pile-up of sequential tasks required to
effect the downwind approach, turns, flap and landing gear preparation,
and flight path line-up for sanding on an aircraft carriere Themar and
Tou in Refs. ) and 64 zet up the selection of an optimal path 'rem
polnt-to-point by dynamic programming. Braunsten, et al {(Refe v, 2l
computer algorithms for the car-following driver tack, interpreted ao oan
on-going sequential process, and they attempt come statistical measurement:
of one subroutine parameter required by hipghway test:. Thuc, this apprioach

s by no means novel, and there are several current proprams which shoul

E I3




vield material useful to the present problem. Most of these attempts have

had limited success because of the inordinate complexity and repetitive

cycling required to represent continuous tasks.

The suggestion here 1is that algorithm models may be much more
appropriate and successful when applied to the SOP sequence itself than
to describe any particular mode of tracking. This is because most of the
observed manual control behavior falls into relatively few categoriles
from which logical criteria can select the most suitable, e.g., the three
phases of SOP in Fig. 33. Within these phases of SOP various submodes are
required, but many of these already have well-modeled cheracteristics.
The rather heterogeneous forms and degree of approximetion described here
and elsewhere are ideally called up by mode-selection algorithms. Thus,
the algorithmic models are used where they are best suited (logical func-
tions), while the contiruous servc models of human behavior are used where
they are most efficient (well-defined tracking or stimulus response

situations).

Some preliminary work on an algorithmic-type model for the SOP process
is shown in Figs. 34, 39, and 36, The process of constructing a flow
disgram to simulate a decision-making or learning process is instructive
in itself because one is forced to formelly define and examine the
logical structure behind decisions which are often made in a casual
menner. The formalism also focuses attention on categorizing and finding
efficient hierarchies of decision-meking criteria. For example, the
difficulty of constructing Figs. 3/ and 3% illustrates why some investi-
@ators have had a hard time using and adapting the well-established
quasi-linear pilot mndeles to real-world problems. Even for these models
it 15 hard to specify written criteris or instructions for selection.

Part of the problem lies in the heterogeneity of the types of models
evolved, and part lies in the diverse concepts and words which might form
suitable categories or descriptors. These problems are common to library
search routines, and scme librery document retrieval procedures were
adapted to simplify the concepte.

Figure '« chows a flow diagram for some key steps which must precede
the selecticn of a particular human pllot mode of behavior and thence
the appropriate model and adjustment rules. The "situation” nelection
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e the pent vaguely detined at present, 1t {0 sasy to deacribe any given
ritwrtion verlmlly, but net Lo ontegories {4 in vosgmot form.  Probably
something 1ike ten to twenty aultably different degoriptova would cuver

Ay tendoniible oage here, atd unly Clve to ten vould b regudred for the
wajority of oneen. AW Cew desepriptora an poasible are desired 10 avold

the problem of dlmenaionality. Onove the sjtuation ls aeleotwl, one oan

g0 direotly to apesifie instrussnte {4 these ate apecified (or {f the

pllot fa already in a given loop, dn a trnaition or raflure mode nituas
tion). Otherviee, poasible informtion channele annigned to a given
altuation muat he noanned, and the moat likely or priority ltema then
Aglevted,  Bubpuutines ror thia utep are more apparent, but the detniln

fur thelr {mplementation ave dirrfioult to desoribe {h A quantitative manner,
For example, the multiloop liypotheale oan e used, and heuriatics and
empivionl experiaonce mlpght be used to evolve a mtional aelection procedurs,

Identirication of the type of dieplay ia stmightforvard it it is an
instrapent (aingle or integated), but my be more difficult for the
viaual fleld situation,

Detormining the prediectability, or coherence, of the information
awilable will ve very difficult in many cases. 8trong disorete cues or
mndom inputs are no problem, since subjective criteria for unpredicta-
bility are not tco hard to define. But Lo recognize subtle cuea, cowmplex
periodic wvaveforms, ete,, will require both analytioal and experimental
data not yet available.

Aagesament. of the opeyator's famlliarity with the task and instrunenta
(1.e., 8kill level) is an important factor in selecting his mode of operu-
tion. Thie criterion must be extermwlly prescribed, and will not be tested
for directly.

Finally, all these preliminary criteria have been selected, and a set
of descriptors will be available at Exits A, C, D, E, and F of Fig. .

The mode and model can then be selected., Two general approaches are
possible here:
1. A logical selection :ree, from which the correct mode 1ig

picked by climbing along a sequence of branches, guided at
each bmanch node by one of the (say, n) descriptors previ-

He




ously evolved, The snin advantage 12 apeed {n golug dirvectly
to the dandred bimabeh Lo o atepuc The dlsadvantage in thnt
them 18 an encrmous humber of' tevndnal branochean, but only »
relatively fow mxdma and urtleln to peleet frome Henvoe, the
same item appears on mny branches, and the atomge and logic
aaling prooceny i cumberaome,

v A croauefiled ontalog of each mode, ag it becomen nvullabhle,

from whieh the appropriate anxiel {o aslected Hy the cunjunc.

tion of' & net of n entry denordptora with those Wheling the

madel.  The advantage 1o eane of coddng and atoring the rela-

tively f'ew (Bay, m; m > n) modes nnd dederiptora, and the

diondwvantages are Lhe slightly longer search required (4r a

oimple seguential search ig used) and the fuct that a mode

van be retrleved only fror seta of deagriptora asslgied to

ﬂl.\:lmgﬁ.
Much more work need: tu be done on thia, including use of combined loglical
toewa and deacriptor conjwetione, At present, the best acheme appeara to
be No. & above, which lo 1llustmted in Flg. 3. Note that each model in
Flg. ® lhan a large humber of Jeacriptor pera apsuciated with i, of
whiieh anly a couple samples of each are shown., Another deascriptor uet
may be added at any time as the range of validity of a model is extended,
and & given group of descriptors and modeln may be taken oul, rerined,
and given separate ldentivy without changing the remaining itema. A
great deal of work needs to be done in simplifying and rationally index-
ing the descoriptor sets to faclilitate the search. Alsc shown on the
right of Fig. ) are desoriptors for the confidence level and altermative

items to search in case the likely mode does not work out,

Once an appropriate mode ot operation and model have been selected,
the adaptation rules and criteria are called up and the hwmn pilot's
behavior 18 sultably simulated. This adjustment and optimaliration
process is shown in Fig. 5o, Detalls of this process have been discussed

in previous sectiona.

The problem has been fairly well structured at this point, although
refinements will continue to be required. The next most pertinent task
is to mmke the theory upematiomal for a tew ulmple cases. This will
demonstrate the feagibility of the approach, and the intemctjions with
other topics (such as optiml control patternu) discussed In this report.
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SROTION VIX
PEYSIOLO0ICAL BABES YOR TMACKING BERAVIOR

This section will couslider the physiologleal problems and mechanisms
involved in numan pilot tracking behavior, msspecially those concerned
with more complex functions which are not simply accounted for at the
peripheral neuromuscular level. The recent surge of research devoted to
neuramusacular mechaniome has gone a long way toward clarifying the prop-
erties of the peripheral neuromuscular command and control apparatus, and
gives us helpful and suggestive insights into the mechanisms at higher
levels of the nervous system which play upon Jhe peripheral system.
Although physlological research methods are still limited to the investi.
gation of quite restricted kinds of activity in restricled situations,
and usually involve experimental animals rather than humans, there are,
fortunately, enough examples from which some general principles of system
organization can be derived; by appealing to these through analogy and
inference we will attempt here to provide a suitably sound basis for the
models of human pilot behavior discussed elsewhere in this report.

This section is subdivided into four parts. First, a review of the
basic periphemml] neuromuscular control apparatus will be presented, in
which the mass of new research data relevant to the present discussion
will be summarized. This review provides some of the physlological back-
ground for the neuromuscular system model summariced in Section II, and
serves as a polnt of departure for the discussion of higher centers
involved in control. Second, a summary will be made of the functional
properties of some higher neuronal centers of the brain, especially in
relation to their modification of, and interaction with, the peripheral
neuromuscular system described in the first part. Third, we describe
the operation of two subcortical compensatory motor control systeme whose
organization and functlon are sufficiently important to consider their
implications for models of skilled motor performmnce. These systems have
poseible direct parallels to the more "automatic'" aspects of compensatory

track’ ng during stationary conditions after extensive training. The
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fourth section brings in the cerebral centers needed ror logical, learning,
permisaive, etc., opemtions required betore any skilled "automatic"

behavior is possible.
A. JFERIPEERAL NEUROMUSOULAR CONTROL ILEMENTS

Ultimately, all the complex decision-making and command-generating
centers of the brain must make use of the basic neuronal circuits operating
atl the spinal level together with the speclal sensory organs associated
with them at the periphery. As a result of an enormous research effort
over the past ten years we have come to know relatively a great deal about
them and their mode of action, at least in isclation. The behavior of
pure spinal systems lg a powerful determinant of the way supraspinal centers
intermct with them, and their behavior suggests ways in which we interpret

the activity we are able to observe at higher levels.

It is not the purpose of this report to give a detailed summary of the
peripheral neuromuscular control elements and systems; for this the reader
is referred to several recent symposia and reviews (Refs. 62 -T1) and our
own model of this system (Ref. 28) which is summarized in part in Section II.
In what follows we shall merely glve a very brief account of some of the
more important elements and their properties so that the reader may be

better able to follow later discussions.

Much of the control of neuromuscular behavior in the periphery is
dependent on a complex organ located in the muscles of the body, the

muscle spindle. It is in itself a complex neuromuscular integrative

system receiving a continuous set of motor control and command signals
from the central nervous systeum, and sending a constant stream of sensory

information signals via several paths bacx to the central nervous systen.

A typical muscle may have 50 to 80 of these organs, embedded at various
points among the tension-producing ("extrafusal') muscle fibers of the
main muscle mess. A typical spindle is elongated in shape, may be several
millimeters in length, and has an orientation parallel to that of the
extrafusal muscle fibers. They may be arrenged in isolation, In tandem
with each other, or be found i1n conjunction with other specialized receptor

structures of' the muscle. Each spindle has a central axis which consists
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of a globular nuclear bag region (Fig. 37) connected to either pole of
the spindle by means of a pair of nuclear bag fibers, which are them-

selves typical striated muscle fibers (~ 25um in diameter). In addition
to this there are from one to five subsidiary muscle fibers, the chain
fibers (10— 15um in diameter), which mey or may not extend the entire
length of the spindle. Thus, although the two fiber systems are distinct,
they mey interact by virtue of their mechanical coupling. The nuclear
bag and chain fibers are known collectively as "intrafusal fibers," and
are never observed to contribute directly to the development of tension
in the muscle. Rather, they appear to be motor fibers related solely to
control within the spindle itself. From their microscopic appearance the
bag fibers appear to be normal striated muscle fibers and hence would be
expected to have dynamic and mechanicel properties simllar to those of the
extrafusal flbers.

Static Type la
Gamma b . Type II
Fiber ynamic /

Gamma Axon

Fiber Side

Collateral
Primary Endi
DN s Nuclear Bag
= RN PC O f® Fiber =~ ——

=0 . . Nuclear_Chain
_—T Secondar y Fiber
T— EndinQ//

Figure 37. Diagram of Muscle Spincle

Both types of intrafusal fibers are innerwvated by special motor axons
arising from cells in the spinal cord. The axons hsave a diasmeter range
of 5—12um and signal conduction velocities of 30« TC m/sec- They are known
as gamma fibers and the cells they arise from are referred to as gamma motor

neurons {or sometimes as fusimotor neurons). There is now good evidence

that there are at least two independent types of gapma fibers, whose

properties will be discussed below.
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In a typical spindle, there will usually arise one large axon whose

principal termination winds around the nuclear bag region (a region of
the spindle without muscle or contractile elements) and additionally may
terminate also on one or more of the chain fibers. These are the primary
or annuiospiral endings. The Type la axons serving these have large

diameters (12 —20um) and do not have terminations on other spindles. An

additional sensory terminal is the flower-spray or seccndary ending,

associated primerily, but not exclusively, with the chain fivers. Each

axon can terminate in several such endings, and these Type II axons are

about half the diameter of the Type Ia axons. Endings may have

terminations on more than one spindle.

Mechanical deformation of these sensory endings leads to the develop-
ment of electrical potential fields at the terminals which are directly
proportional to the strength of the deformetion. These generator potentia s

are accurate mappings of the forces operating on the terminals and can follow
rather high frequencies of change in the deforming stimulus. The fields
gre utilized by the sensory axon in the production of nerve impulses at
specialized triggering regions near the receptor endings. Nerve impulses
are generated at a rate directly proportional to the magnitude ot the
generator potential, hence there is a continual transmission of impulses

at a frequency which is a linear function of that potential and thus of

the strength of the deformetion. The sensory endings exhibit a high degree
of sensitivity to length changes -— a significant shift in firing frequency
can result from length cnanges of iy a few microns. This relationship
can be used to reconstruct the time course of tension changes at the

nuclear bag reglon from observed trains of nerve impulses.

The primary ending of a spindle usually shows some discharge even
when the extrafusal muscle fibers are at their norpal resting bvody length.
This is presumably due to a small amount of residual tension in the spindle.
Even in the absence of any motor signals from the spinal cord, the firing rate
in the spindle will increase monotonically as a function of increasing
muscle length (from a few pulses per second to a hundred or more pulses
per second). This results from the disposition of the spindle within the

muscle which serves to tmansmit length changee in thc muccle to the bayg

N
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region where the change is reflected as an increase in bag tension.
Conversely, shortening of “he muscle (either passively or in response to
an alpha motor command signal) will reduce the tension on the bag and
hence reduce the spindle Ia sensory fiber firing frequency.

Figure 38 shows some typical plots of spindle sensory receptor firing
frequency as a function of muscle length. Over a considerable range this

relation is linear.

impulses/sec

245

108

53

33
0

Increasing ¥ Stimulation
{impulses/sec)

-4 0 4 e 16  mm Stretch
Muscle Length

Figure 38. Steady-State Length Versus Ia Firing Rate Relations
for Various Gamma Fiber Stimulation Rates
(Adapted from Ref. T72)

Recent studies of single gamma fibers ending on spindles whose primary
endings were being monitored have shown that repetitive stimulation of
certain gamme fibers will produce a response which consists of a generai
increase in the firing rate of the primary ending (relative to its control
rate) at a function of muscle length. This may result in (1) a family of
curves of increasing clope whose relations are essentially linear (Fig. 38),
or, (2) a simple translation of the length/frequency curve upward, or (3)
in a combination of both. Each family of curves ig a function of the

stimuletion frequency of the gamma fiber.

The shift in length/frequency relation for these gamma fibers is
usually unaccompanied by any sigunificant increase in the velocity sensi-

tivity of the fiber (see below), i.e., the gamma fiber has influenced only
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the static gain of the primary ending; such a gamma fiber is designated
a8 a static fusimotor fiber.

In addition to this static length/firing-frequency relation, the
primry ending also shows a strong sensitivity to stretch or release
velocities. Its firing frequency, with rapid lengthening, can
increase to several hundred pulses per second, regardless of length,
and characteristically drops abruptly to zero when the muscle is
allowed to shorten. This velocity-sensitive property can also be influ-
enced by gamma stimulation, but the population of gamma fibers with this
capaclty 1is distinetly different from that which influences the static
relation. Gamma fibers which increase the velocity-sensitive or dynamic
part of the response to changes in muscle length with only a small effect
on the static gain are called dynamic fusimotor fibers. The effect of

stimulating these is also dependent on the stimulating frequency, and
thus the primary ending exhibits an inherent relation between firing rate,
length, and velocity. The static gamma fiber increases Ia discharge fo.

a given length (but may in fact decrease its relative sensitivi+ty to
stretch); conversely, the dynamic fiber greatly increases the firing
frequency of the primary ending during stretch, but leaves its steady-
state frequencies essentially unchanged.

In terms of tre block diagram of Fig. 4 and the neuromuscular system
model discussion of Section II, the actions of both the static and dynamic
fusimotor fibers combine tou adjusl, and to maintain, the levels of the
lead time constant, Tg. On the other hand, only the static fibers are
needed to provide a bias signal which, 1n conjunction with the stretch

(alpha) reflex loop, results in the average tension, Pg.

Thus (Fig. %Y) even at the spinal level, each muscle has associated
wlth 1t a pool of thousands of alpha motor neuror at least two systems
of sense-organ-controlling motor cells, the ctatic and dynamic gammma
neurdns, three classes of receptors involving severmul hundred channels of

input information to the cord, and associated clusters of Interncurons®

¥Neurons of' the spinal cord are generally classified as either ron:ory,
motor, or interneurons. To this !¢ - 2lass, therefore, belon, ail cell:
not carrying information directly i¢om receptor structures ("atterent tivores'
nor transmitting; impulses to muscle fibers ("efferent fiber:s"). They are by
far the larpgest population of cells in the cord and are ecrential 4 the
internal information processing and intepration within and between tivie o

of that structure.
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vhich serve to integrate, distribute, and modify the activity within the
cord and the control loops by which communication with the muscle is
effected.

f&%%ﬁ%%ﬁbféﬁ'ihﬁtiﬁﬁ%ﬁiﬁté&*io*hiéﬁef levels™ =
of the nervous system, where a multiplicity of other senscry systems also
converge. And while patterns of motor activity can be formulated and
executed at a local spinal level, we shall henceforth be concerned primarily
with patterns which are generated at nigher centers. These are discussed

in the next sections.

Both alpha and gamme motor neurons are subjected to a variety of inputs
from centers within the brain and from other segments of the spinal cord.
One of the chief differences, however, may be seen in their response to
events taking place in the muscle to which their axons are directed. 1In
this respect it has now been clearly demonstrated that the gamme cell is
relatively unaffected by the peripheral events occurring in the muscle its
spindles are embedded in. There are, apparently, no return vathways from

the spindles or other muscle receptors which influence its immediate behavior.

The alpha motor neuron, on the other hand, is subject to several kinds
of signals returning from its muscle. Most important is the activity
generated by the Type Ia axons from the muscle spindles. These axons make
direct ("monosynaptic") excitatory connections with alpha cells innervating
extrafusal fibers in the muscle in which they are embedded;, and if sufficient
activity is arriving along Ia axons, output pulses will be generated in the
alpha motor neurons. One way this can arise is when the muscle is being
lengthened, either passively by some external force or by an antagonist
muscle. The resulting increase in spindle tension causes an increase in
Ia firing rates and thereby an increase in alphe firing rates which, by
causing contraction of extrafusal fibers, opposes the lengthening process.
Any shortening tendency of the muscle, conversely, reduces alpha activity,
tending to reverse the shortening effect. Thus we have in the alpha/
g&mma/spindle complex the essential components of a negative feedback
constant-length regulator (the differential element shown in Fig. b4),
rnown to the physiologist as the "stretch reflex.”

1)
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An alternative route for generating alpha motor neuron activity
lies in the active production of spindle afferent activity by means of
gamma commend signals which will result in a gamme/spindle-controlled
bombardment of the alpha motor cell (this is represented by the y, path-
way in Fig. 4). This is a possibility of immense significance, since it
opens t'.c possibllity of indirect activetlon of the alpha cells, and hence
the poséibility of generating direct gnd indirect commrnd signals to the
" muscles. Both pathways are shown in Fig. 4.

The secondary endings from the spindle are also length- and rate-
sensitive, but have somewhat different response properties from the
primary endings; their central connections are more complex and involve

inhibition of alpha motor nzurons.

In addition to the spindle receptors there are a large number of
receptors embedded in the tendons of the muscle, the Golgi tendon organs.
These also are sensitive to stretch and from their placement in the muscle
appear to supply tension information to the central nervous system. They

appear to inhibit alpha motor neurons innervating the same muscle.
B.  COMMAND AND MONITORING CENTERS IN THE BRAIN

Operating on, and interacting with, the periﬁheral neuromuscular units
and associated spinal circuits is = hierarchy of centers in the brain itself.
In general these can be expected to:

® Process information received from the peripheral neuro-
muscular, limb position, and skin sensors; integrate this
peripheral somatic sensory inputr with other interoceplive
(internal state monitoring sensors) and exteroceptive
(external swte monitoring amd ietecting sensors, such as
the visual, audiiory, and vzetitular systems) information.

e Supply complex patterns of alpha and gamme command signals
of appropriate timing, amplitude, and pattern to the
recspective alpha and gamma motor cells in the spinal cord
and vrair stem on the basis of the available sensory
informacion and stored programs, according to changeable
criteria of performauce.

® Make short-term and long-term modifications in the sctual
organization -f the peripheral neuromuscular system at
the spinal cord and brain stem levels, and provide for
storage of complex, patterned, skilled motor performence
"templates."
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All ¢f Lhr- supraspinal centers with which we are concerned here have
comparatively obscure functions relative to our state of knowledge of the
peripheral and spinal motor systems. This results from the fact that our
knowledge of these areas is derived largely from anatomical study of the
fiber connections between them, and gross observations of the behavior of
animals in which these centers or the connections between them are stimu-
lated or destroyed. We know little;or nothing about the signals that
enter them or leave them under any Eut the most artificial or unnatural
circumstances. As a result there is even very little qualitative agreement
on what the functions of such centers are, and it is probably fortunate
that there is agreement even on the symptoms which characterize malfunc-
tioning or pathological states.

Consequently a large portion of the available data simply cannot be
incorporated into any model of supfaspinal motor contzol. The remarkable
ability of animals with experimental trauma to retain a large degree of
control further complicates the analyst's attempts and suggests that in
the course of evolution equivalent systems have developed ip paralilel
with subtle differences distinguishing them.

1. | Sensory Monitoring Centers in the Brain

a. Organs monitoring the peripheral neuromuscular system. In addition
to supplying input to the immediate spinal apparatus controlling neuro-
muscular activity, information from the peripheral sense organs of muscle,
the spindle afferents and the Golgi organs, is transmitted to adjaceat
regions of the cord, and axons from these receptors travel up the gpinal
cord, establishing two important terminations in the brain (see Fig. %0).
The first, and prooably most important, terminvs is in the zerebellum,

a structure which overlies the brain stem and receivos input from recer-
tors in avery muscle of the body. Moreover, this input, containiry
presumably length, tension, and rate information (Ref. T3) is arpar-
ently laid cut in an extremely orderly fashion, forming what is some-

times referred to as a somatotopic mapping of the body musculature on

parts of the cerebellar surface or cortex. The cortical surface of the
cerebellum is itself an exquisite three-dimensional orthogonal matrix of
cells and axons (Ref. Th), and it is upen this orderly arrangement of cellu-

lar eleumcnts thot the muscle systems of the body are, in some way, mapped.
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In addition, the cerebellar matrix also receives, from other pathways,

; (1) a continuous flow of impulses from skin receptors from all limbs,
4 providing some proprioceptive information about the position of the body

parts and (2) information from the vestibular apparatus, providing informe-
tion abcut the relative position and acceleration of the body in space.

The cerebellum does not, however, receive input from jolnt receptors

(Ref. 75). Additional input has been described, arising from the auditory
and visual systems (Ref. 76). ’

The other terminus for muscle and proprioceptive information is the

somatic sensory cortex of the cerebral hemispheres {Ref. 77), which also

receives inputs from other somatic sensory pathways involving touch, pressure,
pain, and temperature (Fig. 40). Another cortical area recsives vestibular
input. Structural integrity of the cerebral cortex seems to be indis-
pensible to the conscious pevception of sensory input, whereas damege to

the cerebellum, which does not seem to be involved at 811 with conscious
perception of sensory input, leads to disorders in control characterized

by inadequate muscle "gain," inadequate timing (Ref. 78) or phasing of
individual muscles (Ref. 79) and groups of muscles, and a well-known
oscillation of a limb involved in voluntary tracking behavior.

All of the mmjor exteroceptive sensory systems, with the exception of
the olfactory system, occupy distinct multisynaptic axonal tracts or path-
ways which terminate in the sensory portions of the thalamus (a deeply
situated internal region of the brain) from vhence their signals are relayed
to distinct modality-specific projecticn areas on the cerebral cortex. This
cortical representation includes special areas for visual, auditory,
vestibular, and somatic sensory input, but other cortical areas appear to
involve overlap in sensory input and for this reason are termed "association

areas" of the cortex.

In addition to these major sensory pathways to the cortex, each
exteroceptive sensory system or modalitz appears to involve additional
collateral pathways which carry information to other brain areae such as
the cerebellum, and, of prime importance for the discussion of motor mecha-

nirws, a central core region of the brain stem called the reticular forma-

tion (Fig- 40j. This area runs nearly¥the entire length of the brain stem and
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indeed extends well into the spinal cord grey matter. The cells in thils
structure are characterized by the highly nonspecific or integrative char-
acter of the sensory input they receive, often being activated by combina-
tions of auditory, visual, vestibular, and somatic senscry stimuli. '

Furthermore the reticular formetion is the apparent recipient of much

... of the interoceptive input gfﬂthgrbp§y,”;,g., inpup from b;ood pressure

receptors, chemoreceptors of various sorts s temperature receptors, etc.,
and is itself highly sensitive to the circulating levels of blood sugar,

blood CO2, and many other substances.

It might be argued that almost any area of the brain could be
called sensory since activity in that area couvld be modified by sensory

input. But what characterizes all the areas described so far in this
section is that, with the exception of the cerebellum, destructiom

of these centers leads to a loss in sensory perception or discriminative
function: The cerebellum, on the other hand, has been included here
because it receives direct input from sensory cell axons ascending from
the spinal cord and from the vestibular system.

2. Command Signal Pathways from the Brain

Before considering the problem of where specific command signals from
the brain are generated, we consider the principal pathweys by which these
commands are transmitted to effector cells or networks in the spinal cord.
For convenience, and because it conforms to the present terminology in
neurology, we will distinguish two classes of pathways from higher centers
to the spinal cord. They are (a) the pyramidal tract,* whose fibers arise,
in part, from the motor cortex of the cerebral hemispheres, and form & well-

derined pathway along the medullary region of the brein stem and then, for
the most part, cross to the other side of the spinal cord to terminate on
or in association with cells innervating muscles on the opposite side of .
the body from where the pyramidal fibers originate; and (b) e gro.p of path-
ways arising from the brain stem and other regions, collectively knbwn as
the "extrapyramidal" pathways (Ref. 80).

*Sometimes referred to as the "ecqrticospinal tract."

Y
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Historically, it has been assumed that the pyramidal tract is the route
of voluntary and skilled command signals and that these common signals go
directly to alpha motor neurons. It was felt this was due to several rea-
sons: the pyramidal tract arises partly from the cerebral cortex, the cor-
tex is associated with the most complex forms of behavior, and elgctrical
stimulation of the surface of the cortex produces movement. None of these
assumptions appears to be entirely velid, however, for the following reasons:

e It is only in primtes, particularly humans, that significant

numbers of pyramidal trect flbers even terminate on motor
(as opposed to interneuron) cells in the spinal cord

(Refs. 81, 82).

e It appears (Refs. 76, 83) that the motor cortex exerts control
on both alpha and gamms cells, so that it is uniikely that
the pyramidal tract is a "private line" from motor cortex
to alpha cells.

e It is apparent that skilled voluntary movement is possible in
experimental animals when the pyramidal tract is interrupted
in the brain stem (Ref. 81), so that, if voluntary movement
is initiated cortically, alternate descending routes must be
available for the signals.

e Many of the fibers constituting the pyramidal tract are not,

in fact, of cortical origin.

In experiments on monkeys where the pyramidal paths are cut on both
sldes of the brain, the animals are able to recover normal movement to o
large extent, but with some reduction in the speed or rapidity of movement
and a greater tendency toward fatigue. Moreover, fine dissociative enntrol,
for example the ability to move a single finger, is.lost and thereafter
finger movements involve all five digits at once (Ref. 81).

There appears to be some differentiation of fiber types of pyramidal
tract cells. The larger, faster conducting fibers show intermittent activity
and tend to terminate on motor neurcns which innervate distal phasic muscles
(such as the digits), while the smaller, slower fibers probably tend to end
more on interneurons related to alpha and gamma fibers of proximal tonicaliy
active muscles (Refs. 84, 85). Fibers of the fast conducting system probably
establish a direct excitatory connection with alpha motor neurons.

In recent studies of single neurons in the primate motor cortex, cells
sending axons to the pyramidal tract have been cbserved which undergo marked
\

changes in discharge pattern in associated contralateral arm movements

(Ref. 86). Moreover, on the basis of conduction velccity measurements,
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there appea: to be at least two classes of pyramidal tract cells— the
taster conducting cells apparently fire only in association with discrete
perivheral movements without a background discharge; the slower cells, on
the other hand, have m more or less continuous background discharge even
in the absence of movement which may either incrvase or decrease during

spontaneous voluntary movements (Ref. 86).

In addition to its contribution to the pyramldal tract, the motor
cortex has extensive connections with a number of subcortical areas,
including the basal ganglla, reticular formation, and cerebellum. Hence

damage to the motor cortex leads to far more severe and irreparable
loss of motor control than dces pyramidal tract section.

The extrapyramidal system consists of a number of distinct pathways

arlsing from centers in the brain stem and terminating on interneurons in
the spinal cord from which they all appear to exert control on the gamm
puthways. The main centers of origin we shal' be concerned with are the

reticular formation, already mentioned, from wheno - the reticulospinal

tract emerges; the red nucleus, giving rise to the rubrospinal tract; and

the nucleus of the vestibular system, giving rise to the vestibulospinal

tract. While we do not know in any precise detall how these pathways
contribute to the over-all coordina*tinn of precise movement, we can give
8 rough charascterization of their peripheral effect. The vestibulospinal

itract appears to be concerned primerily with postural readjustments to

changes in body orientation with respect to gravity. This has vbeen demon-

strated by testing the effect of labyrinthine stimulation on feedback loops
at the neuromuscular level (Refs. £7-~89). From such experiments we can
say, for example, that in standing-man the effect of an increased gravi-
tatioral force would be to iucrease the intensity of the muscle spindle
response to ilncreased gravitationasl stress by means of combined alpha and
ganms. control signals. When the btody 1s tilted in space, appropriate
readjustments in the position of the supporting iimbs are made, tending
to restore the original orlentstion of the body.

The rubrospinsl tract appears to have a major influence on the gamme
motor system arnd indeed there appear to be subdivisions in the red nucleus

for selective control of dynamic or static gamme fibers (Refs. 90, 9N},




and therefore one would be tempted tou guess that overall ratios ot static-
gamma/dynamic-gamma activity are regsulated here. While 1t is not clear
whether specifilic muscles can ve controlled selectively by thi. pathway,
it is fairly certain that muscle groupings are differentially activated,

e.g., the extensors or flexors of a given limb (Ref. 91).

In addition to its involvement in the motor control of autonomic
functions, the reticulospinal tract has been show.a to exert powerful
excitatory or inhibitory etfects on interneurors in the cord and on gamma
activity (Refs. 92—94). Moreover, the reticular system seems to be able
in some sense to set the levels of sensory input over different sensory

prathways arising in the spinal cord.

For the formulation of commend signals to be effective in a given
situation, there must be a continuous inflow of information from sensory
input channels to motor command centers. The reticular formation is an
example of a self-integrated sensory-motor system, but a number ot other

critically important sensory motor loops also exist in the brain.

As previously pointed out, the cerebellum receives what (s perhaps the
most complex array of information concerning body and limb positi-n and
muscle tension, and it is essential to the orderly execution ot voluntary
activity. Toward this function, the cerebellum directs its output to
higher centers in the brain, principally to the motor cortex of the
cerebral hemispheres. The loop, moreover, is a closed one, tor fibers
from the motor cortex® provide a return path througch the red nucleus and
reticular formation back onto the cerebellar cortex. Other loops involving
the cerebellum consist of fiber connections to and from the red nucleus
and the reticular formation directly. Stimulation or destruction of any
of the centers involved in this loop will result in marked chainges in samma

and spindle activity observed peripherally (Refs. T, 9, 4%, 9i).

Another area of interest in motor functione is a cluster ot subceortical

nuclel in the cerebral hemispheres which make complex connections with the

*¥The motor cortex, moreover, has additiunal sensory inputs via its
comnections with the sensory, visual, and auditory cortices, poth directly
and throwth corticat association areas.
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motor cortex and with the brain stem. They are the so-called basal ganglia,
and these centers are frequently implicated as the site at which complex

“stored-program” motor activities may be initiated. There are now on record
(see, for example, Refs. 95 and 96) sufficient observations of long-term
chains or sequences of motor and other behavioral activity, such as those
observed in mating, food ge.thering and consumption, etc., which can be
repeatedly triggered by electrical or chemical stimulation of precisely
localized areas of the brain, to suggest that in such cases the entire
sequence of behavior is not generated at the locus of stimulation, but is
merely triggered from that locus. This has led to the hypothesis that the
full seyuential program is stored in some fashion at some area of the brain,
and the besal ganglis are favored by a number of observers as a possible
site for program storage. Unfortunately, like much of the evidence relevant
to motor behavior. the evidence is highly indirect and must be regarded at
present as speculative. Nevertheless, traums to the basal ganglia leads to

more or less profound interference with normal motor function.

C. MODELB OF SBUPRASPINAL CONTROL OF MOTOR ACTIVITY

In this section we will consider some data resulting from a number of
recent investigations of the detailed mechanisms of motor control systems
of the brain. The first exampie will examine how a system functioning as
a regulator of the internal environment interacts with the basic neuro-
muscular spinal cord networks previously considered, and how this system
is orgenized to minimize the error in the regulator and to minimize the
effect of fluctustions in load. The second example illustrates a very
gimple situation in which information-processing centers can enable an
external stimulus to be "tracked." A third section considers some impor-
tant timing relations involved in ~ump 2x pattern recognition/response

situations invelving the cerebral cortex.
1. BSubcortiocal Interoceptive-Tracking Compensatory Control

Firet we conslder a continuously active regulatory motor system whose
physiclogical parameters and mechanisms have been studied far more exten-
sively than any other. From it we can derive a number of h:potheses about

how compensatory systems are organized. Indeed, no bev er example of the
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detailed workings of the nervous system can be found than the action of the

regpirastory motor system which results in the periodic inflation and det'la-
tion of the lungs (Fig. 41). Many muscles are invelved in this activity,
but we consider here only the intercostal muscles which casuse an increase

or decrease in the volume of the chest by moving the ribs,

The function of the respiratory control centers in the brain stem
reticular formation is to regulate the level of oxygen and carbon dioxide in
the blood, and this is achieved by changing the ventilation rate of the lungs
by varying the rate and/or the depth of respiration. In quiet respiration
only the muscles of inspiretion are used, and expiration cccurs passively
from elastic recoil once the action of the inspiratory muscles has geased.

In heavier respiration, the muscles of expiration become active.

One of the most potent stimuli to increase respiration is an elevated
level of carbon dioxide, which apparently stimulastes chemosensitive neuronal
elements in the braln stem directly, and also stimulates a network of chemo-
sensitive cells located in the walls of several major blood vessels, whose
output also reaches the brain stem. These are connected to brain stem
networks intrinsically organized to produce alternating bursts of impulses
which are transmitted to mctor neurons in the spinal cord. The organiza-
tional details of these hrain stem networks are not well understood, but
experiments suggest the existence of two mutually inhibitory pools of
neurons vwhich are active primarily during inspiraticn and expiration,

respectively.

The control cf respiratory volume is effected by seversl different means.
First, an iucreace in blood COo can cause an increase in frequency of firing
of an individual cell during the insplratory cycle. Second, the respiratory
rate may be increased by altering the duration of the burst and the inter-
burst perlod. Third, the antagonistic action of expiratory cells may Le
reduced during the inspiratory phase, but be accelerated during the expira-
tory phase. Fourth, there are apparently a large number of normally inactive
neurons in the brain stem which can be recruited into an increased respira-

tory effort, thereby increasing the total drive to the £_inal corde.

From & number of studies we find that to every state ot blood/was level

there will correspond a gpecific output pattern from the brain stem which
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effectively commands the spinal neuromuscular apparatus to effect
maneuver adequate for maintaining a desired blood/gas level or for ofta
setting any deviations from the optimum level, These commands are
equivalent to a volume of air to be moved in and out of the lungs., But
even though the parameters of the cutput are variable, the output is
always patterned in a stereotyped way, with periods of approximately

constant frequency nerve impulse bursts alternating with silence,

The firing patterns of motor neurons in the spinal cord are similar
in many respects toc those in the brain stem, and electrical recordings
from individual motor neurous supplying the external intercostal muscles
(which are incp atory) and the intermnal intercostal muscles (expiratory)
show again the alternating burst/silence pattern of activity. Indeed, the
phasing of firing of these two groups ¢t motor cells with inspiratory and
explratory activity extends also to the gamma motor neurons in these pools.
In fact, it has been shoWwn that the pattern of firing of the gamma cells
is closely related to the carbon dioxide level of the blood, suggesting
that the command signals from the brain are relayed in parailel to both the

alpha and the gamm systems (Ref. 97), cee Fig. L1,

There is now considerable evidence that gamne activity slightly leads
alpha activity in respirstory neurons. The evidence for this comes from
direct simultaneous observation of several neurons, but is further strength-
ened by the finding that when the dorsal roots are cut (thereby interrupting
the spindle flow to the alpha motor cells) the alpha cells may actually *ail
to fire during the normal phase of respiration,” while the gamma ceils con-
tinue to fire. This suggests that alpha discharge may actually be dependent
on a consideiuble amcunt of gamma-produced spindle support. In addition,
observation of spindle discharge during contraction of respimiory musclec
shows that, in contmact to what might be expected during respir: icn, sjindle
discharge increases; we conclude, therefore, that increased yamm bias nac
offset the wilonding effect of contmaotion. Thece ohservationc ajply to

both insplmtory and explratory intercostal muscles (Rer:o. o, =1 5.

¥In humans, dorsal root sectioun here leads to & parnlysis of thesge
respimtory muscles of which the subject is _iaware {Ret. +),
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'This parullel transmission of a command si nal from the brain stem
insures that adequate ventilation will occur in spite of changes in muscle
power, ailrwvay reslstance, or driving pressures, for during the execution
of the command signal any mismatch between %the required contraction
(signaled via the gamma system) and the actual contraction will be signsled
by the spindle afferent (which measures the difference between "required"
muscle length and actual muscle length). If the shortening of the muscle
is too smell, for extmple as a result of increased airway resistance, this
will immediately cause a burst of impulses from the spindle to increase
the level of excitation to the corresponding alpha motor neuron. This
hypothesis bas, in fact, been tested in experiments in which the airway
resistance was suddenly altered just prior to a respiratory cycle (Ref. i0zZ).
The effect on alpha motor neuron discharge is immediate (i.e., much too
fast to have arisen by COp stimulation of the brain stem), which supports
the hypothesis that the gamme./spindle loop can be used to drive the

neuromuscular systemr as a "follow-up servo."

Further investigation of the gamma fiber input to the intercostal
muscles has revealed, in addition to the intermittent discharge phase-
locked with respiration, a "tonic" / ontinuous) gamms component. This
latter activity can be influenced by cerebellar stimulution and tilting
the head (Ref. 100). In the case of the intercossal nmuscles, this is
correlnted with the fact that these muscles have a duel function— that
of respiration on the ore hand and postural continl on the other. Thus,
twe independent routes of gamma command signals impinge on common spindles;
one rrom the respiratory system and, simultaneously, one from the tonic
posturel 6r positliou-determining system. As a result, the tensinn of
intercoctal muscles prriodically fluctuates at an amplitude determined
by the phasic gamma .system. The fluctuation occurs about an average
tencion determined bty postural demands via the tonic gamma system.® Since
both the tonic and phasic gamma input can activate t.e same spindle, it
is concluded that several distinctly different gamme pathways can reflexly

command the same pool of alpha motor neurons (Ref. 100).

*It 1s possible that some of the tonic gamma activity is also related
to respiration and determinec the mid-thoracic position around which the
respirmbtory excurslons are superimposed.

>
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We have introduced this example in order to consider a situation of
minimum complexity, namely, that of a neural regulatory system "tracking"

a constant interrnaliy cgenerated reference signal. Two loops in the con-

troller are involved: (1) a conventional outer feedback loop carrying
information concecrning the state of the controlled variable (blood CO2
level), and (2) a peripheral/spinal feedback loop which enables the system
to remein relatively insensitive to changes in muscle dynamics (for example,
in the presence of fatigue) or load changes (as in changes in airway
resistance). Indeed, we have considered this example primarily in order

to introduce some of the peripheral physiological mechanisms in skilled
tiacking behavior, regulated at a subcortical level. In terms of Fig. 40,

this subcortlcal command system amounts only to that shown in Fig. L2.

t— Chemoreceptors

Reticular

Cerebellum )
| t———| FOrmation

Vestibular
Nuclei

-—a= g Command
Spinal Neuromuscular Signals
Control Networks

F—- v Command
Signals

Figure 42. Command Subsystem of Fig. 40 Related %o Respiratory Control
2. Exteroceptive Tracking System

Je now wish to extend the complexity of the situation by considering

how extermnlly penemted tine-varying signnls enn be tracked; oo, we
wish to examine the servo properties of » neurophysiological exteroceptive
Lriekdingn system. N
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An interesting example of such a system is afforded by the visual
trecking mechanisms of thie brain which enable an animal to center a visual
target on the optical axis of the eye where visual aculty is greatest.

A complete neural system adequate for such activity appears to exist in
the brain stem and, indeed, there is evidence from recent experiments on
monkeys that simple tracking behavior does not necessarily involve sensory
and motor cortical areas, and that even manual tracking of_a simple food-
reward stimulus can be performed when only subcortical areas are available
for the effort (Ref. 104). This correlates with the fact, pointed out
previously (Fig. 40), that a number of subcortical centers have access

to visual, auuitory, and proprioceptive information, and that complex (if
not all) motor patterns can be generated in the absence of a pyramidal
tract, at least in primates.® A scheme for such behavior using subcortical
centers can be postulated by appealing to a synthesis of prototype modes
of behavior that have been demonstrated in a variety of animal experiments.
In principle, such a system requires target position and velocity informa-
tion to be processed into command signals available to the motor nuclei of
the elght extraocular muscles of the eyes, whose concerted action enables

the eyes to move to a position appropriate for target-centering.

Target informatlon is fed into this system in several different ways.
First, owing to the optical propertlies of the eye itself, there 1s a point-
to-point mapping of the visual field onto the retina of each eye. The
mapping follows the normal inversion seen in any lens system with points
in the visual field to the right of the vertlcal meridian being projected
onto the left side of each retina, etc. Thus the spatial ordering of the
target field is preserved by the anatomlcel ordering of receptor cells on
the surface of the retina. This spatial arrangement 1s preserved at higher
levels of the rervous system, and in particular it 1s preserved by a point-
to-point mapping onto the surface of structures in the mid-brein known as

the superior colliculi (Ref. 105). These are paired structures overlying

the brain stem, and oa each colliculus is mepped one-half of the opposite

visual finld, with each retina overlapping in its projection. That is,

*Of course, nonpyramidal covtical motor paths to the spinal cord also
exiot. \
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the right-hand visual fleld projected cn the left sige of both retinas 1s
mapped onto the entire surface of the lefi{ superior colliculus (Fig. 43).

Recent studies have shown that in addition to this position informe-
tion, activity in optic nerve fibers coming from the retina cerries
information concerning target velocity and direction of travel (Refs. 106
and 107) and probably also information about taiget shape, boundary, and
contrast wita surroundings (Ref. 106).

Fror the avallable sensory information we assume that command signals
appropriate to the tracking of a target are geperated from the colliculus
itself, for when & point on the surface of the colliculus, corresponding to
a specific point 1. the visval rield, is stimuiated, e corjugate movement,
of toth eyes occurs, whose magnitude and direction are such as to tend to
center the target, i.e., move the target projection point cn the surface
toward the zero/zero norizontal and vertical meridian points (Refs. 108
and 109).

Thus, the colliculus converts the sensory projection mapping into a

command signal vector which nulls the mepping of a point on the surface.

The cormand signals generated by the colliculus are transmitted by
direct pathways to the clusters of motor cells (motor nuclei) in the brain
stem whose axons control the muscles of the eye (see Figs. Lk and 49). It
is.at this level also that additionel compensatory informetion frcm the
vestibular system concerned with head position and angular velocity is
irtegrated into the final motor coimand. In addition, pathways from the
colliculus to the cerebellum and from the vestibular nuclei to the cerebellum
enable the cerebellum to participate in the coordinated and smooth execution
of target-centering actions. Furthermore, ocutput pathways from the superior
cclliculus to the reticular formetlon and spinal cord can generate head
and neck movements assoclated with the tracking of targets, and these we

will presume to depend on spinal regulatory mechanisms already described.

Detailed studies of e;e movement in tracking situations mlso show that,
as in the case of the respiratory system motoi output, the over-éll response
is not arvitrary, but appears Lo be synthesized frcm patterned or stereo-
typed subcomponents. In “he visual/motor system, two principal modes are

rvailable, one n quick step chenge in muscle length (the saccadic movement)

3
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which centers the target and the other a constant angular velocity rotation
of the eye {pursuit ggyement) which permits following of tne target once

it is centered; in most situations complex eye motions are superpositions

or successions of these basic modes.

A number of additional generalizations of imporﬁance emerge from the
study of the two subcortical systems which have been described, and these
are valid in their application to motor control systems generally.

e Motor systems are organized around reciprocally acting

(and usually reciprocslly inhibitory) antagonist components.

® Precisisn command-following in the presence of motor and
load variations is provided by low delay feedback lcops
at the motor unit level. Thus a patterned motor command
results in a nearly duplicate response wlth shorter delays
and more precision than would be possible in an open-loop
system. .

e TFor this reason, patterned coordinated command signals

generally involve coactivation of the alpha and gamma motor
cells.

e Independent motor commend signals can piay simultaneously
and in parallel in effector networks.

D. CORTICAL CONTROL FUNCTIORE
1. The Rature of Cortical Control

The systems discussed so far are apparently capable of opénating
autonomously at a subcortical level in the execution of certain control
or tracking tasks. At the subcortical levcl they operate on a more or
less continuous stream of sensory input and sensory feedback information.
In their processing of this information, and in the synthesis of their
output from subcortically available motor patterns, generated on a propor-
tional or rate control basis with appropriate mechanisms for equalizetion
of body poeition or losd changes, they appear to operate essentially as
quasi-linear pure galn controllers. This 1s probably typical of the
capabilities of subcorticiil motor centrol systems, buui in the presentation
of these systems, in order to 1llustrate some intrinsic mechanisms within

them, we have been forced to ignore the influence that higher centers can,

and normelly do, have on them. .
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In what follows, we would like to consider some of the "metaconiroller"
problems thut are inherent to the function of higher or cortical areas of

the brain.

Even in the case of visual tracking there are several logical or
decisional functions involved, for example,
e Is the stimulus "interesting" or important? Are its
parameters of movement and conformation matched to certain

"filters" in the brain which monitor the available
information?

e Should the stimulus, even if interesting, be tracked at
all, given the constellation of other factors roncerning
the internal and exter.xli state of the body?

e If the decision is made to track, by what mode and with

what precision‘should the action be undertaken?

We know, in answer to the first question, that several areas of the
brain recelving polysensory input recelve highly specific kinds of sensory
irformation. Indeed, specific neurons in the vreticular formation, superior
colliculus, and cerebral cortex appear capeble of responding only to highly

- specialized kinds of stimuli (Refs. 106, 110-112) which are of great
natural 1ﬁportance to survival; for example, in the detection of prey or
predators. Their abllity to react selectively to certain kinds of stimuli
("property filtering'") provides the physiological basis for the detection
of, and the focusing of attention on, such stimuli in preference to
uninportant or neutral events, and for the alerting of appropriate areas

for response initiation.

It 1s also obvious that a process such as visual tracking, unlike
respiratory or cardiovascular control, is not entirely obligatory or
involuntary, but involves logical start and stop decisions. In humans this
i1s apparently & cortical function, and with damage to certain cortical
areas neurclogical patients are unable to track a stimulus unless commanded
to do so or are unable to "let go" of the object, i.e., they cannot stop
the tracking operation (Ref. 113).%

*Behavior analogous to this has ulso been observed in hand-grasping of
obJects by monkeys with pyramidal tract lesions (Ref. 81).
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Finally, if the decision is made to track, what mode should be used?
The colliculus is capable of generating'signals which cause the eyes to
turn approprictely, but there are alternate pathways available to it
which can initiate head-turning or body-turning (Refs. 114, 115). In
some cases the mode of output is even dependent on the detection and
recognition process. For example, humans generally csnnot voluntarily
generate a smooth constant-velocity eye movement unless they are tracking
a target moving with that velocity. Moreover, it may be necessary to
transfer the tracking operation in whole or in part to other effector
systems, and in the case of manual control, for example, the process of
visual tracking is essentially det'erred to muscles of the arm and hand
which are not intrinsically related to eye movement at all. But this
again requires a pfior logical  declsion; hence it is important to bear

‘in mind the vast difference between compensatory trecking of a visual

stimulus with the oculomotor apparatus and compensatory tracking with
some manually controlled device. We now know that this latter task can
be performed by primates (Ref. 116), but there is no evidence that lower
animals can do this.

Thus, while the mechanisms for accurate pure-gain types of tracking
behavior exist at subcortical levels, they are subject to an increasingly
complex hierarchy of logical decision-making structures and it is likely
that the cerebral cortex is increasingly involved, in an evolutionary

sense, in precisel& those metacontroller functions.

Moreover, in contrast to the situations considered abové in which
tracking behavior occurs in response to time-varying or random sensory
signals, there is a decisive need for the nervous system to be able to
initlate motor commands from internal sources and to predict the future
behavior of the external world so that appropriate motor action can he
initiated in advance of, instead of in response to, certain stimuli. It

seems likely that the cerebral cortex is indispensabie for such precogni.-

tive or predictive control of movement in which, in effect, complex trackable

stimuli are internally generated.

As a basis for such a process, we assume that the cortex, in conjunc-

tion with other brain centers, has considerable ability to learn or store
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complex senso.y patterns, to synthesires complex patterns out of simpler
patterns, and finally to transfer stored sensory patterns to motor centers

where they can be "tracked."

There is now good evidence, based on studies of the atility of the
nervous system to transfer learned informetion from one half of the brain
to the other, that some complex sensory and motor patterns are indeed
stored at cortical levels. Transfer of visual pattern recognition activity,
tor example, is dependent on an intact visual receptive cortex. Mnual
skills, on the other hand, are very poorly learned from purely visual
experience, and acquieition of skill seems rather to depend on somatic
sensory input from the limbs and cannot be transferred from one hemisphere
to the other without both somatic sensory and motor cortices (Ref. 104).

Thus, we see a functional requirement for the cortex in the execution
of complex pattern generation. In view of this we may conceive of predic-
tive tracking as involving neuromuscular following, not of the immediate
sensory input, but rather of a cortically generated signal which is perhaps
. only intermittently compared with the direct sensory input.

While conceivably the ability of the cortex to generate signals may
be unlimited, it is clearly capable of generating linear and sinusoidal
signals. On the other hand, certalnly in humars the nature of the cortex
is revealed in terms of its ability to generste symbolic pétterns, e.g.,
those assoclated with speech production. This might be considered a
special case oi neuromuscular tracking of an internally generated "auditory"
signal. The number of basic motor pattern elements available for this task
is not clear, but apparently 1t is finite and a function of the particular
language. There 1s now some evidence that the continuous "predictive mode"
output involved 1n speech involves sequential synthesis of blocks of out-
put of syllable length, i.e., in blocks of output requiring about 200 ms of
activity (Ref. 117). This is also approximately the period required, in
certain eye movement studies, before additional visual information is pro-
cessed (Ref. 24); and also correlates with the minimum period for attention-
switching from one modality to another, and appears to be the minimum period
required for a reaction time task and for alterriation of repetitive motor

activity. One model has been proposed in which these blocks are called up
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and sequenced by the cortex, and then transferred to subcortical
centers prior to execution while the next block is being assembled

cortically (Ref. 117).

In short, what 18 being suggested here is that, while a considerable
number of skilled or stereotyped movement patterns and even the capacity
to track may be potentially available at a subcortical level, the more
complex patterns may be generated in the cortex. The subcortical patterns
mey be triggered or suppressed by the.cortex, in which case the function
of the cortex might be the execution of complex data-processing operations
and operations of a logical character. These would include, among others,
the following kinds of functions which are presently recognized by neuro-
ohysiologlsts as invo;ving higher neuronal centers:

Pattern recognition involving space and time
Attention,* input channel selection and switching, arousal
Detection

Output mode selection, including rapid modification of
subcortical and spinal circuits

Symbolic referencing
Prediction
® Time estimation

These functions, in man, actually occupy the sphere of activity called
"consciousness." They are not at all well developed in other animals.**

a

2. Tim;ns Relations in Supraspinal Control

When the cortex is involved in the eleboration of a motor response,
we have only scanty amounts of information about the way 1t participates.
Most of this, in fact, only gives us some clues as to the timing sequence

involved.

*There is some evidence that "attention-switching" mRy require intact
loops to the cerebellum.

**For example, in the monkey therc is no evidence of any predictive
ability in eye movement ccntrol when cracking a periodically moving
target (Ref. 118). .
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In a recently reported series of experiments, monkeys were conditioned
by standard operant techniques to perform some simple manual responses
such as lever-pushing for a food-reward when presented with a particular
visual stimulus (Ref. 86). Single neurons in the motor cortex with axons
in the pyramidal tract were observed before and during the presentation
of the stimulus and the subsequent motor response. It was found that those
units which showed a change in firing pattern prior to the hand movement
showed it only in response to a visual stimulus when the hand movement
followed, i.e., cells responded if and only 1f the stimulus succeeded in
ellciting the conditioned response. Apparently the decision process occurs
not later than this stage and very likely occure earlier.

For these neurons ihere was a high correlatior betweer the latency of
the cell response and the latency of the motor response as measured by the
EMG or total reaction time. The minimum latency of these cells to a light
flash was 100 ms, corresponding to a total rsaction time of 180 ms, which
is quite :-o>rt for a monkey (whose usual response time is between 275 ms
and 400 ms). Thus an observed minimum response letency of a cortical cell,
in response to a light flash, might be 120 ms; the EMG latency (of the
contralateral hand} might be 170 ms, and the reaction time 220 ms.

Similar reaction time experiments have been performed with humans in
which the latency (response delay) of the visual cortex to the.visual
stimulus was measured (by mesns of the chavacteristic wave which appears
in the EEG reco:ded cver the visual areas). Also measured was the total
time from the stlmulus onset to tie beginning of the peripheral EMG response.
Correspondihg to the time of onset of activity in'pyramidal tract cells of
“he motor cortex, there appears in the motnr area EEG a reccgnizable wave
which has beer termed the "motor potential" (Refs. 119, 120).  This appears
only when a voluntary motor response is actueliy zade. It appears 50— 150 s
prior to first sign of motor activity in the limbs, and reaches a pesk duriﬁg
maximum muscle activity. From the avidence presented, we can comstTuct a
rough tiwing dlagram of the sequerce of events {ollowing a oondi%icnal

stimulus and leading to a motor response (see Fig. 46)."

™There is considerable evidence also that the total reaction time may
vary by 5-1C ms, depending on the phase of the alpha rhythn of th> "EG
at which the stimulue is presented (Ref. 111).
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In this section we have summarized experimental results from
several areas of neurophysiology which may be helpful in suggesting
prototypes of brain organization that underly adeptive behavior in
~the human. While the examples chosen may indicate the limited and
tentative character of even the most sophisticated conclusions available
from the physiological laboratory, they have been offered in the convic-
tion that as models they are indispensable to the further thinking and
exprerimentation of the engineer who wishes to understand and interpret
overall behavior in terms of the unitary elements of the neuromuscular
system and the brain. 1In this respect, the necessity of the engineer
to study the models of the physiologist mirrors the growing awareness
on the part of the physiologist that systems engineering concepts end
models and studies of adsptive motor performance in humans can provide
key insights into the often intractable complexities of brain structures
and components. The present chapter clearly reflects the mutual influence
of these two disciplines and, we believe, offers a real basis fcr the
optimistic view that the world of macroscopic observation of human per-
formance and the microscopic world of the neurophysiolegist can be
unified. The ccnnecting link is thn constraint that appropriate
ensembles of microscopic elements must yield behavior that can explain

macroscopic performance.
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SECTION VIII
A SIMPLE TEST FOR OPTIMALITY

A. INTRODUCTION

This section and Section IX describe methods for determining the
quantities which may be minimized by the human operator in tracking tasks,
i.e., his criteria for optimality. Only quadratic criteria are considered.
As explained in Ref. 123, optimality with respect to such criteria implies
optimality with respect to many other criteria for systems forced by sta-
+ionary random-appearing Gaussian inputs. The present section describes
a simple test for optimality which requires only information about the
mean-squared values of ihput signal, controller response, system response,
and system error, where "error" is defined as the difference between the
actual system response and a "desired" response. The desired resporse 1s
identical to the input signal in the tracking tasks considered here. The
test yields a quadratic criterion for which the describirg function is
zbtimal; but it does not give the describing function of the optimum

system in literal or numerical terms.

Section IX uses a more complicated procedure to identify not only the
eriterion, but also +he optimal descriting function. The criterion is

furthar generalized to include cross-product terms.

These secticns represent two different (but by no means mutually
exclusive) ways of solvins essentially the same problem. Future'progress
in the quest for human operator ovtimizetion criterie may well involve &
combination of voth approaches. It is therefore important that projected
measurement programs take into account the data requirements for the

application of each technique.

B.- THE TEST FOR OPTIMALITY

This subsection describes a simple test for optimality, applicable to
systems forced by ctationary random inputs, e.g., the human operator in
some tracking tasks. The test has thé advantage that it does not require

cnleulation of the deseribing: function of the cyctem.
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If the system satisfies the criterion
Minimum (62 + kc2)

where k is a constant, € is the difference between the desired response,

mg, and the actual system response, m, and c is the controller output as

in Fig. 47, with the wavy bars denoting averaged values, then the follow-
ing relationship is satisfied:

2 = :g— me — 2ke? (46)

A proof is given in the appendix. For k=0 (the Wiener system), proofs
have been given by Lee (Ref. 124) and others.

1. Application of the Test

We shall illustrate the application of Eq. 46 to human pilot behavior
in both pursuit and compensatbry tracking tasks with a stationary random
forcing function. 1In tracking tasks the desired response, my, is cqual
to the input signal i, hence in Fig. 47, F; = 1. Because Eq. 46 does
not require any information regarding the system structure other ihan
the transfer function of the controlled elemeni, it is not necessary to

specify the feedbacks used by the pilot. Thus in Fig. L, HT represents

n; .
Series
Controller System
i r - c m
~—— — HJ G ¢ -
y €
+
F, —a -
'\'nd

Figure L47. General Formulation of System

)

"The notation of Fig. hf is explained in the appendix.
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the transfer function of an equivalent series controller which produces
the same ®;. cross spectrum as the human pilot, given the saue inpuuv

signal, i, and uncorrelated noise, nj, the latter representing the rem-
nant. Figure 47 therefore can represent either pursuit or compensatory

tracking.

In Fig. 47 the remnant, n;, has been referred to the input. This is
purely for convenience; Eq. 46 is not affected by the choice of injection

point for the remnant.

The derivation of #q. 46 assumes that both i and nj are stationary.
This condition may be only approximately satisfied in actual tracking
tests. The proportion of the remnant thet is stationary depends on the
controlled element. Fof pure -gain controlled elements (as in the tests
described below) Ref. 18 concludes that the .emnant is mainly composed

of stationary noise.

The data graphed in Fig. 48 are taken from tests (Ref. 18) on a human
operator tracking a series of inputs generated by randomly phased sine
waves to approximate a stationary random Gaussian signal with an aug-
mer.ced rectangular spectrum. One set of inputs was identical to those
of Ref. 12 with ten component frequencies. The amplitudes of the lowest
six, seven, or eight frequencies were set equal, for cutoff Ffrequencies
designated as wj = 1.5, 2.5, and 4.0 rad/sec, respectively, in Fig. 48.
The ampli‘udes of the frequencies greater tian Wy wWere et to one-tenth
of that of the low frequencies. Thr iriput designated R14 comprised ten
equal-amplitude sine waves with frc.quencies ranging from 0.314 to
14.03 rad/sec. The B5 irnput was similar, except that the four highest
frequencies (stariing at 4.2 rad/sec) were attenuated 10 db. %he rms
value of each input was 1 in. deflection on the CRT display. For the

tracking task these inputs were equal to the "desired response," mg-

The data given in Ref. 18 include mean-squared valucs of e in display
inches and ¢ in degrees of stick deflection, but not m. However, for the
case when the controlled clement, was a pure gain it is ~usy to obtaln m,

using m = K,e, where Ke = 1 in. display per 6° stick.

>
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Figure 4% illustrates €4/1¢ graphed against m“/1¢. It is see

measured pertormance is close to optimum in the Wieuer sence, l.e..

(The term ":close" is defined more precisely below.)

The most significant and interesting region of Fig. 48 from the stand-
polnt of crliteria is the "knee" of the graph where 25/55‘15 relatively
large, e.g., greater than 0.10. As we shall show shortly, in this region
the Wigner system is quite critically defined (as opposed to the region
where e‘/i2 is small, where almost any reasonable system can closely
approach the Wiener performance). Figure 48 also illustrates Eq. 46
graphed for k=0.1 and =0.1. To achieve the most compact presentation,

k has been made disencionless by normalizing ¢ such that for the pure gain
controlled element considered here, Y, =K. =1. That 1s, the units of ¢
have been referred to the displacement of m observed at the display. To

make this clear, consider the criterion
Minimum (e2 + kc2)

k =1 implies that equal weight 1s attached to mean-squared values of e of
1 in.° (1 in. difference between i and m on the display) and to mean-
squared values of ¢ equal to the square of the steady-state value of ¢
that would prcduce a steady deflection of 1 in. at the m display.

The foregoing discussion will be extended later when .e cousider
controlled elements having dimensions whicn involve time, e.g., K/s and
K/se. With k normalized as indicated above, Yo =1 for the data of Fig. 4°,
c =m, and hence k can be found (see Table XIV) from Ey. 47 modified for c=m
as follovs:

= 1 - (1 +2k) ()

ol |l
gt LY

Because of the limited accuracy of the data measurement and reduction,
the calculation of k to an accuracy closer than about '0.04 ic not mean-
ingful. Within tiids restriction, 1t appeers that for compensatory dispiays
the human operator 1s essentially optimal in the Wiener sense tor the pure
galn controlled eiement K, =1. The pursuit data show a small but definite

tendency for negative K.




COMFUTATION OF k FOR PURE GAIN CONTROLLEL: ELEMENT, Y, =1

TABLE XTV

(Data graphed in Fig. 45)

INDIVIDUAL RUNS
Input Display /12 | 1-e2/i8 | wAZ k
R14 c 0.65 0.3 0.293 +0.097
R14 P 0.675 .32 0.415 —0.11
BS Q 0.24 0.76 0.7 +0.035
BS P 0.285 0.715 ¢.86 —0.085
@y =4.0 c 0.08 0.92 1.04 —0.0575
wi=4.0 p 0.122 0.878 0.97 -0.0475
w =2.5 ¢ 0.05 0.95 0.97 -0.01
wi =2.5 P 0.0322 0.9668 1.4 ~0.075
wy=1.5 c 0.0415% 0.9585 1.02 ~0.03
® =1.5 p 0.025 | Q.y765 1.14 ~0.07
AVERAGED RESULTS
p Mean Absolute
Display Mean k RMS Deviation Deviation
Pursuit -0.0775 0.021 0.016
Compensatory +0.0069 0.054 0.0471

2. The Use and Interpretation of the Test Results

The formula for the optimum transfer function is derived assuming that

the signal and remnant are unaffected by small variations from the optimum

transfer function.

This assumption is supported by the experimental data

of Refs. 18 and 12° which show that for pure gain controlled elements the

remnsnt referred to the pilot's input varies
width and amplitude.

(The test equation, Eq.

very littie with signal band-

L&, holds provided the remant

is constent, iirespective of whether it is referred to 1, ¢, or m)

The results can therefore be used to estimate the human pilot describing

function by calculating the minimum (€€ +k 2) system, the transfer function

of which 1t xiven at the beginning of the Appendix (Eq. A-1).

required are:

1 2k

The data




® An expression for the nonminimum phase part of the humen
operator describing function, associated with his time
delay, 7, assumed to be invariant with the remeinder of
his describiig function, and usually represented by a
Padé approximation.

e The spectrum of the tracking signal expressed as (or approxi-
mated by) an algebraic function of (jw) which is factorable
in the Wiener-Hopf sense.

® The spectrum of the remmant, simllarly expressed. (To use
Eq. A-1 directly the remnant should be referred to the
gignal, 1, but Eq. A-1 can be reformulated if it is more
convenient to refer the remnant to c or m.)

The interpretation of the value of k requires care. "For k=0 the part
of the ilot's output linearly correlated with i certainly minimizes ZE.
But we cannot conclude that the pilot as a whole is minimizing 25 because
a smaller value of zﬁ'would certainly be attained if he retained the same
describing function but eliminated his remnant. Only if we regard ani as
fixed (an assumption which, as noted above, 1s realistic for the Yo =
data of Refs. 12 and 18, where ®nni = ®nne because of the compensatory
display) can we claim that the pilot as a whole is minimizing €2 Note
that the instructions given to the pilot state that he is to "move the
stick to keep the error small." Since for Gaussian inputs this is equiva-
lent to demanding minimum 2 (see p. 27 of Ref. 123), we should expect
experimental results to indicate a value of k close to zero. Reference 126
describas experiments in which a pilot was instructed to minimize 25 + k;§:
His behavior varied with the value of k. Unfortunately, ;5 dats are not
obtainable for the tests of Ref. 126, and Eq. 46 therefore cannot be applied

to check the actual value of k against that used in the instructions.

For k sz th?mgrgugspt of the preceding paragraph can be repeated,
replacing €2 by €2 + ke2. Similar considerations apply for k < 0, but it
must be noted that large negative values of k are inadmissible because of
stability limitations on the optimum system transfer function. These
restricr |k| for k < 0 to the value that would czuse the optimum system

transfer function (Eq. A-1) to be unstable.
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3. Sensitivity of the Test

The sensitivity of the test formula has been investigated by applying
it to two series of systems, one optimal in the Wiener Sense (k = 0) and

the other deliberately constructed o be nonoptimal for k = O.

The input signal spectrum assumed is ¢;; = 1/(1 + u?), the noise
(remnant) spectrum is ®any = «2/(1 + aR/100), and the desired response,
mg, is equal to the signal. Both signal and noise enter at the same
point, as in Fig. 47. The parameter o is the ratic of the dc levels of
noise to signal. The nonoptimal systems were produced by modifying the
Wiener system transfer function, which is calculated in Ref. 127 as

a1 + JL_
H(jow) = 10 1 {LR)
. > {4
1 + al +“/(1-+o@§61 -%6) (1 + Jw ———;élﬁgjzzl)

The nonoptimel systems have the same gain, but no equalization, i.e., the

trensfer function is
11

 H(J®)nonopt = 10 (49)

: 2 22, 1.
1 + +‘/(1+a)( +100)

Figure 49 compares the Wiener and nonoptimal systems. For the test to be

of practical valus, the graph of‘z§/I§ versus ;é/zﬁ—of the nonoptimal system
‘'should depart appreciably from the graph of the test formula. Ag shown in
Figure 49, for Eé/I§’> 0.1 the graphs become quite dissimilar, and there

is a wide spread in the location of points on each graph corresponding to

a glven noise/signal ratio. Of course only one range of nonoptimal systems
has been tested here, and there i1s no 1limit to the number that could be
examined. However, Fig. 49 does provide at leart a preliminary indication
that the test formula is of adequate sensitiv1ty in the interestlng region
where even for the optimum system ea/i2 > 1.
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C. APPLICATION OF THNE TEAT 70 Ko/e AND Xo/3% CONTROLLED ELENENTS

I thie subsecton we deseribe the appliontion orf Kg. e to tmeklng

vk uddng vontrolled elemetts of the Following florme;

Y\\ - K‘\ ;';C-l
Yo v Ko/o”

These dnta wope taken from Ref's 18 The upemtor wna the same na that for

the Y, ~ K, data, a pilot with lightplane experience ouly. As with the
Previously wxamined teata on Yo - Ko, valuen of ;‘l-l“ were not recorded,  Hecnuwre
of the more complicated nature of the cuntrolled elements, thore 1o no way

Lo Jdeduoe ;5 knowing only ::5, :5, and I., It waa therefore neceusary 0

rerun the tapes of 1, ¢, ¢, and m which were taken during the teate of Rer. 1M,
Some diacrepanciea were noted between the perun and original data, and the
reaults on Ku/a and Kcl'aa control leq eloments muat therotfore be regarded

as proviaional.

Y. Results

The reduced data are listed in Table XV. Appropriate cxperimentally
obtained valuea of t;é‘/;ﬁ are graphed versua ;\E/IE in Flg. "0, Note that
due to dif'fficultiea with the tape readout equipment, 75 was not available
on all runs., Conaequently, k could not be calculated via Eq. 46 for all

T*Ung .
2. Interpretation of Results

Filgure »0 shows that the data points do not, in general, satlsfy the
relationship :5 ® 17'5- ;‘5 Thus the system is not tending towards the
Wiener optimum. The values of k required to fit the more general egquation
:5 = Tﬁ-;ﬁ-eké? have been calculated where possible, and are listed in
the right column of Table XV. For Y, = 5/52, the k's for compensatory
tracking were ~0.107, and —0.102, —0.108, and ~0.0932 (mean k = -0.1027);
for pursuit, —0.0748 and -0.0685 (mean k = -0.7!7). The overall mean Is
k = ~0.0907,

Figure 91 is a "carpet'" jllustrating the deviation of the experimental
results from the formula €€ = 12—m2—2kc2 with k = =0.09 secl‘ for Y. = b/sa.
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TABLE XV

10, o, ™, AND of DATA
R T
. X . 3
g RUN NO. E U bt e B e B e e A K
n -
) |ohagehet | 4 [0 |o.208 [o.050 [0 M6 |0 7 [0.a0 | 1. s | 280 [~0.0u8 sec®
u*
(.‘ 0“25()‘0'8': % ¢ Otzbl. 0!0“2“) 0-_')“:) OO‘)', 0119‘ ‘-$1 2-1() —0.\08 'ch
% | ou2Tok 15 -E- ¢ {0,290 [o.o7in ] 0,268 | N.A. [0.288 | 111 | N.AL N.A.
4 |ob276k-16 -I— p lo.253 {o.00u2| 0,260 | N.A. [0.255 | 0.95 | N.A. N.A.
5 | Ok2T6l=17 -Z p [0.2465(0.0586] 0.210 | N.A. |0.239 | 0.85 | N.A. N.A.
6 |ok276h-18| L |p |0.2415[0.0638/ 0.232 | N.A. | 0.265 | 0.96 | N.A. N.A.
7 (Ok3063-5 | == |c |0.2415[0.0k9 | 0.314 | 0.46 |0.20R2 | 1.3 1.91 | =0.13%1 see?
8 lou2geh-2 | 2 |c f0.25 |o.206 |o.51 | 2.2 |o.824 | 2.04 | 8.7 [-0.107 sec*
s‘
9 |oka96h-3 -s% c |0.85 |0.19% | 0.49 2.12 (0775 | V.96 | B.49 | -0.102 sec“
10| 0b2g6h-4 % p [0.25 [o.154 {0.364 | 1.79 0.615 | 1.46 | 7.16 | =0.0748 geck
<]
11| 04296k -5 —% plo.2s lo.1% |0.28 | 1.18 |0.523 | 1.12 | 471 | =0.060% sed®
[

The dimensions of i, €. and m are inches of deflection ¢n the scope.
The scale of ¢ is adjusted to be the same as the scale of m fer
Y, = 1. Note that the dimensions of k equal the dimensions of IYC|2.
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Tip of arrow indicates experimental value of «%/i%. Tail of arrow indicates value
’ of ¢&/if resulting from equation of carpet plot.
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Figure 51. (Carpet of ¢2/1% - 1-’£m2/i2) - 2k(c2/12) for k - —0.0' sec”
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(This k represents a rounded-oft value of the above mean k: with these
data, accuracy of more than one significant figure in the determination
of k should not be expected.) The "carpet" may be regarded as a projec-
tion of the three-dimensional graph of 25/15 = 1= (;é/fg + 0. 18(25/35
with the ;5/ and c2/12 axes projected to match the horizontal scales
shown, and the e?/i2 vertical scale. The advantage of this form of
presentation 1s that it permits linear interpolation between the lines
of constant ;E/IE and constant :5/25. For the‘aé/gﬁ and 'v:é'/"i”2~ scales

to be applicable, such interpolation must be made horizontally.

The length of each arrow on Fig. 51 indicates the divergence of the
appropriate experimental data point from the formula

PPN A

e2/1° = (m 8) + o. 18(c2/12)

for the controlled element Y, = 5/s2. It is logical to inquire how the
previously obtained data for Y. = 1 would fit this formula. For this
simple controlled element, ¢ = m and the fit could be demonstrated by
drawing an additional line in Fig. 48 corresponding to k = -0.09.
However, to obtain a more direct comparison with the Kc/52 data, Fig. 52
has been prepared. This is an extension of Fig. 51 showing the points
graphed on Fig. 48 that correspond to the higher bandwidth inputs R4,
BS5, and w4 = 4. Note that the deviation from the formula is of the same
order as the deviation in Z§/I§ due to uncertainties in the measurement
of this quantity, andlaé/zé. For example, in Fig. 48, for the R4 com-
pensatory case, ;§/Z§ lies between 0.25 and 0.38. Thus, in Fig. 52,
;5/;5 and hence Z§7I§ lies within an "ellipse of uncertainty" on

the ;é/iz, zzyiﬁlplane, as shown. From Fig. 48, gﬁ/zﬁ-for this

point is between 0.62 and 0.67. The area between these two levels

is shaded in Fig. 52. Note that this area almost intersects the ellipse
of uncertainty. This indicates that the deviation of the experimental
data point from the formula only slightly exceeds the deviation that

would be expected due to the uncertaintiee in data measurement.

As with the Y, = K, data, it is necessary to assume that the spectrum

of the remnant referred to the input is constant for the test tc be a valid
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indication that the pilot is minimlzing 25-+£Z§. The experimental remnant
data of Fig. 61 of Ref. 12 indicate that the variation of ®np, with wy 1is
slight. Quoting Ref. 12, "...the spread present is probebly as indicative
of run-to-run variability as it is of any ®pn, dependence on forcing func-
tion bandwidth." Figure 64 of Ref. 12 shows a similarly small veriation of

°nne with large changes in controlled elements. Reference 12 concludes,
"...the major effect of (controlled element) variation on the remnant is as
much Intersubject as inter-controlled-element." Thus it is concluded that
with controlled elements of the form Kc/52 the human osperator acts in such a

fashion that €@ +kc2 is minimized, where k is about —0.09 sec”.

D. APPLICATION OF TEE TEST TO LONGITUDINAL SHORT-PERIOD CONTROL

Reference 128 describes fixed-base simulator compensatory tracking tests
in which the pilot was required to track a commanded random-appearing pitch
angle. This was the sole input and was intended to represent target motion.
The input was generated by sums of randomly phased sine waves such that the
spectrum was essentially flat, extending from w = 0.157 to @ = 1 rad/sec,
with a high frequency shelf from w = 1 to w = 1! rad/sec. The run length

was 4 min. The transfer function of the controlled element was

~ s[s2+ 2(0.397) (0.764)s + (0.764)2]

(%%)sp Mg(s + 0.585)

The data required for the test formula,

m‘?
- - -2
] 1115" ..k'ﬁ

ol %ol

are tabulated in Table XVI.
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TABIE XVI
VALUES OF k FOR LONGITUDINAL SHORT-PERIOD CONTROL

12 2 2 @
] k
§ RUN NO. Y s — P
o (6e) (6, —6)° 6 (5Mg) (sec™)
dege deg? deg? (deg/sec)?
6T70127-15 iy, 6k 0.80 6.00 39.1 —0.0279
A | 670127~16 b.61 0.96 6.14 25.2 —0.0495
6TO27-17 L, & 0.98 6.40 38.7 ~0.033%2
670202-16 k.15 .74 5.29 18.7 —0.0b5
B | 670202-17 b.19 0.7689 5. 31 18.0 -0.053%0
670202-18 4.27 0.77 5.56 21.3 —0. O

Both operators were highly experienced commercial pilots. It is
noteworthy that Pilot © obtained the lower ?é, despite the fact that his
lki was farther removed i‘ﬂr_‘om zero. This implies that his remnant power
referred to his output, mﬁ. must be lower. This 1is contirmed by examd-
nation of the &y, spectra which show very little variation from run to
run, but indicate a difference between the pilots' Pnne » Which is about
6 db lower for Pilot B at frequencies above about 29 rad/sec. The $pp,

spectra for both pillots were closely similar at lower frequencies.
E. SUARY OF REAULZIS FOR ALL CONTROLLED ELEMENTS

The mean values for the constant in the pertourmance criterion are
supmarized in Tavle XVII.




TABLE XVII
MEAN EXPERIMENTAL VALUES OF k

CONTROLLED PURSUIT COMPENSATORY
ELEMENT
Average Deviation Average Deviation
Yo Mean Mean
ms Absolute rms Absolute
1 -0.0775 0.021 0.016 +0.0069 0.054 | 0.0471
5/s2 | =0.0717 sec*| 0.0032 | 0.0031 |—0.1027 sec™| 0.00586 | 0.00496
1/s —0.131 sec? One run only —
Pilot A | 4
6/8) ~0.0369 sec'| 0.00917 | 0.00843
( sp
Pilot B L
(6/5) -0.0498 sec™| 0.00238 | 0.00205%
8p
F. OONCLUBIONS

Systems forced by stationary random inputs my be tested for optimality
with respect to the criterion of minimum (62 +ke 2) by applying the follow-
ing formula (Eq. 46):

where

The derivation of Eq.

m
t

% o
m
[

€ =

m=mq

————

,,1(21-

2 - 2ke?

the desired system resjponse
the actual sysiem response

the contrcller output

L6 mssumes that the system is forced by a signal and

noise, both of which (1) have no first-order dependence on the input, and




(2) are stationary and random. The application of Eq. 4b to tracking
tests involving human operators requires these conditions to be satis-
fied to the accuracy compatible with the inevitable run-to-run variatious.
In this regard the critical input component is the remnant, because (he
forcing function is controlled to be random-appearing and stationary
(within the limits impcsed by finite run length). For pure gain con-
trolled elements the princj ! component of the remnant, ane, is sta-
tionary noise, which shows only siight variation with controlled element
gain. For other controlled elements, nunstationary transfer effects
appear Lo be more significant, and the remnant is strongly dependent on
the controlled element. Reviewing the available data in the light of
the above considerations, it is concluded that Eq. 46 should be used
with caution unless the remnant is small or the mean-squared error due
to nonstationary effects is small compared to that due to the stationary

remnant component and the fixed delays of the human operator.

For most controlled elements small negative values of k were obtained
(Table XVII). The k values deduced from the K./s and Kc/s2 controlled
elements are provisional because of discrepancies noted in the experi-

o~~~

mental data, resulting in some uncertainty about the values of m2.,

The consistent trend toward negative k, and the invariance of the
remnant spectrum, ane’ implisg that the pilot could achieve a smaller
mean-squared tracking error, 62, if he was less eager to move the stick.
It may therefore be worthwhile conducting fuither investigations to see
if this can be achleved by a change in instructions and/or display. The
numerical values of k measured in units of seconds vary remarkably little
with changes in controlled element However, because of the dimension-
ality of k, 1t must not be interpreted as a "universal constant' valid

for all controlled elements.
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BECTION IX
THE INVERSE OPTIMAL CONTROL APFROACE

Currently the quasi-linear humar pillot describing function is adapted
to a given controlled element by using verbal adjustment rules. These
require a certaln engineering artistry to apply effectively. Interest in
the inverse optimsl control problem stems from a desire to alleviate this
difficulty by obtaining & more conclse mathematical statement of these
rules. Identification of a performance index which represents the essen-
tial criterion for pilot adaptation would provide such a statement of
rules. The derived performance index would be most useful if it had some
invariant properties for e broad spectrum of controlled elements, but even
if this vere not the case tue indices would be an interesting alternate

means for considering human operation.

A. COMMENTS ON THE INVERSE OPTIMAL CONTROL PROBLEM

Briefly, the inverse optimal control problem is that of finding the

- conditions (or performance index) under which a ;iven system is optimal.
Kalman considered this problem at length in Ref. 129. In deveiopment of
the solution, Kalman uses constraints such that any system synthesized
ueing the rerformance index found from the inverse problem will produce

& ctable system. Stabllity is assured via ILyapunov's Secoﬁd Method, so

the constraints are sufficient rather than necessary; in fact, the restric-
tious are usually overly conservative. In that case, the class of allowable
optimal systems is rectricted to those for which no element of the cost is
ellowed to assume negative values. This restriction affects the ability

to find the performance index for many stable systems which are otherwise
optimal. In particular, negative values of some terms in the performance
index can exist for some stable linear constant-coefficient reguletor
systems yielding good performance. Furthermore, these systems have a
rinimum performance measure and can thus be considered tc be -optimal as

long as the cost is a real number.

Obermeyer and Muckler (Ref. 130) have considered applying the theory

of the inverse optimal control problem to identify that performance index
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whick a pilnt "must" be satisfying in a given continuous compensatory
control task. They were dissatisfied with their results largely becauce
negative values of the cost were a distinct possibility in a large number
of Instances. Reference 129 shows that second-order optimal control
systems with positive costs of the form §§-+x§§ (where x is a state vari-
able and u the control variable) tend to have damping ratios, ¢, greater
than 1/\/——. Smaller damping ratios can result from performancz indices
like ;_é+ax':§+)\;§ » where a< 0, thereby contributing a negative cost
increment. Now, the human pilot in a compensatory tracking system behaves
such that the dominant closed-loop poles of the closed-loop describing
‘function for the system have damping ratios on the order of 0.Z2. Thus,
those factors which discouraged Obermayer and Muckler really seem to indi-
cate that the overrestrictive Lyupunov sufficisncy condition should be
replaced by a necessary and sufficient condition on the performance index
for statllity of the optimal system. The question of stability as implied
by the perfermance index will not be a prime concerwy here, since the
stabllity of optimal linear ccnstant-coefficient systems is clearly evident
upon solution of the direct problem. Negative cost components will be
allowed in the following analysis without immediate regard for stability.

Obermayer and Muckler also assumed that off-diagonal terms in the
performence index matrix are zero. This assumption was apparently made so
that numerical solutions for the remaining ccefficients of the parformnce
index could be obtained for each controliled elcment. This approach can be
made more general 1f the off-diagonal terms in the performance index are not
arbitrarily set to zero. Then a single performance index can be found that
is invariant for severnl different controlled elements. If the "different
controlled elements" are chosen to span the spectrum of controlled elements
controllable by the pilot, then it seems plausible that this criterion

would eapply for intermediate controlled elements in the spectrum also.

The foregoing pcssibilities are explored in greater detail in the
following discussion. Considered in turn are the use of time demain tech-
niques, the use of frequency domain techniques for "discovering" the human
pllot's performance index, and a current estimate of results that may be

obtained through these techniques.



B. TIME DOMAIN TECHNIQUES

Time domain techniques appear to be useful in the current context
mainly for tre purpose of demonstrating that the approach which retains
off-diagonal terms in the performence index matrix is feasible. Actual

solution vie this technique appears impractical except when numericel
evaluations of performance index coefficients are desired. A:gebraic
expressions for performance index coefficients are much preferred because
of the additional insights which can be gleaned. Thus, the time domain is
ultimately abandoned for the frequency domain.

1. Development

The time domain approach to the inverse optimal problem is developed
by Kalman in Ref. 129. The essential relationships are summerized below
for the genertl problem.

Plant (nth order): X = Ax +bu (50)
£o(x'&x + 2r'xu + u2) dt (51)
o]

—x'X (52)

Performan. » index: 27

Optimal control law: ug

= the scalar control variable

x = the state vector of plant (nx1)

r = a vector of performance index coefficients (nx 1)

k = the optimml vector of feedback gains (nx1)

b = an nx1 vector

A = an nxn mtrix

Q@ = ar nXxn symmetric matrix of performance index coefficients
'

transpose of matrix

—~—
S~
I

The inverse optimal control problem is:
Given Eqs. 50 and 52, find Q and r for which J is minimum

Solution: Q and r satisfy the equations

r+Po = k (53)
Q+PA+A'P = k' (54)
P = an unkncwn nxn symmetric matrix called the "payoff

matrix"
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2. Rample for First-Order Plants (o = 1)

To illustmte the general approach, presume that we nave data !'or two
rirst-order aystoms, each of which is -onsidered Lu be an optimal system
derived by minimiwving the performance index, 2J. In this case we know the
plants, Ay and A~ (R may Lu set equal to unily without loes of significant
generality), und the controller geins, ky ard k2. (Because the syatems are
first-order, all Quautities are scalars.) The problem is to find the per-
formance index coefficlients Q and r for which the two systems are optimal.

In this scalar case P my be easily eliminated from Eqs. “3 and “%,

giving o
: Q = k€ -2 (ky-1r) = kB - 2Ap(kp- 1) (%)
2 e
k& - x2 + 2(Aky - Aok
Bolving forr, r = g 1§(A1 _le; 2ka) (96)

Using this result in Eq. 5% glves

(A5 - AokF) + 2A;Ap (k) - kp) i

Values for Q and r given by Eqs. 56 and 57 define the performance index
of the rform Eq. D1, which i1s a minimum for the two first-order systems
characterized Ag,ky and Ap,kp. This demonstrates that the approach works
in principle.

' The characteristics ol first-order optimal control systems which
minimize the criterion function

27 = J:O(ng + 2rxu + ud) dt (-8)

are sumarized below and in Fig. “3:

Optimal control law:

W = =—kx where Kk = A—WA-—r)Z+(Q—r2) (29)
Equivalent open-loop transfer function:
a(e) = k/(s—A) (60)

Closed-loop inverse time constant:

a = ‘f(A—r)2+(Q—r2) = A-Kk (61)
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Figure 55. o- 2and jw-Bode Diagram for First-Order Optimal Control System

Let us now apply thes: results to idealizations of the elementary
manual control systems, Yo = Ko/s and Ye = Ko. The approximate human
operater describing function forms appropriate to these controiled elements
are Yp = er—res and er_Tes/(TIs-+1), respectively. If, now, the pure
time delay terms are neglected, and the low frequency first-order lag for
the Yo = Ko case 1s presumed to be fixed and is transferred to the con-
trolled element, then the systems so idealized fit our first-order optimsl

control format.

Consider first Yo = Ko/s, which corresponds to A = 0. The ‘optimal

controller galn, k, which includes “he controlled element gain, K., is

k = Kch = —VE = ( 62 )

The basic experimental dsta from which Q is to be derived will be
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values k1 and ko taken from experiments with two different values of K..
By virtue of the w, invariance property of wy-Keo independence (see p. 11),
K = kp = w,. Consequently Q = a%, r = 0, and the performance measure

underlying systems of this type is
= ® ., 2.2 2 6
2J = j; (aBx? + v2)at (63)

For the second example, A; = (—1/Ty); and Ao = (—-1/TI)2. The experi-
mental data for the wc-K; independence property still apply, so the
crossover frequenéy is invariant with K. changes. As a second category
of experimental data, we appeal to those data from which the equalization
selection and adjustment property, (c¢), on p. 8 is derived, i.e.,

: "leYcl >> 1 at low frequencies to provide good low frequency closed-
loop response to system forecing functions.”"  On this basis the low
frequency breakpoints,: 1/’.T.'I1 and 1/‘1'12 , are much less than the crossover
frequency, so that

KP]KC1
= — 2 (64)
ST Gy~
and
Kpoleo
= —=f (65)
2 (1/11,) :

Using these relationships in Egs. 56 and 57, the performance indices are

seen to be .
Q, = (l)c 3 r = UJC (66)

and the performance measure is

00
23 = fo (aBx® + 2wxu + u?)at (67)

Although these examples are trivially simple, they illustrate the use
of inverse optimal control theory for the evolution of performance indices
which can then be used to establish estimates for other systems without
recourse to the adjustment rules. The two examples also makeé clear that

the performance criterion to yield an optimal. controller which matches

human operator data is different for each type of plant. For practical

purposes this may not be too awkward, as it scems likely that pertormance

criteria can be developed for classes of plants which lead 1o reasonably
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good, albeit approximate, estimates for the human controller. For example
one criterion function could be used for those plants which approximate Yq =K,
in the frequency region about crossover, another criterion for plants which»

are nearly Y. =K./s in the same region, etc.
3. DProblems in Application

One problem in extending the ideas outlined above is that of dealing
’ m.th the large number of a.lgebralc equations impllclt in Eqs. 53 and S4.

A sysiem of n +—-(-2——l scalar linear algebraic equatlons results for
each plant/controller combination (i.e._, A, b, and k combination) consid-
ered. We seek values of Q.and r which will »e invariant for these differ-
ent plant/controllér combinations. Thus P £11221l1+n unknowns arise from Q
and r, and Eﬁgéﬂ)_ unknowns arise from the P matrix (corresponding to each
plant/controller combiné.tioxi). If m is the number of plant/controller
combinations considered , then the number of eQuations and unknowns for au
nth-order plant are given in Table XWIII. Notice that m' is an integer in
the last column for odd n. When n is 0dd, m' =m. Because m must be an
integer, when n 1s even,m is the next lowest integer to m'. The above says
nothing about the existence of a solution of the equations. For a solution
to exist, the determinant of the coefficients of Egs. 53 and 54 considered
together must be nonzero. This conditicn has been met for the very limited
number of cases considered so far in the literature.

TABLE XVIII
REQUIRED EQUATIONS AND UNKNOWNS FOR nTH-ORDER PLANT

m' FOR NUMBER OF EQ.
NUMBER OF UNKNOWNS TO EQUAL
NUMBER OF UNKNOWNS
General case of Eq. 56 n(n2+ 3) + mﬁn; 1) n; 3
with 80 g(n+1)+mn(n+1) n+1
= 2 2 2
With qijéo, 143 2n+m3§n—2“i) 2 -
With r£0 end q45 20, 143 n(n+1)
(Cese tromted in"Ref. 134) n ot s !
Number of equations (all n(n+ 3)
cases) =3
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Clearly, a large number »f equations can be involved even for moderately
small values of n. For n-. i then m=2, and there are four equations, for
n=2 then m'=2.5 and m=2, so there are ten equations. If we take n=3
(which provides a minima.i representation of the human pilot situation),
m= 3 for the general caze (the only one applicable for our purpose) and
th2 number of equations (and unknowns) is 27. The matter has progressed
beyond the realm of practical analytical solution, although numerical
solution remains a distincﬁ and r.actical possitility.

Another difficulty in the application of straightforward and conven-
tional optimal control theory to the generation of estimates for pilot
control behavior 1s the occa‘.sidnal presence of lags in {he pilot model.
Thus, for a fairly general controlled element transfer function,

K
2. = ©3)
c dgs + d-‘ 5 + do
the pilot describing function may have the approximate form
c _ —Xp(—78 +1)(Ts +1) 9)
e (Tz,Ns +1)

where we have approximated pilot time delay by a lead term (—ts+ 1) instead
of a Padé., Here c is the actual output of the human operatdr presuming his
remnant is zero. Because the optimal regulator problem results in a control
law consisting of linear feedbacks of the plant output variable and its
first (n—1) time derivatives, it is more appropriate for the application

of conventional optimal control theory to redefine the plant and controller

as
K
m c
—_— = 0]
Yo (T, 58 +1)(dps® +dys +do) e
Yo
- = _Kp(—'rs+‘.)(TLs+1) ; e=-—m ‘ (T1)

K¢y dg, 44, and dp are controlled element parameters, while Kp, 7, Tr,
and TI,N are parameters of the pllot describing function. This was the

procedure adopted previously:in the first-order system example for Yo= Koo

19



Recently, Rynaski and Whitbeck (Ref. 131) have shown that the inclusion
of cost-of-control rates in the performance index results in optimal con-
trollers containing lags. Since formulation in terms of Egs. 70 and 71
amounts to assuming that TI,N'is known or can be found by other means,
inclusion of control rates or their equivalent in the performance index and
use of Eq. 68 for definition of the plant seems most appropriate. However,
this does not lead to a reduction in the number of equations that must be
solved simultaneously, and the really fundamental difficulty cf dimension-
ality remains. For this reason, the time domasin approach is set aside in
favor of frequency domain technigques. The latter offer some promise for
. reducing the number of equations which must be solved simultaneously.

C. FREQUENCY DOMAIN TECHNIQUES

The frequency domein formulstion for the -single-input, single-output
controlled element is the case of interest here. The effect of a random
input generated by shaping white noise with a first-order lag is included
for a smll expenditure of effort by taking advantage of the transient
analog concept (see Ref. 123). The development follows the approach used
by Rynaski and Whitbeck in Ref. 131 . It differs from that presented in
Ref. 131 in that frequency-weighted error is used in the performance index,
and cross-products between the frequency-weighted error and the control are
included in the performance index (see Ref. 123). The former refinement
admits lags into the optimal controller in much the same manner as cost-of-
control rate terms do in Ref. 131, The advantage of this alternate method
is that existence of the first variation of the performance index on the
centrol is not crucially dependent on the choice of the random input shaping
filter. The problem is defined according to Fig. 54 .

White Noise |  w; i | Yi
x(0) | S+*w F
(unit power/cps)
+
e R
c m l y
- YC — - F | ———

Figure 54, Block Diagrem for Frequency Domaln Formulstion
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where Y = the controlled element transfer function

the transient analog of the random 1nput with power
spectral density given by ®3i(w)= ah/(w + o)

= the displayed error
= the control variable, limb position
the controlled element output variable

0
[[}

H 83 0 o
I

= the frequency weighting epplied tom and i

The Leplace-transformed equations for the frequency-wecighted variable

and plant are given by

(Y] = [Zl] = [YCO/F]c(s)+ [i<i)/F] = w(s)e(s) + v(s) (72)

0 i(s)/F]
0 = o] w1

Y.c(s) (73)

and m(s)

Using Parseval's theorem, the performance index, Eq. 51, is converted
to its frequency domain equivalent, where tne state vector of interest is

now [Y] above.

Jo -
27 = b [ (Tar + T v ¥ + B)as (7%)
_ 3§ A

where ¥ = Y(-s), ete, Q and r are weighting coefficients as followc:

\»]
]
n

412 9

Substitute from Eq. 72 to eliminate Y, getting

Joo
1 - ‘ -
25 = m:é }(cw' +B)Q(we + b) + (SW' + b')re
+ or'(we + b) + Ec%ds (79)

a
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Now, take a variation on c, letting
e = cp * ey (76)

where cg is the‘optimal control and cq is any arbitrary variation on
the control., Then, that component‘of 2J, Ja (see for example Ref. 131),
containing the first variation is

F]

+Jw :
S / e g(ﬁ'Qw +r'w + W'r + 1)cg + (W'Q + r')blds (77)

_Jm

ug>

=3 fﬁw 8 2(s)ds (78)

—J@

Letting Yo(s) = N(s)/D(s), z(s) becomes

b1- (79)

apoNN + rp(NDF + NDF) + DFDF Q10N + ryDF
DFDF _ DF

The q's and r's and the coefficients in F are the
(unknown) coeffiecients in the performence index

The numerator of the coefficient of co in Eq. 79 is tkhe root-squared locus
expression (Ref., 131). Note that if +he order of N(s) is the same or less

than that of D(s), Jo wiil exist as long as the random input éhaping filter
has more poles than zeros.

Solution for the optimal control, co, is obtained by setting Eq. 78 to
zero by the following method. Set z(s) equal to

z(s) = YYcq + Jy (80)

where the zeros of Y are the left half plane zeros of the ¢y coefficient in
Eg. 79 and the poles of Y are the factors of DF. (As pointed out in Ref. 131,

therz i1¢ no need for the roots of DF’to be in the IHP.) The optimal control
is then given by

=1{1
co = T[’fﬁL (81)
where [ ]+ denotes the sum of those terms in the partial fraction expan-

sion of the enclosed expression having left half plane roots. Solution



of the direct optimal control problem per se is not the immediate concern
here. chever, it enables a solution of the inverse problem to be obtained
wherein cg and the parameters of the open- and closed-loop systems are known.
The ob;jective 1s then to solve for q' s a,nd r's a.nd the coefficients in F.

e R
] e M % by § g DT Y e S o T ol AL ); Fie s -; i

ﬂ:;!m»wwﬂww s e »;Wé 2 O :

h’ﬁﬁlik E*""t:he"““‘"cp'!:.ima.:l.’”con‘t:rol procedure to*provide .control law..

transfer functions of the (observed) form

—&p (=85 — 1)(T 1
v - p(zs - 1)(Te + ) 82)

(-é[s + 1)(TI',NS + 1)

This conteins a Padé approximation to a time delay,

—86 + 1 —{=5 -1
e ® ( ) —(—2———) - (83)

(—%—s + 1) (Fs + 1)

a lead time constant, Ty, and a lag compensation or neuromuscular system
time constant, Ty y. All these are needed for a reasonably general optl-
mal controller which is to approximate the pilot describing function, Yp.
Thus, the optimal controller must contain a maximum of two lags. This
requirement in turn requires that the frequency wveighting, F, be of the

form

o
"

2 .
8 + f18 + £ (84)

This forces the root-squared locus expression to have two poles in addi-

tion to *those from the controlled element.

Consider the case for Y. =Ko/s. Then the simplifying assumption that
Ti,N = Ty = Ty, is valid, and for a compensatory tracking loop, we desire a
cg of the form

—wi %3 (0)Kps (s -—-?—)

co = (85)
2 4 ('%“—KPKC)S + 2KEKC}(S +wl)

Because of the above assumption, f» in Eq. 84 can be zero since only a
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single lag is needed in the optimal controller. Furthermore, one of the
q's, r's, or £'s may be arbitrarily set equal to unity without loss of
generality. We shall set f1 =1 and choose fo==2/1 50 that the frequency
weighting will be part of the‘system open-loop transfer function.

Enough relations are now available to solve for the unknown coeffi-
clients of the performance index. The closed-loop roots of the system
multiplied by their right half plane images must equal the {normslized)

root-squared locus expression, i.e.:

CL Characteristic Root Square Locus

WW

o (B Lk 30)2 IS s (g, - )R v gpad (86

The left side of Eq. 86 comes from the denominator of Eq. £5, our postulated
co, while the right side comes from the numerator of the ¢y coefficient in
Eq. 79, the theoretical cp, with F = f1s+fg = s+1ig. Matching coefficients

cf like powrrs of s, and using fy = 2/t as noted above

rp = _K—EE(KPKC—-?-) (87)
1 .
WPy = '%(:B (88)

Now Eg. &1, which states the optimel control lew, must be satisfied. From
Eys. TS and 50,

2 2 2KpKe
8= + (—1‘- - Kch)s + —'T—~
Y = . 8
s(s - i) (89)
T
g4 oK. )
. 2 _ €. _ 12%¢
wlxl(o)r1(s 5 T }
J = 0
1 > > (990)

Substituting Eqs. 85, 89, and 90 into Eq. 81,
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2
—wix; (0)Kps (s - —T—)

(s + a)i)[sz + (-% - Kch)s + -255&]

2 (o 2 d12Ke
-8 (s + 7) wix4(0) 1y (s -8 o

g2 + (—f- - Kch)s + 2—K£3<£ [52 - (—;2:~— Kch)s + 2_1(%(_(_-(5 + -f—)(s + a)i)

\

-+

(91)

Again matching coefficients of like powers of s, two algebraic

equations linear io r; and qip are obtained. Solving for ry and q;p,

K
r, = -—EE(Kchg(wi) —%) (92)
Lxe
Q2 = ﬁé? g(wy) (93)
(- 5e)l - 7)
K 2
vhere glwy) = e I (oh)

Q1 is not involved in any of the above equations, and in fact q; may be
any arbitrary quantity. That this is true can be demonstrated by solving
the direct optimal control problem as a check with the performarce index
coefficiente given by Egs. 87, 88, 92, 93, and 9k with qq; arbitrary.

At this point we have obtained a formal solution to the problem we
set out to solve. (The solution is given by Eqs. 87, 88, 92, 93, and 94.)
It remains for us to assess suitabllity of this answer. 1In short, the
results are not very gratifying. This is so because the performance index
is not a functlon of the difference (yi—y), but is a funection of y; and y
separately. Inasmuch as only the displayed error (i—m) and the pilot's
output, ¢, are explicitly known to the pilot, we would expect that any

regsonable perfermance index would involve quantities linearly related to



these explicitly known quantities, in particular (y3-—y). However, it

does not.

We might place an additional restriction upon the performence index
so that it is a function of (yij—y). The necessary restriction is that

glwg) = 1 (93)
However, Eq. 94 shows that Eg. 95 holds only when

(96).

o
e =
The condition of Eq. 96 is acceptable, but only applicable when there

is no input. It is conceivably sultable as an approximation for very
low input bandwidths. The condition of Eq. 97 is unacceptable because

0
% +2my = W (97)

0 < a < 2/1’ (98)
must be satisfied for the closed-lcop system to be s*table.

For the wi =0 condition the performance indices are

K .
= r1 = —-r2 = —éR(Kp](c -— -S;)
e (95)
e = a2 T 2 T TF

Experimental data for Y, =K./s systems can now be inserted in Eq. 99.
Again using the wq, K. independence data, and the approximation KpKe = Was

e e
[ (100)
Q2 = G = ;géé

Data (a., T, K.) from cnly one system are needed to establish these indices,
after which the performance criterion function can be used to obtain at
least approximete results for plants which approximate Y, = K/ s in the

region of crossover. :



‘The complications in even this simple exercise of the inverse optimal
control approach are sufficient to indicate that more complex systems
will require an almost exclusively numerical treatment.




SECTION X

OBTAINING -HUMAK PILOT DESCRIBING FUNCTIONS
¥ROM CROBSOVER MODELS AND OPTIMAL CONTROL THEORY

The purpose of this section is to set forth a method for adapting the
describing function portion of the quasi-linear humen pilot model to &
given controlled element. This is the same goel sought using the inverse
optimal approééh. Here, however, emphasis is placed more upon achieving
a serviceable method than upon the niceties of its construction. Within
this context we are, at last, more than modestly successful in demonstrating
that optimal control theory can indeed be used effectively to develop a
plilot describing function appropriate to a given controlled element.

This method assumes that all pilot/controlled-element combinations in
compensatory tracking are well approximted in the crossover region by the
so-called crossover model presented in detail in Ref. 12. This crossover

model has a frequency response function:

~Jwte
wee

6(Jo) = ——g5— (101)
We: shall represent the effective reaction time delay factor, e—jane’ by
a Padé approximation to avoid the mathematicel difficulty of dealing with

this factor in closed-loor analyses.

SIote - Te/2 — Jw

YR (102)

Because the above model has been found to prevall over a spectrum of
controlled elements including the pure gain, cingle integration, and double
integration or pure inertis, 1t seems reaconable to generalize and assume
that the hwnan pilot adapts in such s way as to cause the frequency recponse
of the combination of his describing function and a given controlled element
to "closeuy anpproximete" thet of G(Jjw) over the frequency range near pilot/
vehicle system crossover. This is, in fact, a basis for the first adjustment
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..rule on "Eqnalization Selection ‘and Adjustment” (p. 8). Our use of
optimal control theory in this section will be to effect this "close
approximation," that is, to elapt the human pilot describing function

for control of the given controlled element.

In the following subsections we show that this approach is feasilble
and consistent with what is kunown to be good servo synthesis technique.
Then we apply the method tou a practical problem which can be checked
egainst existing data.

A. FEASIDILITY OF APFROACH

The approach 1s most easily explaired in terms of the block diagram
in Fig. 55. The model in Fig. 55a depicts the situation of the crossover
model in a compensatory tracking loop structure. This loop structure is
often called "the unity gain feedback configuration" and the crossover
model "the open-loop transfer function." For the feasibility assessment

— Inouf . Output
wj ' e Crossover m*
s + wj X Model, G(s)
(a) Mode/
N/A
- v Y -~
wj i e | P—I.IOT ! Controlled m
S o — l—“" Element, —
' L--J Yels]
(b) System

Figure 55. Block Diagram for Model and System




let us temporarily use these more general terms while dealing with more
general matters. The model is forced by the transient analog of R-C
filtered white noise, 1. (See Ref. 123 for development of the transient
analog concept.) The output and error in the model are denoted by m*

and e*, respectively.

The system in Fig. 55b has the same input and loop structure as the

model. However, the open-loop transfer function, N/A, is separated into
two elements. One is the specific controlled element, Y., to be controlled

and the other is the pilot, or, in more general terms, the controller. The
control varlable i1s c. The output and error of the system are, respectively,
m and e. At this point, the system controller is unspecified. The object
is to calculate the controller transfer function that will minimize the
weighted sum of the mean-squared difference between model and system out-
puts, plus the mean-squared control variable. Put qualitatively, we are
goirg to trade increased response error in an optimal way for a reduction

in required control activity through selection of the controller. This
objective can be stated mathematically as

Minimize the performance index, J,
with respect to ¢, where

J = fom{q(m—m*)e + ¢ at (10%)

The constant, q, is the weight in the sum of performance index terms
known as the ratio of the cost of error to the cost of ccontrol. We can

define the response error as
€ & m-n* = e*-¢ (10k4)

for brevity and rewrite Eq. 103 in the frequercy domain using Parseval's

theorem,*
1_ Joo =
57 (q€e + &c) dw (105)

- oo

J =

where now ¢ = c(s), € = e(s), and € = ¢(—s), etc. Response error can be

*We tacitly assume here that ¢ and c are osuch that the conditions on
Parseval's theorem for equivalence of Egs. 103 and 105 are satisfied.
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expressed as & function of the control, c.

e(s)

Ye(s)e(s) ~ 1(-0}'((}5(155<s i)lwi) (106a)

w(s)e(s) + b(s) (106b)

At this point we have expressed the key elements needed as inputs for the

optimal control procedure. The details of the derivation, which follows Ref.

131

in most respects, are sketched below, and can be bypassad if desired.

Necessary and sufficient conditions for the control to be optimal
in the sense that J is minimized are:

The first varistion of J on ¢ must vanish for ¢ = eg+Acy,
where cpo is th: optimal control and c¢q is any arbitrary
stable control variation.

The second variation of J on ¢ must be greater than zero.
By substituting Eq. 106b and ¢ = cg+2Acy into Eq. 105, we can

obtain an expression for Je, which is that component of J con-
taining the first variation with respect to #;.

1 +Joo -
Je = ’275[_3& & f(1 +qWw)co + qwbjds (107)
Y AL
= é’;jf_dw ¢1z(s) ds (108)
Since Jo must vanish and  corresponds to & stable function of

time for t<0 and to zero lor t 20 (&) is analytic in the left
half plane), z(s) must correspond to & function of time which
is zero for t20. That is, 2(s) must be analytic in the left
half plane.

An expression for Jj, that component cf J containing the second
variation with ¢y, can be similarly obtained.

1 +Je
Ja = 55 . ey(1 +gfiw)cy ds (10%)

~

For Jg >0, (1 +qWw),_y, > O for all w. The quantity (1+ qWw) is
that involved in the 8c-called root-squared locus expression:

1 +qww = 0 (i10)

101
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Therefore the condition Jg3 >0 is equivalent to the condition
that no zeros of Fq. 110 lie on the imaginary axis of the
complex plane.

Now, if we set 1 + qww = YY (111)

E where Y is analytic in the right half plane and has as its
k— poles the poles of w and let

Jp = QWb (112)

in Eq. 107, then for the optimal control, Y¥cq + J; =z = O,
and

; - - 4|l
co = Y[?J1]+ (113)

[ ] denotes the sums of the terms in the partial fraction
expansion of [ ] having left half plane poles. The poles of
: xj) are associated with functions of time which are zero for
t56 and are stable for t>0. Hence we see that cp(t) is a
‘ stable function of time for t >0 and zero for t<0 by defini-
tion of the symbols in Eq. 113.

As stated previously, z(s) must ccrrespond to a functiorn of time
which is zero for t > O to satisfy the conditions for cp to be

optimal. From Eqs. 107, 108, and 112, we can check to determine
whether Eq. 113 is consistent with that requirement.

z(s8) = Y¥co + g (114)

Substituting for cp using Eq. 113 and noting that

1 1. 1

-J = =dJ =J 1M

AL [Y 1]++ [Y 1]_ (115)
gives _[1

2(s) - Y[?—a] (116)

Hence z(t) is zero for t >0 by the definitions of symbols
given above and the fact that the poles of w are the poles
of Y and these correspond to time functions which are zero
for t20.




The optimal control for the specific problem at hand is obtained by
substituting for Y and Jy in Eq. 113.

1 —q01Ye6/ [ (s + wy) (1+ 6)]
cg = - — — (V17)
(1+ quYc) (1+ quYc) +
where ( ) = ( )¥( )™ and the poles and zeros of ( )* are in the left

half plane.

let us now proceed to determine the forms for the optimal controllers

for Yo =Ke, Ke/s, and Kc/s2 when the crossover model is G(s) = ap/c.
1. Pure Gain Controlled Element: Y, = K

For Y, =Kc the laplace transform of the opiimal control is

qKE we /Ke w5 k3 we /e
o * = Xi (118)
(1+ qk3) (s+ax) (s+awy) (1+ qKg) (s+ )
From Fig. 55b Eg(s)Y (s) = N (+ )
* 4 X4 e} A+N \

and the controller transfer function is

0
—(s)
1 N X ,
Yp(s) = 3= =(s) - T ©20)
1 = —(8)Yc(s)
Substituting,
o]
@ kg
Ke 1+ qu
Yp(s) - ———— (20)
5 + X =
1 + qKg
Several features of this optimal controller tranuler function for Yo o Fe

should bte noted here:

) If the controller chamcteristics are to be independer:
of the controlled element gain, the product gKZ shouid
be an invariant parameter.

Ve




() For qu > 1 the compensation 1n the controller is a low
frequency lag, i.e., with breakpoint less than ay..

e As gK&=o, YpY¥e = ae/s; that is, Yp-=(a./K;)/s (pure
integration behavior).

e The controller is independent of the input bandwidth, wj-
@. Bingle-Integrator Conmtrolled Element: Y, = K,/s

For Y. = K¢/s the optimal control will be

= s Vo o)

C
co = X4 (122)

s{s
Ke > ‘/ Z (
(“’c + th)(‘“i M A c)
(6 + ac)fs + Vaid)
Substituting into Eq. 120 ylelds a controller for Ye = Kc/s of the form

K2
X e ss+Vq +oay tooy
S M A

Yp = (123)

(s + an)(s + a,e)
wnere s can)(s v ag) = (s + a)fs + Vadd)

R + VaxE + ae + oy
v €1

The root locus of (cp/xy)Y. below indicates the relative values of w,

and up for "small" values o wy and "large" values of qu%

(124)

U
/A ¢ -
w2 _m “we Wy

HEN




It can be shown that as wj 0 or as qu-—w, un —=-0; and as wy—+0,

R
1 + + —
1 + Te

q

! VaZ |

It can also be shown cthat the roots are contained in the left half plane

—

awp = VoKl

)
for all wy when VQKE > Q0.
The pertinent features of this optimal controller transfer functicn
for ¥, = Ko/s are:

e If the contrcller characteristics are to be independent of
the controlled element gain, the product Ygkg should be an
invariant parameter.

e TFor qxg > we the compensation in the controller includes
a differentiation, very low frequency lag, high frequency
lag, and high frequency lead.

o As Voxg ==, YYo=we/s. That is, Yp-=we/Kc (pure gain
behavior).
3. Double-Integrator Controlled Element: Y, » X./s2

The optimal control for Y, = K./s® is

We 2 a¢
-'K;' 815 (S*‘ﬁ)
o * 3 ! (125)
(s +a)C)(32 + v%— éq}(g S + Vqu)
wvhere
— 4
. (V2 Vak@ + we + wy)ax?
L ; 4
(2 + VE VAR o + VaR)(e? + V2 VAR w + Vi)
and
T g—
a0 Vqu +'\ﬁ5.vak§(ub +u&) + u€ + wey +owy

a 4
V—r;m+%fu&




;I

Substituting into Eq. 120 ylelds a controller for Ye = Ko/s2 of the form

% aqs2 (s . -219)
Yp = - (126)
_ (s + aq)(s + 032)(5 + ao5)

ere fevalforagfras) = (s a6t s 1 VaZ £ o]

— e (a +-§;§’) (127)

The root locus of (cg/xy)Y. below indicates the relative val];ues of w,
wp, and @3 for "small" values of wy and "large" values of X3

.

] Qo | “We ad)

It can be showa that as wj—=O0 or as %ql(% >, o -»=0; and as wj =0,

-

L
(s+a>2)(s+w3) — 52+ ﬁv;}é + “\:]S '
| 2
+ e ﬁ’*qxg wc-|

__U€+Vr2_1\7<17<§_%+\@g+ J

L
It can alsc be shown that ay 20 for all wy when qug > 0.

The pertinent features of this optimal controller transfer function for
Yo = Ko/s2 are:
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o If the controller characteristics are to be independent of
the controlled element gain, \/-_5 should be an invariant
parameter.

e For qug > v-2— we, the compensation in the controller
includes a double differentiation, very low frequency lag,
high frequency lead, and high frequency lag.

e As Vch -, Yp¥o-#-ap/s. That is, Yp-»sae/K. (pure rate
tehavior)

4

4. General Features of These Optimal Controllers

There are several features to be appreciated in connection with the

entire above group of controller/controlled-element pairs:

e To obtain "good" high frequency controller cutoff charac-
teristics in the case of Yo = Ko/s2, and qualitatively
comparable "good" low frequency characteristics in the
controller for Yo = Ko, we see that

(qu) 1/[2n+ 5(n)]

should be "large" and approximately constant for all
systems. n is the number of contrclled element poles
less the number of zeros, and

_1,n=0
8(n) = O, n#0
® As wy+=0, we may correctly interpret the results as

pertaining to systems having an optimal step response.
Since many specifications in conventional control tech-
1nology concern step response characteristics, these
optimal controller/controlled-element pairs are summa-
rized in Table XIX.

Clearly, the above controller/cohtrolled-element pairs satisfy the

primary rule of thumb of frequency response synthesis: "Find or create

a fair stretch of —20 db/decade slope for the amplitude ratio of the
open-loop frequency response function, and then make it the crossover
region by putting the O db line through it." That is, make !YpYC(jw)l
approximate |K/jw| in the frequency region about |YpYe| = 1. This crude
prescription for acceptable stability and response is generally adequate
for minimum phase systems. It c¢an be extended directly to nonminimum

phase systems by adding a prescription for a positive phase margin.
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TABLE XIX

OPTIMAL CONTROLIER AND CONI‘ROLI.ED ELEMENT PAIRS FOR STEP INPUT

s, | (& % 03
@———‘_————_
o &K
Ko g 1 + qch
8 +-—m_c._.é.
1 + ogKg
K%_c-T "1'5’c [s +V;K_§(1 +6;c)]
1 + & 7
= s + VoG (‘T‘afi—“é)
& o= -
aKZ
o VB (Vova) [ o1+ ¥oa +ad
R-; _ R sS§s + q]% .
1 +V2—“¥: +a€ v_2_+mc
—K—;- sa+#qg(f2_+6c)s+VqK§ 1+&€ 1 +v;a)c
® 1+¥2 & + a8
e = Qe
=

What is more, certain "practical” characteristics are displayed by

these controllers outside of the crossover frequency region.

In the case

of Yo = K., the controller compensation takes the form of a pseudo-

ir{tegration or low frequency lag. For Y¢ = Kc/82 , the differentiation
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‘needed in the controller for the crossover frequency region is cut off at
high frequencies by lag. Each of these characteristics in the respective
optimal controllers is a most elementary yet crucial consideration in
design practice for the physical realization of actusl controllers. Hence
'%we may regard this particular formilation of ‘the optimal control problem
as a step forward in relating conventional control technology and optimal
control theory.

At this point we can claim feasibi: 'ty for the approach outlined in
the Introductory remarks of this section merely by noting that the con-
trollers we have been discussing can be mnde fairly reasonable facsimiles
to the humen pilot deseribing function in spite of the oversimplified

crossover model used.

The remaining task before us is proper selection of the parameters of
the crossover model, G(Jjo). Fortunately an extensive distillation of a
large collection of human pilot describing function data (Ref. 12,
PP. 145—~164, 173-176, 179—182) can supply these parameter values. This
material also enables us to include the effects of variations observed in
human pilot crossover data of Te and we with wy and possibly controlled
element type in the human pilot describing function calculafion.

In the next subsection we will use this method to compute the human
pilot describing function appropriate to a novel controlled element and
compare the results with actual measurements. "

B. COMPUTING A EUMAN PILOT DESCRIBING FUNCTION

We have chosen the following example to illustrate the method: Given
the controlled element,

Kc T
Yo =» —T——S s-fT)T (128)

in a compensatory control system forced by R-C filtered white noise with

bandwidth
wy = 1.5 rad/sec (129)

find an appropriate human pilct describing function, Yp.
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The first step is to select an appropriate crossover model from Ref. 12.
Since the controlled element is somewhat like Kc/52 in the probable cross-
nver region, we can use those crossover model parsmeters here. Assuming
equivalence of the input bandwidth parameters, wj, the cirossover model
(Tcble XII, Ref. 12) is

~JwTe -30. 385w
G(Jo) = = . 3:2% (130)

Jw Jw

Converting to the s-domain and using the Padé approximation:

o(s) = 2:2Ae=32) (131)

The next matter is to select a value for (qxg)l/u. Recalling that
this parameter determines the high frequency cutoff for the system, and
that such an effect could be attributed to the high frequency neuromuscular
system dyremics (see pp. 164—171 of Ref. 12), a reasonable number would
seem to be qxg = 10.0rad/sec. Actmally, we shall consider a range of
values for this parameter to see just how good this guess is:

K2 = 102, 103, 10*, 109, 106, » raa%/sect

Solving for the optimel control (given by Eq. !'17) enables us to solve
for the optimal controller transfer function, or, as we shall call it in
proper context here, the "appropriate" pilot describing function Yp for
Yo = Ke/s(s~1.0). The parameters for this describing function for the
several values of qxg listed above are given in Table XX. The form of Yp
is

[52 + ZQNUNS + Uﬁ]
or
S m—
—Kps(s ~ 1.0)(s + 29) (s + zp)

Yp = . (132)
P (s + p1)(s + pp) [s?- + 2tpps + a%]

Notice in the last column of Table XX that as the cost of error relative

to control approaches infinity, Ych approaches the crossover model G(s),
as indeed it should. ' ’
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TABLE XX
PARAMETERS OF Yp

WPe
167 10”7 10" 100 108 -

KpKe —34-(.9 ~2.55 16.19 52.8 117.0 3.25 (=)
-21 —-9.53 -6.éu -5.52 -5.2
zo 11.37 16.47 26.33 @
En 0.547 0.796

N 5.59 14.79

Pq 0.390 —0.149 —0.133 —0.045 —-0.028 o]
Pp 2.95 3.73 4.28 4.8¢g 5.13 5.2
¢ 0.363 0.510 0.56k 0.616 0.654 Yz /2
ap k.39 6.27 10.52 18.10 31.75 ®

Equation 1352 shows that the computed p{lot describing function contains

& zero which cancels the unstable pole of Y,.

closed by the pilot.) Usually this is not a physically acceptable situa-
tion since the cancellation cannot be exact in practice.

case of the pilot describing function, we are really concerned with obtain-

(Cancellation of the Y,
poles will alwzys occur in the optimal solution when only one loop can be

However, in the

ing a mathematical representation of the pilot. From this point of view,
the situation 1s acceptable. '

»
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The open-loop frequency response function, Ypic, is shown plotted
in Fig. 56 for qK% equal to 16* and in Fig. 57 for other values. The
E results in Fig. 56 seem to best fit the measured Ych where the pilot
s . was controlling Yo =Ko/s(s—1.0). That this is so lends support to our
| assumption that the high frequency neuromuscular dynamics may bte identi.
fied with the cutoff characteristics of the optimal control formulation.

Notice that the calculated frequency response departs from the cross-
over model frequency response in the directicn of the Ych frequency
response measurements. Also, the calculated frequency response best fits

the data in the frequency region near crossover.

The fact that the calculated frequency response does not fit the Y,Ye
measure.nents very well at high and low frequencies is not a cause for
faulting the method. The discrepancy at high frequency stems from the
use of a simple low order Padé approximation to the effective reaction
time delay term in the crossover model. At low frequencies the devia-
tions in both phase angle and amplitude ratio from the measured quanti-
ties are probably due, at least in part, to the absence of a lcw frequency
neuromusculay phase lag representation in the crossover model. Inclusion
of this effect is possible by using the so-called precision model of
Ref. 12 as the crossover model. However, this amount of detail was

considered to be beyond the scope of the present effort.

The results from this example indicate that optimal control theory and
the crossover models presented in Ref. 12 can indeed be used effectively
to develop & piiot describing function appropriate to a particular controlled

element.

What is more, in the course of performing the surveys leading to the
above results we have uncovered a particularly useful formulation for the
problem of synthesizihg optimanl closed-loop controllers. This formulation
produces controllers which implement the primary rule of thumb for frequency

response synthesis. Moreover, these controllers tend to use hpractical"
compensation elements such as approximate integration in place of exact
integration and lead/lag filtering in place of exact differentiation, which
are important considerations when the ccntroller is to be realized using

»

"real" components.
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83CTION XI
BUMMARY

The search for new models of the human pilot in dynemic control roles
has been approached in two ways. First, the status and deficiencies of

existing quasi-linear pilot models have been used to specify new model
requirements. Second, the large body of known analytical techniques used
in the automatic control field has been reviewed in an effort to uncover
new modeling methods which may be useful. In some cases, the merits of
the new model/methods considered have been assessed, whereas in others

only the technical basis for an assessment has been established.
Deficiencies in the existing quasi-linear models have led to an

investigation of the following topics:

® Iow frequency lead generation using either velocity
sensing at the periphery (eye) or difference computa-
tions accomplished at a more central level.

e Mode-switching models for nonstationary or discrete
inputs to the pilot/vehicle system.

¢ Physiological aspects of pilot dynamics in tracki g
tasks.

e Successive Organization of Perception (SOP) theory
for levels of pilot cognition higher than compensatory.

All of these approaches are likely to prove fruitful in the future.

Analytical approaches from automatic control theory which appear to

have the most promise have been investigated and summarized. These include:

® Time-optimal computing feedforward elements useful in
the mode-switching models for response to nonstationary
inputs.

e Optimal control theory using the crossover model in the
rerformance criterion {o estimate pilot response chamrac-
teristics in compensatory tasks.

] Inverse optimal control theory using lknown experimental
results and quasi~-linear pilot response models in an
effort to define the pilot's sdjustment rules in terms
of performance indices.
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e Optimal control theory to provide a simple test for
optimality (to an elemertary quadratic criterion)
using only average performance measure data.

The most promising of the analytical approaches a posteriori is the second
listed, which permits a routine computational procedure to be used to
estimate pilot response characteristics for novel situations.

176



10.

11.

12.

13.

1h.

Tustin, A., "The Nature of the Operator's Response in Manual Control
ard Its Implications for Controller Design," J. IEE (London),
Vol. 94, Pt. IIA, May 1947, pp. 190-—202.

Russell, Lindsay, Characteristics of the Human as a Linear Servo-
Element, Master': Thesis, MIT, Dept. of Electrical Engineering,
Mey 15, 1951.

Human Dynamic Study, Goodyear Airc. Corp. Rept. GER-4750, Apr. 8, 1952.

Investigation of Control "Feel' Effects on the Dynunics of a Piloted

Aircraft Syster, Goodyear Airc. Corp. Rept. GER-6726, Apr. 25, 1955.

Krendel, E. S., and G. H. Barnes, Interim Repcrt on Human Frequency
Response Studies, WADC-TR-54-370, Junc 1954.

McRuer, Duane T., and Ezre S. Krendel, Dynamic Response of Human
Operators, WADC-TR-56-524, Oct. 1957.

Elkind, J. I., Characteristics of Simple Manual Control Systems, MIT.
ILincoln Iahb., Tech. Rept. 111, 6 Apr. 1956.

- Seckel, E., I. A. M. Hall, D. T. McRuer, and D. H. Weir, Human Pilot

Dynemic Response in Flight and Simulator, WADC-TR-57-520, Oct. 1957.

Hall, I. A. M., Effects of Controlled Element on the Humen Pilot,
WADC-TR-57~509, Aug. 1958.

Hall, I. A. M., "Study of the Humen Pilot as a Servo-Element," J. Royal
Aeron. Soc., Vol. 67, No. 640, June 1963, pp. 351- 360.

McRuer, D. T., I. L. Ashkenas, and C. L. Guerre, A Systems Analysis
View cf longitudinal Flying Qualities, WADD-TR-60-%43, Jan. 1960.

McRuer, Duane, Dunstan Graham, Ezra Krendel, and William Reisener, Jr.,
Human Pilot Dynamics in Compensatory Systems: Theory, Models, and
Experiments with Controlled Element and Forcing Function Variations,
AFFDL-TR-65-15, July 1965.

Stapleford, R. L., D. T. McRuer, and R. Magdaleno, Pilot Describing
Function Measurements in a Multiloop Task, NASA CR-542, Aug. 1966.

Magdaleno, R. E., and D. T. McRuer, Effects of Manipulator Restraints
on Human Operator Performance, AFFDL-TR-66-72, Dec. 1966.

LN



15:

- 16,

17.

18.

20.
21.

22.

23.

2.

25.

26.

27.

19,

Smith, Harriet J., "Human Desciibing Functions Memsured in Flight and
on Simulators," Second Annual NASA—University Conference on Manusl
Control, Massachusetts Institute of Technolo? , Cambridge, Mass.,

- February 28—March 2, 1966, NASA SP-128, 1966, pp- 279-.290.

. McRuer, D 'i'-, and E. S. Krendel, "The Human Operator as a Servo

' System Element," J. Franklin Inst., Vol. 267, No. 3, May 1959,
~ pp. 381-L403; No. 6, June 1959, pp. 511~ 536.

McRuer, Duane T., Dunstan Graham, and Ezra S. Krendel, "Manual Control
i of Single-Loop Systeme," J. Franklin Inst., Vol. 238, No. 1,
' Jan. 1967, .pp. 1—29; No. 2, Feb. 1967, pp. 145-168.

Wasickb, R. J.. D. T. McRuer, and R. E. Magdaleno, Humen Pilot Dynmamic
© Response 'in Single-loop Systems with Compensatory and Pursuit

' . Displays, AFFDL-TR-66-137, Dec. 1966.

Merton; P. A., "Specula.tléi.ons on the Servo-Control of Movement,"

44 The Spinal Cord, A Ciba Found. Symp., ed. J. L. Malcolm and

- J. A. B. Gray, Little, Browm & Co., Boston, 1953, pp. 247 - 260.

Stark, L., "Neurclogical Organization of the Control System for Move-
ment," Quar. Prog. Rept. No. 61, MIT, Research Iasb. of Electronics,
. Apr. 15, 1961, pp. 254 —238. :

Starii, L., M. Iida., and P. A. Willis‘, Y'Dynamic Characteristics of Motor
Coordination System in Man," Biophysies J., Vol. 1, 1961,
pp. 279 - 300. ’

Okabe, Y., H. E. Rhodes, L. Stark, and P. A. Willis, "Simultaneous
Hand and Eye Tracking Movements," Quar. Prog. Rept. No. 66, MIT,
Research Lab. of Electronics, July 15, 1962, pp. 395-— k01,

Okabe, Y., H. E. Rhodes, L. Stark, and P. A. Willis, "Transient
Responses of Human Motor Coordination System," Quar. Prog. Rept.
No. 66, MIT, Research Lab. of Electronics, July 15, 1962,
PP. 389 - 395.

Young, Iaurence R., and Iawrence Stark, Biological Control Systems-—
A Critical Review and Evaluation: Developments in Manual Control,
NASA CR-190, mro 19@-

Vossius, G., The Prediction Capabilities of the System of Voluntary
Movement [ 'Die Vorhersafeeigenschaften des Systems der Willkur- |
bewegun," Nenere Ergebuisse der Kyberuetik (Hrsg.: K. Steinbuch

n. S. W. Wagner), R. Oldenbourg, Muuchen, 1964], Systems Technology,
Inc., Tech. Trans. No. 2, July 1965.

McRuer, D. T., and R. E. Magdaleno, Human Pilot Dynamics with Various
Manipulators, AFFDL-TR-66-138, Dec. 1966.

McRuer, D. T., "Some Neuromuscular Subsystem Dynamics," Second Annual
NASA-University Cunference on Manuzl Control, Massachusetts Insti-

tute of Technology, Cambridge, Mass., February 25—March 2, 1966,
NASA SP-128, 1966, pp. 30— L3.

178



"‘ . 28!

| ’29':”':"

‘ Melry, Jacob L., The Vestibular System and Human nggggc Sggce
"~ Orlientation, MIT, Man-Vehicle Control lab., Thesis T-65-1,

.

¥

33.

5.

36.

37.

39.

Lo.

‘McRuer, D. T., R. E. Magdaleno, and G. P. Moore, "A Neuromuscular

Actuation System Model," Third Annual NASA-University Conference

on Manusl Control, University of Southern California, LoS Angeles,
Callf., March 1— 3, 196 (forthcoming NASA SP) . .

June 1 935.

~ Jones, G. Melvill, Disorientation in Flight, Royal Air Force Institute

of Aviastion Medicine FPRC Memo. 96, Sept. 1958.

Jones, G. M., and J. H. Milsum, "Spatial and Dynamic Aspects of Visual
Fixation," IEEE Trans., Vol. BME-12, No. 2, Apr. 1965, pp. Sk —62.

McRuer, D. T., D. Graham, E. 8. Krendel, and W. C. Reisener, Jr.,
"System Performance and Operator Stationarity in Manual Control
Systems," Autometic and Remcte Control (Proc. Third Congress of

. Internat. Fed. Auto. Control, London, 1966), Butterworth, Inc.,
Wash., D. C., 1967.

Miller, Duncan C., "The Effects of Performance-Scoring Criteris on
Compensatory Tracking Behavior," IEEE Trans., Vol. HFE-6, No. 1,
sept- 1965, pp- 62—6)"‘0 .

Ohermeyer, R. N., R. A. Webster, and F. A. Muckler, "Study of Optimal
Behavior in Manual Control Systems: The Effect of Four Performance
Criteria in Corpensatory Rate-Control Tracking," Second Annual
NASA-University Conference on Manual Control, Massschusetts Inti-
tute of Technolo Cambridge, Mass., February 28 March 2, 1966,
NASA SP-128, 1966, pp. 311-— 32L. °

Welr, David H., and Anil V. Phatak, Model of Human QOperator Response
to Step Transitions in Controlled Element Dynamics, NASA CR-6T1,
Jan. 1967.

Sheridan, T. B., Time Variable Dymamics of Human Operator Systems,
AFCRC-TN-60-169, Mar. 1960.

Sheridan, T. B., Studies of Adaptive Characteristics of the Human
Controller, ESD-TDR-62-351, Dec. 1962.

Sadoff, Melvin, A Study of a Pilot's Ability to Contrcl During Simulated
Stability Augmentation System Failures, NASA TN D-1552, Nov. 1962.

~Elkind, J. I., Human Operator Response to Changing Controlled Element

Dynamics, Bolt Beranek and Newman, Inc., May 1963.

Young, L. R., D. M. Green, J. I. Elkind, and J. A. Kelly, The Adaptive
Dynamic Response Characteristics of the Human Operator in Simple
Manual Control, NASA TN D-2255, Apr. 1964.

>

179



s

W,

Kelly, J. A., and J. I. Elkind, Adaptation of the Human Operator to
Changes in Control Dynamics, Bolt Beranek and Newman, Inc.,
Rept. MR-10125-1, Mar. 15, 196k. .

- b2, Elkind, J. I., J. A. Kelly, and R. A. Payne, "Adaptive Characteris-

43,

L,

16,.

46.

W7,

48,

Lg,

50.

51.

5‘2.

53.

tics of the Human Controller in Systems Having Complex Dynamies," “
IEEE Proc. Fifth Nat. Symp. on Human Factors in Electronics, '

May 1964, pp. 143-159.

Hess, R. A., The Human Operator as an Element in a Control System
with Time-Varying Dynmamics, AFFDL-FDCC-TM-65-34, June 1965.

Hess, R. A., An Iﬁ%restig@tion of the Human Qperator as an Element
in Both Time Variant and Equivalent Time Invariant Systems,
AFFDL-FDCC-TM-65-42, Sept. 1965. e :

Milier, D C:.V\, A Model fér, the Ad@tive Response of the Human Con-
troller to Sudden Changes in Controlled Process Dynamics, B.S.
and M.S. Thesis, MIT, June 1955.

Elkind, J. I., and D. C. Miller, "On the Process of Adaptation by
the Human Controller," Proc. Third Intern. Fed. of Automatic
Control Congress, London, June 1966.

Elkind, J. I., and D. C. Miller, Adaptive Characteristics of the
Human Controller of Dynamic Systems, AFFDL-TR-66-60, July 1966.

Pavlidis, T., "A Modification of a Proposed Model for the Eye Tracking
Movements," IEEE Trans. ("Short Communications"), Vol. BME-11,

Nos. 1 and 2, Jan./Apr. 1964, p. 52.

Brissenden, R. F., A Study of Human Pilots' Ability fo Detect Angular v

Motion with Application to Control of Space Rendezvous, NASA TN D-1498,
Dec. 1962.

Ward, J. R., The Dynamics of & Human Operator in a Control System—
A Study Based on the Hypothesis of Intermittency, Ph.D. disserta-
tion, Univ. of Sydney, Australia, May 1958.

Bekey, G. A., An Tnvestigation of Sampled Data Models of the Human
Operator in a Control System, ASD-TDR-62-36, Feb. 1962.

Bekey, G. A., "The Human Operator as a Sampled-Data System," IRE Trans\.,
Vol. HFE-3, No. 2, Sept. 1962, pp. 43-51.

Bergen, A. R., "On the Statistical Design of Linear Random Sampling
Systems," Automatic and Remote Control (Proc. First Intern. Congress
of IFAC, Moscow, 1960), Vol. 1, 2d. J. F. Coales, et al, Butterworth,.
Inc., Wash,, D.C., 1961, pp. L30-436.

]

180



54, Biddle, J., A. Jacobsen, and G. A. Bekey, "The Effects of Random .
Sampling Intervals on Sampled Data Models of the Human Operator,
Third Annual NASA-University Conference on Manual Control, Univer-
sity of Southerrn California, Los Angeles, Calif., March 1—3, 1967,
{forthcoming NASA SP). - !

| o+ oss. Young, L. R., A Sampled-Data Model for Eye Movements, Sc.D. thesis,
1 * MIT, Dept. of Aeron. Engr., June 19G2.

6. Lemay, L. P., and J. H. Westcott, The Simulation of Human Operator
Tracking Using an Intermittent Model, paper pres. at IRE Intern.
Congress on Human Factors in Electronics, Long Beach, Calif.,
3—4 May 1962. ‘

57. Fliigge-Lotz, I., and H. A. Titus, Jr., "Optimum and Quasi-Optimum

‘ Control of Third- and Fourth-Order Systems," Automatic and Remote
Centrol (Proc. Second Congress of Internat. Fed. Auto. Control,
Basle, Switzerlsnd, 1963), Vol. 2, Theory, ed. I. V. Broida, et al,
Butterworth, Inc., Wask., D. C., 1964, pp. 363—370. (Also pub.
as Air Force Office of Scientific Research Rept. 2923, June 19€2.)

58. Krendel, E. S., and D. T. McRuer, "A Servomechanisms Approach tc Skill
Development," J. Franklin Inst., Vol. 269, No. 1, Jan. 1960,
pp. 24-Lk2,

59, Thomas, R. E., and J. T. Tou, "Human Decisicn-Making in Manual Control
Systems,"” Second Annual NASA-University Conference on Manual Con-
trol, Massachusetts Institute of Technology, Cambridge, Mass.,
Feb. 28—Mar. 2, 1966, NASA SP-128, 1966, pp. 325— 33k,

60. Newell, A., J. C. Shaw, and H. A. Simon, "Elements of a Theory of
Human Problem Solving,".Psychol. Rev., Vol. 65, 1958, pp. 161 —166.

61. Reitman, W. R., "Heuristic Programs, Computer Simulation and Higher
Mental Processes," Behavioral Sci., Vol. 4, 1959, pp. 330- 335.

62. Siegel, A. I., and J. J. Wolf, "A Technique for Evaluating Man-Machine
Systems Designs,” Human Factors, Vol. 3, Mar. 1961, pp. 18-28.

63. Braunstein, M. L., K. R. Laughery, and J. B. Seigfried, Computer Siru-
lation of Driver Behavior During Car Following: A Methodological
Study, Cornell Aeron. Lab. Rept. YM-1797-H-1, Oct. 1963.

64. Thomas, R. E., Developments of New Techniques for Human Controller
Dynamics, Aerospace Med. Res. Labs., Rept. MRL-TDR-62-65, June 1962.

65. Matthews, P. B. C., "Muscle Spindles and Their Motor Control," Physiol.
Rev., Vol. i Wo. 2, Apr. 1964, pp. 219--288.

66. Hunt, C. C. and E. R. Perl, "Spinal Reflex Mechanisms Concerned with
Skeletal Muscle," Physiol. Rev., Vol. 40, No. 3, July 1960,

pp. 528-579.

Y

181




67.

69.

70.

T.

T2.

73,

.

T6.

7.

78.

79.

80.

Granit, Ragnar, ed., lMuscular Afferents and Motor Control (Proc. First
Nobel Syrposium, June 1965), John Wiley, New York, 1966.

.Ardrew, B. L., ed., Control andennervation:of Skeletal Muscle,

. (A Symposium at Queen's College, Dundee, Sept. 1965), Williams
“and Wilkins Co., Baltiwore, 1966, p. 203. v

Ececles, J. C., and J. P. Schadé, ed., Organization of the Spinal Cord,
Vol. 11 of Progress in Brain Research, Elsevier Pub. Co., New York,
1964. ‘ _

Eccles, J. C., and J. P. Schadé, ed., Egysiology of Spinal Neurons,
Vol. 12 of Progress in Brain Research, Elsevier Pub. Co., New York,

1964,

Eldred, Earl, and Jernifer Buchwald, "Central Nervous System: Motor
Mechanisms," Ann. Rev. Physioi., Vol. 29, 1967, pp- 573~ 606.

Whitteridge, D., "The Effect of Stimulation of Intrafusal Muscle Fibers
on Sensitivity to Stretch of Extraocular Muscles,' Quar. J. Exp.

Physiol., Vol. 4, 1959, 385-393.

Oscarsson, 0., "Functional Organization of the Spino- and Cuneocerebellar
Tracks,” Physiol. Rev., Vol. 45, 1965, pp. 4g5—522.

Eccles, J. C., "Functional Orgenization of the Cerebellum in Relation to
Its ‘Role in Motor Control," Muscular Afferents and Motor Control
(Proc. First Nobel Symposium, June 1965), ed. Ragnar Granit,

John Wiley, New York, 1966, pp. 19— 36.

Bell, Curtis C., and Robert S. Dow, "Cerebellar Circuitry," Neurosci.
Res. Program Bull., Vol. 5, No. 2, Apr. 1, 1967. :

Fediga, E., and G. C. Pupilli, "Teleceptive Components of the Cerebellar
Function," Physiol. Rev., Vol. UL, 1964, pp. 432-L486.

Oscarsson, O., I. Rosen, and I. Sulg, "Organization of Neurones in the
Cat Cerebral Cortex That are Influenced from Group I Muscle
Afferents," J. Physiol., Vol. 183, 1966, pp. 185—210.

Braitenberg, V., "Functional Interpretation of Cerebellar Histology,"
Nature, Vol. 190, 1961, pp. 539 —540.

Glaser, G. H., and D. C. Higgins, "Motor Stability, Stretch Responses
and the Cerebellum," Muscular Afferents and Motor Control (Proc.
First Nobel Symposium, June 1965), ed. Ragnar Granit, John Wiley,
New York, 1966, pp. 121 —138.

Erodal, A., "Some Data and Perspectives on the Anatomy of the So-Called
'Extrapyramidal System'," Acta Neurol. Scand., Vol. 39, Suppl. 1k,
1963, pp. 17— 38.

182




i,

82,

83.

8k,

85.

86‘

87.

88,

89-

90,

91,

lawrence, D. G., and H. G. J. M. Kuypers, "Pyramida) and Non-Pyramidal
Pathways in Monkeys: Anatomical and Functional Correlation,”
Science, Vol. th8, 196%, pp. 973= YTH.

Hern, J. E. C., 8. landgren, C. G. Pliillips, and R. Porter, "Selective
Excitation of Cortlcofugal Neurones by Surface-Anodal Stimulatlon
of the Baboon's Motor Cortex," J. Physiol., Vol. 161, 1962,
pp. T3=-90.

Mortimer, E. M., and K. Akert, "Cortical Control and Representation of
Fusimotor Neurons," Am. J. Phys. Med., Vol. 40, 1961, pp. 228- 2u8.

Evarts, E. V., "Relation of Discharge Frequency to Conduction Veloeity

in Pyramidal Tract Neurons," J. Neurophysiol., Vol. 28, pp. 216~ 228.

Takahashi, K., "Slow and Fast Groups of Pyramidal Tract Cells and Their
Respective Membrane Properties," J. Neurophysiol., Vol. 28,
PP, 908-92kL.

Evarta, E. V., "Pyramidal Tract Activity Associated with a Conditioned
Hand Movement in the Monkey," J. Neurophysiol., Vol. 29,

Pompeiano, 0., K. Diete-Spiff, and G. Carli, "Two Pathways Transmitting
Vestibulospinal Int'luences from the lateral Vestibular Nucleus of
Deiters to Extensor Fusimotor Neurones," Flig. Arch. ges Physiol.,
Vol. 293, 1967, pp. 272=275.

Diete-Spiff, K., G. Oarli, and O. Pompeiano, "Spindle Responsecs and
Extralusal Contraction on Stimulation of the VIIIth Cranial Nerve
or the Vestibular Nuclei in the Cet," Flig. Arch. ges Physiol.,
Vol. 293, 1967, 276-280.

Tino-Iaria, C., and J. Antunes-Rodrigues, "Reticular Influences on a
Spinal Reflex Arc," Acta Physiol. Iatinocamer., Vol. 13, 1,05,

Appelvberg, B., "The Effect of Electrical Stimulation in Nucleus Ruber
on the Response to Stretch in Primery and Secondary Muscle Spindles
Afferents," Acta Physiol. Scand., Vol. 50, 1962, pp. 140-151,

Appelberg, B., and F. Emonet-Dénand, "Centrel Control of Static and
Dynamic Sensitivities of Muscle Spindle Primary Endings,"” Acta
Physiol. Scand., Vol. 63, 1965, pp. 487~ Lok,

Llines, R., "Mechanisms of Supraspinal Actions Upon Spinal Cord Activi-
ties. Differences Between Retlcular and Cerebellar Inhibitory
Actions Upon Alpha Extensor Motoneurons," J. Neurophysiol., Vol. 27,
1964, pp. 1117~1126.

Granit, R., O. Pompeiano, and B. Waltman, "Fast Supraspinal Control of
Mammalian Muscle Spindles: Extra- and Intrafusal Co-amctivation,”

J. Physiol., Vol. 147, 1959, pp. 385~ 548,

183

trs




96-

97.

9.

)00.

101,

102.

103.

104,

Eldred, E., R. Granlt, and P. A. Merton, "Supraspinal Control of the
Muscle Spindles and Its Significance," J. Physiol., Vol. 122,
1953, pp. buB-523.

Delgado, J. M. K., "Sequential Behavior Induced Repeatedly by Stimuls-
tion of the Red Nucleus in Free Monkeys," Science, Vol. 148,
ppc 1‘561 - 1 3650

Wyrwicka, W., and R. W. Doty, "Feeding Induced in Cats by Electricel
Stimulation of the Brain Stem," Exp. Brain Rea., Vol. 1, 1966,
ppc 152"160.

Fklund, G., C. von Euler, and S. Rutkowski, "Spontaneous and Reflex
Activity of Intercostal Gamma Motoneurones," J. Physiol., Vol. 171,
1964, pp. 139~163.

Nathan, P. W., and T. A. Sears, "Effects of Posterior Root Section on
the Activity of Some Muscles in Man," J. Neurcl. Neurosurg. Psychiat.,
Vol. 23, 1960, pp. 10—22.

Von Euler, C., "Proprioceptive Control in Respiration," Muscular
Afferents and Motor Control (Proc. First Nobel Symposium, June 1965),
ed. Ragnar Granit, John Wiley, New York, 1966, pp. 197-207.

Corda, M., C. von Euler, and G. Lennerstrand, "Reflex and Cerebellar
Influences on a and on 'Rhythmic’ and 'Tonic' y Activity in the
Intercostal Muscle,” J. Physiol., Vol, 184, 1966, pp. 898-923.

Critchlow, V., and C, von Euler, "Intercostal Muscle Spindle Activity
and Its y Motor Control, J. Physiol,, Vol. 168, 1963, pp. 820 - 847,

Corda, M., G. Eklund, and C. von Buler, “External Intercostal and
Phrenic a Motor Responses to Changes in Respiratory Load,"
Acta Physiol. Scand., Vol. 63, 1965, pp. 391 =—4CO0.

bears, T, A,, "Efferent Discharges in Alpha and Fusimotor Fibres of
Intercostal Nerves of the Cat,” J. Physiol., Vol. 174, 1964, .,
ppP. 295-315. \

Ettinger, E. G., ed., Functions of the Corpus Callosum, Ciba Found.
Study Group, No. 20, Little, Brown and Co., Boston, 1965. (See
especially contributions of Trevarthan, and Black and Myers.)

Apter, J. 7., "Projection of the Retina on Superior Colliculus of
Cats,”" J. Neurophysiol,, Vol. 8, 1945, pp. 123-134,

Lettvin, J. Y., H. R. Maturana, W, H. Pitts, and W, 3. McCulloch,
"Two Remarks on the Visual System of the Frog," Sensory Communi-
~ cation (Contributions to the Symposium on Principles of Sensory
Communication, July 19— August 1, 1959, MIT), ed. Walter A.
Posenblith, John Wiley, New York, 1961, pp. 757-T76.




197.
108.
109.
110.
11,
112.
113,
114,
115,

116.

117.

118,

119,

Barlow, H. B., R. M, Hill, and W. R. Levick, "Retinal Ganglion Cells
Responding; Selectively to Direction and Speed of Imege Motion in
the Rabbii," J. Physiol., Vol. 173, 1964, pp. 377—koT.

Apter, J. T., "Eye Movements Following Strychninization of the
Superior Colliculus of Cats," J. Neurophysiol., Vol. 9, 1946,
PP- 73—860 X

Hyde, J. E., "Interrelationship of Brainstem and Cortical Areas for
Conjugate Ocular Movements in Cats," The Oculcmotor System,
ed., Morris B. Bender, Harper and Row (Hoeber Medical Div.),
New York, 1964, pp. 141-150.

Kilmer, W. L., and W. S. McCulloch, Towards a Theory of the Reticular
Formation, AFCRL-6L-463, Apr. 196h.

Horn, G., and R. M. Hill, "Responsiveness to Sensory Stimulation of
Units in the Superior Colliculus and Subjecent Tectotegmental
Regions of the Rgbbit," Exp. Neurol., Vol. 14, 1966, pp. 199—223.

Bell, C., G.,Sierra; N. Buendia, and J. P, Segundo, "Sensory
Properties of Neurons in the Mesencephalic Reticular Forma-
tion," J. Neurophysiol., Vol. 27, 1964, pp. 961-—987.

Whitteridge, D., "Central Control of Eye Movements," Handbook of
Physiology, Sec. 1, Neurophysiology, Vol. II, ed. J. Field, et al,
Williams and Wilkins Co., Baltimore, 1960, pp. 1089-—1109.

Jassik-Gerschenfeld, D., "Activity of Somatic Origin Evoked in the
Superior Colliculus of the Cat," Exp. Neurol., Vol. 16, 1966,

Sprague, J. M., and T. H. Meikle, Jr., "The Roll of the Superior
Colliculus in Visually Guided Behavior," Exp. Neurol., Vol. 11,

1965, pp. 115-—146,

King, W. J., "Continuons Compensatory Tracking by a Cebus Monkey,"
Science, Vol. 134, 1961, pp. 947-948,

Kozhevnikov, V. A,, and L. I. Chistovich, Speech: Articulation and
Perception, Joint Pub. Res. Serv., Off. Tech. Serv., U.S. Dept.
of Conm,, Wash., D. C., 1965,

Fuchs, A. F., "Periodic Eye Tracking in the Monkey," J. Fhysiol.,
Vol., 193, 1967, pp. 161 =171,

Vaughan, H. G., Jr., L. D, Costa, L. Gilden, and H. Schimmel,
"Identification of Sensory and Motor Components of Cerebral
Activity in Simple Reaction-Time Tasks," Proc. 73rd Conf.
Amer, Psychological Assn., Vol. 1, 1965, pp. 179— 180.

185



121,

123,

124,

125.

126,

127.

1280

129.

Gilden, L., H. G. Vaughan, Jr., and L. D, Costa, "Summated Human EEG
Potentials with Voluntary Movement " Electroenceph. Clin. Neuro-
physiol., Vol. 20, 1966, pp. 433~ 138"

Dustman, R. E., and E. C, Beck, "Phase of Alpha Brain Waves, Reaction
Time and Visually Evoked Potentials," Electroenceph. Clin. Neuro-

physiol., Vol. 18, 1965, pp. h35-—hﬁ0.

Yensen, R., "Neuromotor Latency and Take-Up of Musculotendinous Slack
as Components of RT," Percept. and Motor Skills, Vol. 23, 1966,

pp. 751-758.

Wolkovitch, J., and R. Magdaleno, Performance Cr**eria for Linear
Constant-Coefficient Systems with Random Inputs, ASD-TDR-62-L70,
Jan. 1963,

Lee, Y. W., Statistical Theory of Communication, John Wiley, New York,
1960. '

McDonnell, J. D., and H. R. Jex, A "Critical" Tracking Task for Man-
Machine Research Pelated to the Operator's Effective Delay Time,
Pt. II, Experimental Effects of System Input Spectra, Control
Stick Stiffness, and Controlled Element Order, NASA CR-6T4,
Jan, T§g7.

Miller, D. C., "The Effects of Performance-Scoring Criteria on Com-
pensatory Tracking Behavior," IEEE Trans., Vol. HFE-6, No. 1,

Sept. 1965, pp. 62—65.

Wolkovitch, J., Optimization of Linear and Nonlinear Systems by Mini-
mization of Auxlliary Eifort, Systems Technclogy, Inc., Tech,
Rept. 900-1, Mar. 1967.

Stapleford, Robert L., Samuel J. Craig, and J. A. Tennant, Measure-
ment of Pilot Describing Functions in Single-Controller Multilco
Tasks, Systems Technology, Inc., Tech, Rept. 167-1, Aug. 1967.

Kalman, R. E., "When Is a Linear Control System Optimal?" Trans. ASME,
Series D, J. Basic Engineering, Vol. 86, 1964. (Also pub. as
RIAS Tech. Rept. &3-5, Mar. 1963.)

Obermayer, R. W., and F. A. Muckler, On the Inverse Optimal Controi
Protlem in Manual Control Systems, NASA CR-208, Apr. 1965.

Rynaski, E. G,, and R. F. Whitbeck, The Theory and Application of
Linear Optimal Control, AFFDL-TR-65-28, Jan. 1960,

Chang, 5. 8. L., Synthesis of Optimal Control Systems, McGraw-Hill,
New York, 1961.

186

e PN FOUTE S P




APPINDIX

FACOF TEAT 2Q. %1, «f - o§ —m@ - 2kof
IS A NECZSSARY AXD SUFTIOTENT OQXDITION JOR OPTIMALITY
WITH RZSPEOT 70 THE CAITERION MIN(¢2+ko2)

Employing & procedure similar to that of Chang (Ref. 132), it can be
shown that the optimum system transfer function i1s, with the formulation
of Fig. 47,

3 *rmy ___] |
[3’ (0rr)~(1 + k/68)™|
(A-1)

‘2 K + )+ s
; 1 + — Crr i
; ( GG) ( d *

where the controller transfer function HJ can be factored into a product
of H, containing only left half plane poles and zeros, and J, containing
right half plane zeros (J=J =1 fora minimum-phase controller). For

s

a

H
e

the human cperator, J is the nonminimum-phase factor of the Padd spproxi-
mation to the time delay temrm, e_J“ne. The controlled element transfer
function G is stabie but may contain right half plane zeros. ¢,.. is the
power spectrum of the total input r=1i+ nj, hence ®pp=d;5+ @i+ Ppg+ s
°rmd is the cross spectrum between the input and desired output. If the
output can be generated by a linear operation with transfer function F,
acting on i, then Qde = (444 ®py)F . (x )* denotes the product of all
factors of x with IHP pjoles and zeros, (x ) denotes the remaining factor,
and [ x ]+ denotes the partial frriction expansion of x, retaining only the

partial fractions with LiP pole:.
% + KOoe = Oy [[uFe - By [ASG - Fy] + i3 |
+ 04p [R5 - F, 1o + wiss|

if = - = -
+ 0 i (136 — 7y |RIG 4 kHHJJ:
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Integrating and replacing the sum of the middle terms by twice the real
part, ®, of either, and using ®py = ¥4 + Py +0pg + Ppp,

@ k2 = x4 g -t [ (eHTGOngr ~ korpHIAS) aje  (a-3)

Substituting from Eq. A-1,

o
s I I mg
AIG0mgr [5 (©rp)” (1 + k/cé)‘]

o

et

(A
L+ 7 @)t + k/GE)T

Splitting up (J/J) [¢mdr/(°rr)+(1 +k/G(-})+] into partial frzotions, only
those partial fractions with RHP poles contribute to the integral, so
Eq. A-3 becomes ‘

AAAS a4

€2+kC2 = m2+m'§+kc2

arrmber e
I (0rp)” (0 + x/68) L [T (0ot (1 + x/68) T

(A-5)

The R sign has becoue redundant, as the integrand is now the
product of complex conjugates. The last term in Eq. A-5 can be written

as
:—meHﬁ‘GﬁJﬁlb (1 +k/GG) dajo = —5:? -- 2;;2 (A-6)
21J J_jo0 e '
Substituting Eg. A-6 into Egq. A-5 yields
AN S L o f\:\l Farard N AL
€@ +ke? = mf + mﬁ + ke? — 2m@ — 2ke? (A-7)

which simplifies to the desired result, Eq. 51,
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