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Abstract. We present new tools from probability theory that can be applied to
the analysis of learning algorithms. These tools allow to derive new bounds on
the generalization performance of learning algorithms and to propose alternative
measures of the complexity of the learning task, which in turn can be used to derive
new learning algorithms.

Key words and phrases: Statistical learning theory, concentration inequalities,
Rademacher averages, error bounds.

371


