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#### Abstract

The starting point for collision attacks on practical hash functions is a local collision. In this paper, we make a systematic study of local collisions for the SHA-2 family. The possible linear approximations of the constituent Boolean functions are considered and certain impossible conditions for such approximations are identified. Based on appropriate approximations, we describe a general method for finding local collisions. Applying this method, we obtain several local collisions and compute the probabilities of the various differential paths. Previously, only one local collision due to Gilbert-Handschuh was known. We point out two impossible conditions in the GH local collision and show an example of an impossible differential path for it. Sixteen new local collisions are obtained none of which have any impossible conditions. The probabilities of these local collisions are a little less than the GH local collision. On the other hand, the absence of impossible conditions may make them more suitable for (reduced round) collision search attacks on the SHA-2 family.


## 1 Introduction

Study of collision search attacks on practical hash functions is a topic of intense interest in recent times. Some spectacular successes have been reported for concrete and widely used proposals such as MD5 12 and SHA-1 [111. Other less popular hash functions such as RIPEMD and HAVAL have also been successfully attacked.

Currently, the two commonly used hash functions are MD5 and SHA-1. In view of the attacks on these functions, there seems to be a tendency to move to the more complicated SHA-2 family of hash functions. As a result, these hash functions will receive much more attention from the research community.

Usually, the first step in a collision search attack is to find a local collision. This is a collision for a fixed number of steps of the round function. Details about the message expansion are ignored. Once a local collision is obtained, one attempts to find a collision for the full hash function by taking into account the message expansion. Attacks on the SHA-1 hash function use the local collision obtained by Chabaud and Joux [2].

Known Results for the SHA-2 Family: Gilbert and Handschuh (GH) [4] were the first to study local collisions in the SHA-2 family. They reported a 9 -round local collision and estimated the probability of the differential path to be $2^{-66}$. The message expansion of the SHA- 256 was studied by Mendel et al [7], who reported reduced round (near) collisions. The work [7 also remarked that the probability of the GH local collision is $2^{-39}$. This value of the probability was also obtained in when modular differences are considered. An earlier work [6] studied a very simplified variant of SHA-256. The encryption mode of SHA-256 is analyzed in 14 and is not relevant to collision search attacks.

Our Contributions: All previous works have considered only the GH local collision. In this paper, we revisit the problem of obtaining local collision for the SHA-2 family of functions. Local collisions are found by forming linear approximations of the Boolean functions $f_{I F}$ and $f_{M A J}$ involved in round function of SHA-2. We make a systematic analysis of the linear approximations of the two Boolean functions. The differential analysis shows that certain kinds of linear approximations give rise to impossible conditions.

Given any linear approximations for $f_{I F}$ and $f_{M A J}$, we describe a step-by-step method for finding a 9 -step local collision for the corresponding linearized round function. This method has been applied on all feasible linear approximations. Two of the cases have been described in details.

The GH local collision was obtained by approximating both $f_{I F}$ and $f_{M A J}$ by 0 . We show that both the approximations have one impossible condition each and this can lead to an impossible differential path. An example is provided of an 12-step impossible differential path for the GH local collision. This path is impossible due to the impossible condition on the approximation of $f_{I F}$ by 0 .

There are four linear approximations each of $f_{M A J}$ and $f_{I F}$ which do not have any impossible conditions. These give rise to a total of 16 different linear approximations without any impossible conditions. We develop all these approximations to obtain 16 new local collisions without any impossible conditions. Also, we describe four other local collisions which have one impossible condition for $f_{M A J}$ and none for $f_{I F}$.

Probabilities of all the local collisions are computed. For the GH local collision we obtain a probability of $2^{-42}$. The previous estimate by GH was $2^{-66}$. The probabilities of the other local collisions are found to be between $2^{-45}$ to $2^{-54}$. In [5], the probability of the GH local collision was computed to be $2^{-39}$ using modular differences and in [7] it was remarked (without providing details) that this can be higher than $2^{-39}$ even with XOR differences. We note that whatever be the method for computing probability estimates, the relative probabilities of the different local collisions will probably remain the same. Further, even though the probabilities of the new local collisions are lower than the GH local collision, the absence of impossible conditions may offset this disadvantage when they are used to find actual (reduced round) collisions for the SHA-2 family.

## 2 SHA-2 Family of Hash Functions

The round function of the SHA-2 family is shown in Figure In this article, we analyze only the round function. For the complete description of the SHA-2 family see 9 . The 8 registers are updated in each

Fig. 1. Round function of SHA-2 family

step according to the following equations (all additions are modulo $2^{32}$ ):

$$
\left.\begin{array}{rl}
a_{i}= & \Sigma_{0}\left(a_{i-1}\right)+f_{M A J}\left(a_{i-1}, b_{i-1}, c_{i-1}\right)+\Sigma_{1}\left(e_{i-1}\right) \\
& +f_{I F}\left(e_{i-1}, f_{i-1}, g_{i-1}\right)+h_{i-1}+K_{i}+W_{i} \\
b_{i}= & a_{i-1} \\
c_{i}= & b_{i-1} \\
d_{i}= & c_{i-1} \\
e_{i}= & d_{i-1}+\Sigma_{1}\left(e_{i-1}\right)+f_{I F}\left(e_{i-1}, f_{i-1}, g_{i-1}\right)  \tag{1}\\
& +h_{i-1}+K_{i}+W_{i} \\
f_{i}= & e_{i-1} \\
g_{i}= & f_{i-1} \\
h_{i}= & g_{i-1}
\end{array}\right\}
$$

The $f_{I F}$ and the $f_{M A J}$ are three variable Boolean functions defined as:

$$
\begin{aligned}
& f_{I F}(x, y, z)=(x \wedge y) \oplus(\neg x \wedge z) \\
& f_{M A J}(x, y, z)=(x \wedge y) \oplus(y \wedge z) \oplus(z \wedge x)
\end{aligned}
$$

The functions $\Sigma_{0}$ and $\Sigma_{1}$ are defined differently for SHA-256 and SHA-512. For SHA-256, these functions are defined as:

$$
\begin{aligned}
& \Sigma_{0}(x)=\operatorname{ROTR}^{2}(x) \oplus \operatorname{ROTR}^{13}(x) \oplus \operatorname{ROTR}^{22}(x) \\
& \Sigma_{1}(x)=\operatorname{ROTR}^{6}(x) \oplus \operatorname{ROTR}^{11}(x) \oplus \operatorname{ROTR}^{25}(x)
\end{aligned}
$$

And for SHA-512, they are defined as:

$$
\begin{aligned}
& \Sigma_{0}(x)=\operatorname{ROTR}^{28}(x) \oplus \operatorname{ROTR}^{34}(x) \oplus \operatorname{ROT}^{39}(x) \\
& \Sigma_{1}(x)=\operatorname{ROTR}^{14}(x) \oplus \operatorname{ROTR}^{18}(x) \oplus \operatorname{ROTR}^{41}(x)
\end{aligned}
$$

Our analysis treats $\Sigma_{0}$ and $\Sigma_{1}$ as operators, hence the discussion that follows holds for both SHA-256 and SHA-512 (In the following, we will interchangeably use $\Sigma_{i}(X)$ and $\left.\Sigma_{i} X\right)$. Since SHA-384 is just a truncated version of SHA-512, we refer to all the three hash functions as SHA-2 family.

## 3 Differential Properties of Boolean Functions

Let $f(x)$ be a Boolean function on $n$ variables. By $\Delta x$ we denote the XOR difference in the input of $f$, i.e., $\Delta x=x \oplus x^{\prime}$ for two $n$-bit strings $x$ and $x^{\prime}$. The value of $\Delta x$ can be any $2^{n}$ bit string. Given $\Delta x$, define $\Delta f=f(x \oplus \Delta x) \oplus f(x)$. The value of $\Delta f$ is either 0 or 1 but is not uniquely determined by the value of $\Delta x$. Assuming that $x$ is uniformly distributed over $\{0,1\}^{n}$, the value of $\Delta f$ is 0 or 1 with certain probabilities.

There are two Boolean functions used in SHA-2, namely the $f_{I F}$ and the $f_{M A J}$, which are 3 -input bit-wise 'If' and the 'Majority' functions respectively. The three inputs to the functions can have XOR differences of 0 or 1 . Depending on their positions, the Boolean functions propagate the differences or absorb them. The differential properties are shown in Table $\square$. The first 3 columns in this table are the input differences to the Boolean functions, whose output differences are listed in next 2 columns. An entry of 0 (resp. 1) in a Boolean function column means that $\Delta f$ is 0 (resp. 1) with probability 1. An entry $(0,1)$ denotes that $\Delta f$ is 0 with probability half. We will use this table to compute the probabilities of the differential paths that we show later. Note that the differential properties of Boolean function $f_{I F}$ and $f_{M A J}$ are also considered in 8 but our presentation is different.

Impossible Conditions: Suppose we approximate $f(x)$ by a linear function $l(x)$. Note that $\Delta x$ fixes the value of $\Delta l$ with probability one. Now suppose that for some $\Delta x$, the value of $\Delta f$ is also determined with probability one and that $\Delta f \neq \Delta l$ for this value of $\Delta x$. Then the particular value of $\Delta x$ for which this occurs is said to be an impossible condition for the approximation of $f$ by $l$. The complete list of impossible conditions which arise when $f_{I F}$ and $f_{M A J}$ are approximated by different linear functions is given in Table 2

Table 1. Differential properties of $f_{I F}$ and $f_{M A J}$. A single 1 (0) in the last 2 columns means that this value holds with probability 1 . The entry $(0,1)$ implies that both the values are possible with probability $\frac{1}{2}$ each.

| $\Delta a$ | $\Delta b$ | $\Delta c$ | $\Delta f_{I F}(a, b, c)$ | $\Delta f_{M A J}(a, b, c)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | $(0,1)$ | $(0,1)$ |
| 0 | 1 | 0 | $(0,1)$ | $(0,1)$ |
| 0 | 1 | 1 | 1 | $(0,1)$ |
| 1 | 0 | 0 | $(0,1)$ | $(0,1)$ |
| 1 | 0 | 1 | $(0,1)$ | $(0,1)$ |
| 1 | 1 | 0 | $(0,1)$ | $(0,1)$ |
| 1 | 1 | 1 | $(0,1)$ | 1 |

Table 2. Impossible conditions for the different linear approximations of $f_{I F}(a, b, c)$ and $f_{M A J}(a, b, c)$. The entries in the table provide the values of $(\Delta a, \Delta b, \Delta c)$ which are the impossible conditions for the corresponding approximation.

|  | 0 | $a$ | $b$ | $c$ | $a \oplus b$ | $a \oplus c$ | $b \oplus c$ | $a \oplus b \oplus c$ |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $f_{I F}$ | $(0,1,1)$ | $(0,1,1)$ | none | none | none | none | $(0,1,1)$ | $(0,1,1)$ |
| $f_{M A J}$ | $(1,1,1)$ | none | none | none | $(1,1,1)$ | $(1,1,1)$ | $(1,1,1)$ | none |

The probability that $f_{I F}(a, b, c)=0$ is $1 / 2$ and the probability that $f_{I F}(a, b, c)=c($ or $b)$ is $3 / 4$. This suggests that approximating $f_{I F}$ by $c($ or $b)$ should be better than approximating $f_{I F}$ by 0 . From Table the probability that $\Delta f_{I F}=\Delta c$ is $5 / 8$, where as the probability for $\Delta f_{I F}=0$ is still $1 / 2$. Thus, on an average, the approximation of $f_{I F}$ by $c$ should be better than that by 0 even for a differential analysis.

Remark: It has been mentioned in [7] Page 130, Lines 4-5] that several approximations for $f_{I F}$ and $f_{M A J}$ are possible and all of these hold with probability 0.5 . Table 1 and the discussion above shows that this is not the case. Specifically, the approximation $c($ or $b)$ is better than the approximation 0 for $f_{I F}(a, b, c)$.

Explanations of two observations on Page 135 of [7]. These observations were made regarding the presence of impossible characteristics in the GH local collision where both $f_{I F}$ and $f_{M A J}$ are approximated by 0 .

1. If there are three consecutive steps in the differential path, such that $\Delta a$ is 1 in the same bit position, then the resulting characteristics is impossible.
2. If there are three consecutive steps in the differential path, such that there is a bit position where $\Delta e$ is 1 for the first two steps and 0 for the third step, then the resulting characteristics is impossible.

The first observation is explained by the fact that the condition $(1,1,1)$ is an impossible condition for the approximation of $f_{M A J}$ by 0 . The second observation is explained by the fact that the condition $(0,1,1)$
is an impossible condition for the approximation of $f_{I F}$ by 0 . Note that Mendel et al [7] also explain these observations on the basis of probability of approximations of $f_{I F}$ and $F_{M A J}$ being 0 in certain cases, without explicitly mentioning the conditions as presented here. We discuss these observations here since they fit with our unified way of considering the impossible conditions in the two Boolean functions.

## 4 Linear Approximation of SHA-2 Round Function

Local collisions are usually found for the linearized version of the hash function concerned [210]. Once it is found for the simple case, the probability for this local collision to hold for the actual hash function is computed. We proceed along similar lines and approximate all additions in SHA-2 by bit-wise XOR. There are many possibilities for the linear approximations of $f_{I F}$ and $f_{M A J}$ functions. A general form of

Table 3. Linear approximations for $f_{M A J}(a, b, c), f_{I F}(e, f, g)$ and the corresponding $\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right)$. Case A has been considered by Gilbert-Handschuh. It has one impossible condition each for both $f_{\text {MAJ }}$ and $f_{I F}$. Cases B to E have one impossible condition for $f_{M A J}$ and none for $f_{I F}$.

| Case | $f_{M A J}(a, b, c)$ | $f_{I f}(e, f, g)$ | $\left(x_{1}, x_{2}, x_{3}\right)$ | $\left(y_{1}, y_{2}, y_{3}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| A | 0 | 0 | $(0,0,0)$ | $(0,0,0)$ |
| B | 0 | $g_{i-1}$ | $(0,0,0)$ | $(0,0,1)$ |
| C | 0 | $f_{i-1}$ | $(0,0,0)$ | $(0,1,0)$ |
| D | 0 | $e_{i-1} \oplus g_{i-1}$ | $(0,0,0)$ | $(1,0,1)$ |
| E | 0 | $e_{i-1} \oplus f_{i-1}$ | $(0,0,0)$ | $(1,1,0)$ |

Table 4. Linear approximations for $f_{M A J}(a, b, c)$ and $f_{I F}(e, f, g)$ and corresponding ( $x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}$ ). These approximations do not have any impossible conditions for either $f_{M A J}$ or $f_{I F}$.

| Case | $f_{\text {MAJ }}(a, b, c)$ | $f_{I F}(e, f, g)$ | $\left(x_{1}, x_{2}, x_{3}\right)$ | $\left(y_{1}, y_{2}, y_{3}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $a$ | $f$ | $(1,0,0)$ | $(0,1,0)$ |
| 2 | $a$ | $g$ | $(1,0,0)$ | $(0,0,1)$ |
| 3 | $a$ | $e \oplus f$ | $(1,0,0)$ | $(1,1,0)$ |
| 4 | $a$ | $e \oplus g$ | $(1,0,0)$ | $(1,0,1)$ |
| 5 | $b$ | $f$ | $(0,1,0)$ | $(0,1,0)$ |
| 6 | $b$ | $g$ | $(0,1,0)$ | $(0,0,1)$ |
| 7 | $b$ | $e \oplus f$ | $(0,1,0)$ | $(1,1,0)$ |
| 8 | $b$ | $e \oplus g$ | $(0,1,0)$ | $(1,0,1)$ |
| 9 | $c$ | $f$ | $(0,0,1)$ | $(0,1,0)$ |
| 10 | $c$ | $g$ | $(0,0,1)$ | $(0,0,1)$ |
| 11 | $c$ | $e \oplus f$ | $(0,0,1)$ | $(1,1,0)$ |
| 12 | $c$ | $e \oplus g$ | $(0,0,1)$ | $(1,0,1)$ |
| 13 | $a \oplus b \oplus c$ | $f$ | $(1,1,1)$ | $(0,1,0)$ |
| 14 | $a \oplus b \oplus c$ | $g$ | $(1,1,1)$ | $(0,0,1)$ |
| 15 | $a \oplus b \oplus c$ | $e \oplus f$ | $(1,1,1)$ | $(1,1,0)$ |
| 16 | $a \oplus b \oplus c$ | $e \oplus g$ | $(1,1,1)$ | $(1,0,1)$ |

expressing these approximations is the following

$$
\left.\begin{array}{rl}
f_{M A J}(a, b, c) & =x_{1} a \oplus x_{2} b \oplus x_{3} c  \tag{2}\\
f_{I F}(e, f, g) & =y_{1} e \oplus y_{2} f \oplus y_{3} g
\end{array}\right\}
$$

where ( $x_{1}, x_{2}, x_{3}$ ) and ( $y_{1}, y_{2}, y_{3}$ ) are 3 -bit strings. Thus, the linear approximations are completely specified by these two strings. Let $\Delta \operatorname{reg}_{i}=\left(\Delta a_{i}, \Delta b_{i}, \Delta c_{i}, \Delta d_{i}, \Delta e_{i}, \Delta f_{i}, \Delta g_{i}, \Delta h_{i}\right)$. Then the linearized version of the SHA-2 round function can be expressed by an equation of the form

$$
\begin{equation*}
\left(\Delta \mathrm{reg}_{i}\right)^{t}=A\left(\Delta \mathrm{reg}_{i-1}, \Delta W_{i}\right)^{t} \tag{3}
\end{equation*}
$$

where ()$^{t}$ denotes transpose and $A$ is a suitable matrix which is constructed depending upon the particular linear approximation being used. The form of $A$ in terms of $\left(x_{1}, x_{2}, x_{3}\right)$ and ( $y_{1}, y_{2}, y_{3}$ ) is given by (4).

$$
\begin{equation*}
\text { where } p_{1}=\left(x_{1} \oplus \Sigma_{0}\right) \text { and } p_{2}=\left(y_{1} \oplus \Sigma_{1}\right) \text {. } \tag{4}
\end{equation*}
$$

The simplest is to approximate both $f_{M A J}$ and $f_{I F}$ by the constant function 0 (i.e., $\left(x_{1}, x_{2}, x_{3}\right)=0$ and $\left.\left(y_{1}, y_{2}, y_{3}\right)=0\right)$ as has been done by GH [4]. These approximations, however, give rise to two impossible conditions as has been discussed in Section 3 There are four linear approximations of $f_{I F}$ which do not have any impossible conditions. In Table 3 we consider the situation where $f_{M A J}$ is approximated by zero and $f_{I F}$ is approximated by zero and the four other linear functions which do not have impossible conditions. From Table [2] we find that there are 16 possible combinations of linear approximations of $f_{M A J}$ and $f_{I F}$ which do not have any impossible conditions. These are listed in Table 4

## 5 Technique for Finding Local Collisions

We describe the method for finding a local collision spanning $k$ steps. For the local collision to exist, the difference of registers at the start and at the end must be zero. Besides, the first and the last message differences must not be zero, to make it exactly a $k$-step collision.

The basic idea is to iterate the linear system in the forward direction; equate the register values to 0 after $k$ steps and then solve the resulting equations. The forward iteration is done in the following manner.

1. $\Delta \mathrm{reg}_{0}=(0,0,0,0,0,0,0,0)$.
2. For $i=1$ to $k$ do
3. $\left(\Delta \mathrm{reg}_{i}\right)^{t}=A\left(\Delta \mathrm{reg}_{i-1}, \Delta W_{i}\right)^{t}$;
4. end do.

The procedure provides $\Delta \mathrm{reg}_{k}$ in terms of $\Delta W_{1}, \ldots, \Delta W_{k}$. We now have to set $\Delta \mathrm{reg}_{k}=0$ and solve for $\Delta W_{1}, \ldots, \Delta W_{k}$. Since the expressions for $\Delta \mathrm{reg}_{k}$ are quite complicated, there does not seem to be any general method for solving these equations. On the other hand, the equations do have a pattern, which we have exploited to obtain solutions. We explain our method for $k=9$ for Case 2 of Table 3. Similar methods have been applied to the other two cases. All our computations have been carried out using the symbolic computation package Mathematica (13).

### 5.1 Case B of Table 3

The actual values of $\Delta \mathrm{reg}_{9}$ in this case is given in Section Below we show how to solve for $\Delta W_{1}, \ldots$, $\Delta W_{9}$ under the condition $\Delta \mathrm{reg}_{9}=0$.

Step 1: The expression for $\Delta h_{9}$ is of the form

$$
\Delta h_{9}=\Delta W_{6} \oplus \Sigma_{1}\left(\Delta W_{5}\right) \oplus \Sigma_{1}^{2}\left(\Delta W_{4}\right) \oplus \Delta W_{3} \oplus \Sigma_{1}^{3}\left(\Delta W_{3}\right) \oplus \Sigma_{1}^{4}\left(\Delta W_{2}\right) \oplus \Sigma_{0}\left(\Delta W_{1}\right) \oplus \Sigma_{1}^{2}\left(\Delta W_{1}\right) \oplus \Sigma_{1}^{5}\left(\Delta W_{1}\right) .
$$

Setting $h_{9}=0$ provides

$$
\begin{equation*}
\Delta W_{6}=\Sigma_{1}\left(\Delta W_{5}\right) \oplus \Sigma_{1}^{2}\left(\Delta W_{4}\right) \oplus \Delta W_{3} \oplus \Sigma_{1}^{3}\left(\Delta W_{3}\right) \oplus \Sigma_{1}^{4}\left(\Delta W_{2}\right) \oplus \Sigma_{0}\left(\Delta W_{1}\right) \oplus \Sigma_{1}^{2}\left(\Delta W_{1}\right) \oplus \Sigma_{1}^{5}\left(\Delta W_{1}\right) . \tag{5}
\end{equation*}
$$

Step 2: Eliminating $\Delta W_{6}$ from $\left(\Delta a_{9}, \ldots, \Delta g_{9}\right)$ using (5), we obtain

$$
\Delta g_{9}=\Delta W_{7} \oplus \Delta W_{4} \oplus \Sigma_{1}\left(\Delta W_{3}\right) \oplus \Sigma_{0}\left(\Delta W_{2}\right) \oplus \Sigma_{1}^{2}\left(\Delta W_{2}\right) \oplus \Delta W_{1} \oplus \Sigma_{0}^{2}\left(\Delta W_{1}\right) \oplus \Sigma_{0}\left(\Sigma_{1}\left(\Delta W_{1}\right)\right) \oplus \Sigma_{1}^{3}\left(\Delta W_{1}\right) .
$$

Setting $\Delta g_{9}=0$ provides

$$
\begin{equation*}
\Delta W_{7}=W_{4} \oplus \Sigma_{1}\left(\Delta W_{3}\right) \oplus \Sigma_{0}\left(\Delta W_{2}\right) \oplus \Sigma_{1}^{2}\left(\Delta W_{2}\right) \oplus \Delta W_{1} \oplus \Sigma_{0}^{2}\left(\Delta W_{1}\right) \oplus \Sigma_{0}\left(\Sigma_{1}\left(\Delta W_{1}\right)\right) \oplus \Sigma_{1}^{3}\left(\Delta W_{1}\right) \tag{6}
\end{equation*}
$$

Step 3: Eliminating $\Delta W_{7}$ from $\left(\Delta a_{9}, \ldots, \Delta f_{9}\right)$ using (6), we obtain

$$
\begin{aligned}
\Delta f_{9}= & \Delta W_{8} \oplus \Delta W_{5} \oplus \Sigma_{1}\left(\Delta W_{4}\right) \oplus \Sigma_{0}\left(\Delta W_{3}\right) \oplus \Sigma_{1}^{2}\left(\Delta W_{3}\right) \oplus \Delta W_{2} \oplus \Sigma_{0}^{2}\left(\Delta W_{2}\right) \oplus \Sigma_{0}\left(\Sigma_{1}\left(\Delta W_{2}\right)\right) \oplus \Sigma_{1}^{3}\left(\Delta W_{2}\right) \oplus \\
& \Sigma_{0}^{3}\left(\Delta W_{1}\right) \oplus \Sigma_{0}^{2}\left(\Sigma_{1}\left(\Delta W_{1}\right)\right) \oplus \Sigma_{0}\left(\Sigma_{1}^{2}\left(\Delta W_{1}\right)\right) \oplus \Sigma_{1}^{4}\left(\Delta W_{1}\right) .
\end{aligned}
$$

Setting $\Delta f_{9}=0$ provides

$$
\begin{align*}
\Delta W_{8}= & \Delta W_{5} \oplus \Sigma_{1}\left(\Delta W_{4}\right) \oplus \Sigma_{0}\left(\Delta W_{3}\right) \oplus \Sigma_{1}^{2}\left(\Delta W_{3}\right) \oplus W_{2} \oplus \Sigma_{0}^{2}\left(\Delta W_{2}\right) \oplus \Sigma_{0}\left(\Sigma_{1}\left(\Delta W_{2}\right)\right) \oplus \Sigma_{1}^{3}\left(\Delta W_{2}\right) \oplus \\
& \Sigma_{0}^{3}\left(\Delta W_{1}\right) \oplus \Sigma_{0}^{2}\left(\Sigma_{1}\left(\Delta W_{1}\right)\right) \oplus \Sigma_{0}\left(\Sigma_{1}^{2}\left(\Delta W_{1}\right)\right) \oplus \Sigma_{1}^{4}\left(\Delta W_{1}\right) . \tag{7}
\end{align*}
$$

Step 4: Eliminating $\Delta W_{8}$ in $\left(\Delta a_{9}, \ldots, \Delta e_{9}\right)$ using (77) we obtain

$$
\begin{aligned}
\Delta e_{9}= & \Delta W_{9} \oplus \Sigma_{0}\left(\Delta W_{4}\right) \oplus \Sigma_{0}^{2}\left(\Delta W_{3}\right) \oplus \Sigma_{0}\left(\Sigma_{1}\left(\Delta W_{3}\right)\right) \oplus \Sigma_{0}^{3}\left(\Delta W_{2}\right) \oplus \Sigma_{0}^{2}\left(\Sigma_{1}\left(\Delta W_{2}\right)\right) \oplus \Sigma_{0}\left(\Sigma_{1}^{2}\left(\Delta W_{2}\right)\right) \\
& \oplus \Delta W_{9} \oplus \Sigma_{0}\left(\Delta W_{1}\right) \oplus \Sigma_{0}^{4}\left(\Delta W_{1}\right) \oplus \Sigma_{0}^{3}\left(\Sigma_{1}\left(\Delta W_{1}\right)\right) \oplus \Sigma_{0}^{2}\left(\Sigma_{1}^{2}\left(\Delta W_{1}\right)\right) \oplus \Sigma_{0}\left(\Sigma_{1}^{3}\left(\Delta W_{1}\right)\right) .
\end{aligned}
$$

Setting $\Delta e_{9}=0$ provides

$$
\begin{align*}
\Delta W_{9}= & \Sigma_{0}\left(\Delta W_{4}\right) \oplus \Sigma_{0}^{2}\left(\Delta W_{3}\right) \oplus \Sigma_{0}\left(\Sigma_{1}\left(\Delta W_{3}\right)\right) \oplus \Sigma_{0}^{3}\left(\Delta W_{2}\right) \oplus \Sigma_{0}^{2}\left(\Sigma_{1}\left(\Delta W_{2}\right)\right) \oplus \Sigma_{0}\left(\Sigma_{1}^{2}\left(\Delta W_{2}\right)\right) \\
& \oplus \Delta W_{1} \oplus \Sigma_{0}\left(\Delta W_{1}\right) \oplus \Sigma_{0}^{4}\left(\Delta W_{1}\right) \oplus \Sigma_{0}^{3}\left(\Sigma_{1}\left(\Delta W_{1}\right)\right) \oplus \Sigma_{0}^{2}\left(\Sigma_{1}^{2}\left(\Delta W_{1}\right)\right) \oplus \Sigma_{0}\left(\Sigma_{1}^{3}\left(\Delta W_{1}\right)\right) . \tag{8}
\end{align*}
$$

Step 5: Eliminating $\Delta W_{9}$ in $\left(\Delta a_{9}, \ldots, \Delta d_{9}\right)$ using (7) we obtain

$$
\begin{aligned}
\Delta d_{9}= & \Sigma_{0}\left(\Delta W_{5}\right) \oplus \Sigma_{0}^{2}\left(\Delta W_{4}\right) \oplus \Sigma_{0}\left(\Sigma_{1}\left(\Delta W_{4}\right)\right) \oplus \Sigma_{0}^{3}\left(\Delta W_{3}\right) \oplus \Sigma_{0}^{2}\left(\Sigma_{1}\left(\Delta W_{3}\right)\right) \oplus \Sigma_{0}\left(\Sigma_{1}^{2}\left(\Delta W_{3}\right)\right) \\
& \oplus \Delta W_{2} \oplus \Sigma_{0}\left(\Delta W_{2}\right) \oplus \Sigma_{0}^{4}\left(\Delta W_{2}\right) \oplus \Sigma_{0}^{3}\left(\Sigma_{1}\left(\Delta W_{2}\right)\right) \oplus \Sigma_{0}^{2}\left(\Sigma_{1}^{2}\left(\Delta W_{2}\right)\right) \oplus \Sigma_{0}\left(\Sigma_{1}^{3}\left(\Delta W_{2}\right)\right) \oplus \Sigma_{0}^{2}\left(\Delta W_{1}\right) \oplus \\
& \Sigma_{0}^{5}\left(\Delta W_{1}\right) \oplus \Sigma_{1}\left(\Delta W_{1}\right) \oplus \Sigma_{0}^{4}\left(\Sigma_{1}\left(\Delta W_{1}\right)\right) \oplus \Sigma_{0}^{3}\left(\Sigma_{1}^{2}\left(\Delta W_{1}\right)\right) \oplus \Sigma_{0}^{2}\left(\Sigma_{1}^{3}\left(\Delta W_{1}\right)\right) \oplus \Sigma_{0}\left(\Sigma_{1}^{4}\left(\Delta W_{1}\right)\right) .
\end{aligned}
$$

Now the situation is different from the previous 4 steps. In the expression for $\Delta d_{9}$ we do not have any $\Delta W_{i}$ whose "coefficient" is 1 . Only $\Delta W_{5}$ occurs once with a "coefficient" of $\Sigma_{0}$. We solve for $\Delta W_{5}$ in the following manner. Set

$$
\begin{equation*}
\Delta W_{2}=\Sigma_{0}(x) \oplus \Sigma_{1}\left(\Delta W_{1}\right) \tag{9}
\end{equation*}
$$

where $x$ is a variable to be determined later. With this substitution, we have $\Delta d_{9}=\Sigma_{0}\left(\Delta W_{5} \oplus X\right)$, for some expression $X$ which we provide shortly. Now setting $\Delta d_{9}=0$, provides one solution to be $\Delta W_{5}=X$, where the value of $X$ is given by the right side of the following expression.

$$
\begin{align*}
\Delta W_{5}= & \left(1 \oplus \Sigma_{0} \oplus \Sigma_{0}^{4} \Sigma_{0}^{3} \Sigma_{1} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \oplus \Sigma_{0} \Sigma_{1}^{3}\right)(x) \oplus \Sigma_{0}\left(\Delta W_{4}\right) \\
& \oplus \Sigma_{1}\left(\Delta W_{4}\right) \oplus \Sigma_{0}^{2}\left(\Delta W_{3}\right) \oplus \Sigma_{0}\left(\Sigma_{1}\left(\Delta W_{3}\right)\right) \oplus \Sigma_{1}^{2}\left(\Delta W_{3}\right) \oplus \Sigma_{0}\left(\Delta W_{1}\right) \oplus \Sigma_{0}^{4}\left(\Delta W_{1}\right) \oplus \Sigma_{1}\left(\Delta W_{1}\right) . \tag{10}
\end{align*}
$$

Step 6: Eliminating $\Delta W_{5}$ in $\left(\Delta a_{9}, \Delta b_{9}, \Delta c_{9}\right)$ using (10) we obtain

$$
\Delta c_{9}=\Sigma_{0}^{2}(x) \oplus \Sigma_{0}\left(\Sigma_{1}(x)\right) \oplus \Delta W_{3} \oplus \Sigma_{0}^{2}\left(\Delta W_{1}\right)
$$

Setting $\Delta c_{9}=0$ provides

$$
\begin{equation*}
\Delta W_{3}=\Sigma_{0}^{2}(x) \oplus \Sigma_{0}\left(\Sigma_{1}(x)\right) \oplus \Sigma_{0}^{2}\left(\Delta W_{1}\right) \tag{11}
\end{equation*}
$$

Step 7: Eliminating $\Delta W_{3}$ in $\left(\Delta a_{9}, \Delta b_{9}\right)$ using (11) we obtain

$$
\Delta b_{9}=\Sigma_{0}^{2}\left(\Sigma_{1}(x)\right) \oplus \Delta W_{4} \oplus \Delta W_{1} \oplus \Sigma_{0}^{2}\left(\Sigma_{1}\left(\Delta W_{1}\right)\right) .
$$

Setting $\Delta b_{9}=0$, provides

$$
\begin{equation*}
\Delta W_{4}=\Sigma_{0}^{2}\left(\Sigma_{1}(x)\right) \oplus \Delta W_{1} \oplus \Sigma_{0}^{2}\left(\Sigma_{1}\left(\Delta W_{1}\right)\right) \tag{12}
\end{equation*}
$$

Step 8: Eliminating $\Delta W_{4}$ from $\Delta a_{9}$ using (12), we obtain

$$
\Delta a_{9}=x \oplus \Delta W_{1} .
$$

Setting $\Delta a_{9}=0$ provides

$$
\begin{equation*}
\Delta W_{1}=x . \tag{13}
\end{equation*}
$$

Equations (5), (6), (77), (8), (19), (10), (11), (12), and (13) form a solution to the problem of finding a local collision for the linearized round function. In this form, the equations are not easy to handle. But, if we start the process of back substitution, i.e., use $\Delta W_{1}=x$ in (12) and then use the values of $\Delta W_{1}$ and $\Delta W_{4}$ in (11) and so on, then the solution is substantially simplified and we finally obtain

$$
\left(\Delta W_{1}, \ldots, \Delta W_{9}\right)=\left(x, \Sigma_{0}(x) \oplus \Sigma_{1}(x), \Sigma_{0}\left(\Sigma_{1}(x)\right), x, \Sigma_{0}(x) \oplus x, \Sigma_{0}(x) \oplus \Sigma_{1}(x), 0, x, x\right)
$$

### 5.2 A Difficult Example: Case 3 of Table 4

The technique described in the previous subsection does not work always. There are cases when we cannot solve the equations in the manner described earlier. A slightly modified method is used for such cases. We briefly describe this procedure for the Case 3 of Table 4 The actual values of $\Delta \mathrm{reg}_{9}$ are given in Section B for this case.

Steps 1 to 4: Using the method described earlier, we can obtain

$$
\begin{align*}
\Delta W_{9}= & \Sigma_{0}^{2} \Delta W_{1} \oplus \Sigma_{0}^{3} \Delta W_{1} \oplus \Sigma_{0}^{4} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0}^{3} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{3} \Delta W_{1} \\
& \oplus \Sigma_{0} \Delta W_{2} \oplus \Sigma_{0}^{3} \Delta W_{2} \oplus \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{2} \oplus \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{0} \Delta W_{3} \oplus \Sigma_{0}^{2} \Delta W_{3} \oplus \Sigma_{1} \Delta W_{3} \\
& \oplus \Sigma_{0} \Sigma_{1} \Delta W_{3} \oplus \Delta W_{4} \oplus \Sigma_{0} \Delta W_{4}  \tag{14}\\
\Delta W_{8}= & \Sigma_{0} \Delta W_{1} \oplus \Sigma_{0}^{3} \Delta W_{1} \oplus \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0} \Delta W_{2} \oplus \Sigma_{0}^{2} \Delta W_{2} \oplus \Sigma_{1} \Delta W_{2} \\
& \oplus \Sigma_{0} \Sigma_{1} \Delta W_{2} \oplus \Delta W_{3} \oplus \Sigma_{0} \Delta W_{3}  \tag{15}\\
\Delta W_{7}= & \Delta W_{1} \oplus \Sigma_{0} \Delta W_{1} \oplus \Sigma_{0}^{2} \Delta W_{1} \oplus \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{0} \Delta W_{2} \oplus \Sigma_{1} \Delta W_{2} \oplus \Sigma_{1}^{2} \Delta W_{2} \\
& \oplus \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{1}^{2} \Delta W_{3} \oplus \Delta W_{4} \oplus \Sigma_{1} \Delta W_{4} \oplus \Delta W_{5}  \tag{16}\\
\Delta W_{6}= & \Delta W_{1} \oplus \Sigma_{0} \Delta W_{1} \oplus \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{1}^{5} \Delta W_{1} \oplus \Delta W_{2} \oplus \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{1}^{4} \Delta W_{2} \oplus \Delta W_{3} \oplus \Sigma_{1} \Delta W_{3} \oplus \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{1}^{3} \Delta W_{3} \\
& \oplus \Sigma_{1}^{2} \Delta W_{4} \oplus \Delta W_{5} \oplus \Sigma_{1} \Delta W_{5} \tag{17}
\end{align*}
$$

Now in the expression for $\Delta d_{9}$, we do not have any $\Delta W_{i}$ with coefficient " 1 ". Therefore, we let the sum of all the terms which do not have $\Sigma_{0}$ in their coefficients be $\Sigma_{0} X$. This substitution results in

$$
\begin{equation*}
\Delta W_{5}=\Sigma_{0} X \oplus \Delta W_{1} \oplus \Sigma_{1} \Delta W_{1} \oplus \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{1} \Delta W_{3} \oplus \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{1} \Delta W_{4} \tag{18}
\end{equation*}
$$

where $X$ is a variable whose value is not yet known.
Substituting this expression for $\Delta W_{5}$ in $\Delta d_{9}=0$, we still get an equation in which none of the variables has a coefficient of $\Sigma_{0}$ only. To get such a variable, we sum all the terms which have no $\Sigma_{0}$ coefficient and equate this to $\Sigma_{0} Y$, where $Y$ is another variable. This results in the following substitution

$$
\begin{equation*}
\Delta W_{4}=\Sigma_{0} Y \oplus X \oplus \Delta W_{1} \oplus \Sigma_{1} \Delta W_{1} \oplus \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma_{1}^{2} \Delta W_{2} \oplus \Delta W_{3} \oplus \Sigma_{1} \Delta W_{3} \tag{19}
\end{equation*}
$$

Now we need to solve $\Delta d_{9}=0$. Still the form of this equation is

$$
\begin{align*}
\Delta d_{9}= & \Sigma_{0}^{5} \Delta W_{1} \oplus \Sigma_{0}^{4} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0}^{3} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0}^{2} \Delta W_{2} \oplus \Sigma_{0}^{3} \Delta W_{2} \oplus \Sigma_{0}^{4} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0}^{3} \Sigma_{1} \Delta W_{2} \\
& \oplus \Sigma_{0}^{2} \Delta W_{3} \oplus \Sigma_{0}^{3} \Delta W_{3} \oplus \Sigma_{0}^{2} Y \oplus \Sigma_{0}^{3} Y \tag{20}
\end{align*}
$$

In this expression for $\Delta d_{9}$, we note that the coefficient of $\Delta W_{3}$ is $\Sigma_{0}^{2}\left(1+\Sigma_{0}\right)$. To solve for $\Delta W_{3}$ we try to generate the same coefficient in other terms too. This can be done if we substitute

$$
\begin{equation*}
\Delta W_{2}=\Sigma_{0} \Delta W_{1} \oplus c 1 \Delta W_{1} \oplus\left(1 \oplus \Sigma_{0}\right) Z \tag{21}
\end{equation*}
$$

where $Z$ is another variable unknown as of now. With these substitutions, $\Delta d_{9}=0$ gives

$$
\begin{equation*}
\Delta W_{3}=\Sigma_{0} \Delta W_{1} \oplus \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1} \Delta W_{1} \oplus Y \oplus Z \oplus \Sigma_{0}^{2} Z \tag{22}
\end{equation*}
$$

Now solving for $\Delta c_{9}=0, \Delta b_{9}=0$ and $\Delta a_{9}=0$ with these values of $\Delta W_{9} \ldots \Delta W_{3}$ substituted, we get

$$
\begin{align*}
Z & =0  \tag{23}\\
Y & =0  \tag{24}\\
X & =0 \tag{25}
\end{align*}
$$

Taking $\Delta W_{1}$ to be $x$ and then back substituting all the variables results in the solution

$$
\left(\Delta W_{1}, \ldots, \Delta W_{9}\right)=\left(x, \Sigma_{0}(x) \oplus \Sigma_{1}(x), \Sigma_{0}(x) \oplus \Sigma_{1}(x) \oplus \Sigma_{0}\left(\Sigma_{1}(x)\right), x \oplus \Sigma_{0}(x), x, \Sigma_{0}(x) \oplus \Sigma_{1}(x), x, 0, x\right) .
$$

## 6 Differential Path

The values of the XOR differences of the registers at each step constitute a differential path. For a local collision, the initial and final XOR differences should be zero.

Probability of Differential Path: A differential path holds with probability one for the linearized version of the round function. However, when we move to the actual round function, then it holds with lesser probability which in some cases may even be zero. If the differential path holds with probability zero for the actual round function, then we call it to be an impossible differential path. Such impossible differential paths arise due to the impossible conditions in the approximations of the constituent functions by linear functions. Later we will show examples of such differential paths including one obtained from the Gilbert-Handschuh local collision.

We next discuss how to compute the probability for a differential path. This computation is based on the following two points.

1. If $a$ and $b$ differ in one bit position, then $a+c$ and $b+c$ also differ in one bit position with probability one if the differing bit is the most significant bit, else with probability half. (This was also mentioned in (4.) We also assume that if $a$ and $b$ differ in $k$ different bit positions none of which is the most significant bit, then $a+c$ and $b+c$ differ in these $k$ positions with probability $1 / 2^{k}$.
2. Table 1 is used to determine the differential probabilities for the approximations of $f_{I F}$ and $f_{M A J}$.

Since the XOR and additive differences coincide for the most significant bit, to achieve higher probability, it is advantageous to ensure that many bits in the differential path are MSBs. Based on this observation, we choose $x=2^{31}$ in Table 6 and compute the resulting probabilities. An example of illustration of probability calculations is given in Section $D$

## 7 Results

The detailed differential paths for the cases of Table 3 are shown in Table 6 The differential paths for the cases in Table $\mathbb{4}$ are shown in Tables 8 to 11 in Section $\mathbb{C}$ Each case has two columns. The first of these provide the message difference for the different steps and the second one provides the probability with which this particular step of the linearized round function behaves as a step of the actual round function. Finally, the product of all the probabilities in one column is listed as the total probability for the corresponding differential path.

From Tables 8 to it is interesting to note that all approximations of $f_{M A J}$ by the same linear function have the same differential path. The weight of the differential path increases with the increase in the number of variables in the linear approximation of $f_{M A J}$. A summary of various features of the different local collisions are given in Table 5

Table 5. Summary of the different properties of the local collisions. $\mathrm{Wt}(\mathrm{DP})$ provides the weight of the differential path; Wt(MD) provides the weight of the message difference; Pr. provides the probability of the differential path; and NIC provides the number of impossible conditions. The cases are from Table 3 and (4) Case A is the GH local collision, rest are new local collisions.

| Case | A | B | C | D | E | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Wt}(\mathrm{DP})$ | 24 | 24 | 24 | 24 | 24 | 28 | 28 | 28 | 28 | 28 | 28 | 28 | 28 | 28 | 28 | 28 | 28 | 36 | 36 | 36 | 36 |
| $\mathrm{Wt}(\mathrm{MD})$ | 24 | 29 | 29 | 34 | 34 | 35 | 33 | 35 | 35 | 29 | 35 | 35 | 37 | 35 | 31 | 37 | 35 | 37 | 37 | 43 | 41 |
| Pr. | $\frac{1}{2^{42}}$ | $\frac{1}{2^{45}}$ | $\frac{1}{2^{45}}$ | $\frac{1}{2^{48}}$ | $\frac{1}{2^{48}}$ | $\frac{1}{2^{48}}$ | $\frac{1}{2^{48}}$ | $\frac{1}{2^{51}}$ | $\frac{1}{2^{51}}$ | $\frac{1}{2^{49}}$ | $\frac{1}{2^{49}}$ | $\frac{1}{2^{52}}$ | $\frac{1}{2^{52}}$ | $\frac{1}{2^{48}}$ | $\frac{1}{2^{48}}$ | $\frac{1}{2^{51}}$ | $\frac{1}{251}$ | $\frac{1}{2^{54}}$ | $\frac{1}{254}$ | $\frac{1}{2}$ | $\frac{1}{2^{55}}$ |
| NIC | 2 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Remark: The probability of the differential path of Case A was estimated by GH to be $2^{-66}$. Our calculations show this to be $2^{-42}$. In 5 this probability was computed to be $2^{-39}$ when using modular differences (as opposed to XOR differences considered here). Mendel et al [7 remarked (without providing details) that the probability can be higher than $2^{-39}$ even when considering XOR differences. We think that the relative probabilities of the different local collisions will remain the same irrespective of which method is applied to compute the probabilities.

The GH local collision (Case A) has the highest probability. It is, however, not necessarily the best possible local collision. This is due to the fact that it has two impossible conditions and may result in an impossible differential path. We illustrate this point using the impossible condition for $f_{I F}$. A 12-step impossible differential path for the GH local collision is shown in Table 7 This is obtained by interleaving two GH local collisions with the second one starting at the fourth step of the first one. In terms of the Chabaud-Joux [2] type disturbance vector, the 12 -step differential path is given by the vector 1001 . Here, $\Delta e_{6}=0, \Delta f_{6}=x \oplus \Sigma_{0}(x)$ and $\Delta g_{6}=x$. This shows that whatever be the value of $x$, there will be one bit position where the differential input to $f_{I F}$ is $(0,1,1)$. From Table $\square$ we have $\Delta f_{I F}$ to be 1 with probability 1 , where as the approximation of $f_{I F}$ by $l=0$ will have $\Delta l=0$. This shows that although the
differential path is valid for the linearized version with $f_{I F}$ approximated by $l=0$, it fails for the actual round function.

As mentioned earlier, the issue of impossible differential paths was also observed in 7]. They developed techniques for circumventing such impossible paths in their collision search attacks on reduced round SHA2. On the other hand, if we use a local collision such as Case 1, then there are no impossible conditions. Consequently, no circumvention techniques will be required in collision search attacks. The probability of this local collision is a little lower than the GH local collision, but this may be offset by absence of impossible conditions. Further work on this topic can settle this point.

Table 6. Differential paths for the cases of Table 3. Probability calculations are done taking $x$ to be $2^{31}$.

| Step | Registers |  |  |  |  |  |  |  | Case A |  | Case B |  | Case C |  | Case D |  | Case E |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $\Delta a_{i}$ | $\Delta b_{i}$ | $\Delta c_{i}$ | $\Delta d_{i}$ | $\Delta e_{i}$ | $\Delta f_{i}$ | $\Delta g_{i}$ | $\Delta h_{i}$ | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr |
| 1 | $x$ | 0 | 0 | 0 | $x$ | 0 | 0 | 0 | $x$ | 1 | $x$ | 1 | $x$ | 1 | $x$ | 1 | $x$ | 1 |
| 2 | 0 | $x$ | 0 | 0 | $\Sigma_{0}(x)$ | $x$ | 0 | 0 | $\begin{array}{ll\|} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{ll\|} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{ll\|} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $x$ $\oplus$ <br> $\Sigma_{0}(x)$ $\oplus$ <br> $\Sigma_{1}(x)$  | $\frac{1}{2^{11}}$ |
| 3 | 0 | 0 | $x$ | 0 | 0 | $\Sigma_{0}(x)$ | $x$ | 0 | $\Sigma_{0}\left(\Sigma_{1}(x)\right)$ | $\frac{1}{2^{14}}$ | $\Sigma_{0}\left(\Sigma_{1}(x)\right)$ | $\frac{1}{2^{14}}$ | $\begin{array}{lr} x & \oplus \\ \Sigma_{0}\left(\Sigma_{1}(x)\right) \end{array}$ | $\frac{1}{2^{14}}$ | $\begin{array}{lr} \Sigma_{0}(x) & \oplus \\ \Sigma_{0}\left(\Sigma_{1}(x)\right) \end{array}$ | $\frac{1}{2^{17}}$ | $\begin{array}{\|lr\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{0}\left(\Sigma_{1}(x)\right) \\ \hline \end{array}$ | $\frac{1}{2^{17}}$ |
| 4 | 0 | 0 | 0 | $x$ | 0 | 0 | $\Sigma_{0}(x)$ | $x$ | 0 | $\frac{1}{25}$ | $x$ | $\frac{1}{25}$ | $\Sigma_{0}(x)$ | $\frac{1}{28}$ | $x$ | $\frac{1}{25}$ | $\Sigma_{0}(x)$ | $\frac{1}{28}$ |
| 5 | 0 | 0 | 0 | 0 | $x$ | 0 | 0 | $\Sigma_{0}(x)$ | $x$ | $\frac{1}{2^{3}}$ | $\Sigma_{0}(x) \oplus x$ | $\frac{1}{2^{6}}$ | $x$ | $\frac{1}{2^{3}}$ | $x \oplus \Sigma_{0}(x)$ | $\frac{1}{2^{6}}$ | $x$ | $\frac{1}{2^{3}}$ |
| 6 | 0 | 0 | 0 | 0 | 0 | $x$ | 0 | 0 | $\begin{array}{\|ll\|} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{7}}$ | $\begin{array}{\|ll\|} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{7}}$ | $\begin{array}{\|ll\|} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{7}}$ | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{7}}$ | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{7}}$ |
| 7 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | 0 | 0 | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | $x$ | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | $x$ | $\frac{1}{2}$ |
| 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | 0 | $\frac{1}{2}$ | $x$ | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | $x$ | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ |
| 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | 1 | $x$ | 1 | $x$ | 1 | $x$ | 1 | $x$ | 1 |
| Total Probability |  |  |  |  |  |  |  |  |  | $\frac{1}{2^{42}}$ |  | $\frac{1}{245}$ |  | $\frac{1}{245}$ |  | $\frac{1}{248}$ |  | $\frac{1}{248}$ |

Table 7. A 12-step impossible differential path for the Gilbert-Handschuh local collision.

| Step $i$ | $\Delta W_{i}$ | $\Delta a_{i}$ | $\Delta b_{i}$ | $\Delta c_{i}$ | $\Delta d_{i}$ | $\Delta e_{i}$ | $\Delta f_{i}$ | $\Delta g_{i}$ | $\Delta h_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $x$ | $x$ | 0 | 0 | 0 | $x$ | 0 | 0 | 0 |
| 2 | $\Sigma_{0}(x) \oplus \Sigma_{1}(x)$ | 0 | $x$ | 0 | 0 | $\Sigma_{0}(x)$ | $x$ | 0 | 0 |
| 3 | $\Sigma_{0}(x) \oplus \Sigma_{1}(x)$ | 0 | 0 | $x$ | 0 | 0 | $\Sigma_{0}(x)$ | $x$ | 0 |
| 4 | $x$ | $x$ | 0 | 0 | $x$ | $x$ | 0 | $\Sigma_{0}(x)$ | $x$ |
| 5 | $x \oplus \Sigma_{0}(x) \oplus \Sigma_{1}(x)$ | 0 | $x$ | 0 | 0 | $x \oplus \Sigma_{0}(x)$ | $x$ | 0 | $\Sigma_{0}(x)$ |
| 6 | $\Sigma_{0}(x) \oplus \Sigma_{1}(x) \oplus \Sigma_{0}\left(\Sigma_{1}(x)\right)$ | 0 | 0 | $x$ | 0 | 0 | $x \oplus \Sigma_{0}(x)$ | $x$ | 0 |
| 7 | 0 | 0 | 0 | 0 | $x$ | 0 | 0 | $x \oplus \Sigma_{0}(x)$ | $x$ |
| 8 | $x$ | 0 | 0 | 0 | 0 | $x$ | 0 | 0 | $x \oplus \Sigma_{0}(x)$ |
| 9 | $x \oplus \Sigma_{0}(x) \oplus \Sigma_{1}(x)$ | 0 | 0 | 0 | 0 | 0 | $x$ | 0 | 0 |
| 10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | 0 |
| 11 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ |
| 12 | $x$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

## 8 Conclusion

In this paper, we have made a systematic study of the local collisions for the SHA-2 family of hash functions. Impossible conditions have been identified in the various approximations of the constituent Boolean functions. In particular, we have shown that the previous local collision by Gilbert and Handschuh (4) has one impossible condition each in the approximation of $f_{I F}$ and $f_{M A J}$. We have presented 16 new local collisions with no impossible conditions though the probabilities are a little lower than the GH local collision. In this paper, we have not considered the issue of message expansion. Combining message expansion with the new local collisions to obtain (reduced round) collisions for the SHA-2 family is a topic of future research.
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## A The Values of $\Delta \mathrm{reg}_{9}$ for Case B of Table 3

In Section 5.1] we show how to solve for $\Delta W_{1}, \ldots, \Delta W_{9}$ by setting $\Delta a_{9}=\cdots=\Delta h_{9}=0$.

| $\Delta a_{9}$ | $\Sigma_{0}^{2} \Delta W_{1} \oplus \Sigma_{0}^{4} \Delta W_{1} \oplus \Sigma_{0}^{5} \Delta W_{1} \oplus \Sigma_{0}^{8} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0}^{7} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0}^{3} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0}^{6} \Sigma_{1}^{2} \Delta W_{1} \oplus$ $\Sigma_{0}^{5} \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{0}^{4} \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{0}^{3} \Sigma_{1}^{5} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1}^{6} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{7} \Delta W_{1} \oplus \Sigma_{1}^{8} \Delta W_{1} \oplus \Delta W_{2} \oplus$ $\Sigma_{0} \Delta W_{2} \oplus \Sigma_{0}^{3} \Delta W_{2} \oplus \Sigma_{0}^{4} \Delta W_{2} \oplus \Sigma_{0}^{7} \Delta W_{2} \oplus \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0}^{6} \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{2} \oplus$ $\Sigma_{0}^{5} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{0}^{4} \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{1}^{4} \Delta W_{2} \oplus \Sigma_{0}^{3} \Sigma_{1}^{4} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1}^{5} \Delta W_{2} \oplus \Sigma_{0} \Sigma_{1}^{6} \Delta W_{2} \oplus \Sigma_{1}^{7} \Delta W_{2} \oplus \Delta W_{3} \oplus$ $\Sigma_{0}^{2} \Delta W_{3} \oplus \Sigma_{0}^{3} \Delta W_{3} \oplus \Sigma_{0}^{6} \Delta W_{3} \oplus \Sigma_{0}^{5} \Sigma_{1} \Delta W_{3} \oplus \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{0}^{4} \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{0}^{3} \Sigma_{1}^{3} \Delta W_{3} \oplus \Sigma_{0}^{2} \Sigma_{1}^{4} \Delta W_{3} \oplus$ $\Sigma_{0} \Sigma_{1}^{5} \Delta W_{3} \oplus \Sigma_{1}^{6} \Delta W_{3} \oplus \Sigma_{0} \Delta W_{4} \oplus \Sigma_{0}^{2} \Delta W_{4} \oplus \Sigma_{0}^{5} \Delta W_{4} \oplus \Sigma_{1} \Delta W_{4} \oplus \Sigma_{0}^{4} \Sigma_{1} \Delta W_{4} \oplus \Sigma_{1}^{2} \Delta W_{4} \oplus \Sigma_{0}^{3} \Sigma_{1}^{2} \Delta W_{4} \oplus$ $\Sigma_{0}^{2} \Sigma_{1}^{3} \Delta W_{4} \oplus \Sigma_{0} \Sigma_{1}^{4} \Delta W_{4} \oplus \Sigma_{1}^{5} \Delta W_{4} \oplus \Delta W_{5} \oplus \Sigma_{0} \Delta W_{5} \oplus \Sigma_{0}^{4} \Delta W_{5} \oplus \Sigma_{0}^{3} \Sigma_{1} \Delta W_{5} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{5} \oplus \Sigma_{0} \Sigma_{1}^{3} \Delta W_{5} \oplus$ $\Sigma_{1}^{4} \Delta W_{5} \oplus \Delta W_{6} \oplus \Sigma_{0}^{3} \Delta W_{6} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{6} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{6} \oplus \Sigma_{1}^{3} \Delta W_{6} \oplus \Sigma_{0}^{2} \Delta W_{7} \oplus \Sigma_{0} \Sigma_{1} \Delta W_{7} \oplus \Sigma_{1}^{2} \Delta W_{7} \oplus \Sigma_{0} \Delta W_{8} \oplus$ $\Sigma_{1} \Delta W_{8} \oplus \Delta W_{9}$ |
| :---: | :---: |
| $\triangle$ | $\Delta W_{1} \oplus \Sigma_{0} \Delta W_{1} \oplus \Sigma_{0}^{3} \Delta W_{1} \oplus \Sigma_{0}^{4} \Delta W_{1} \oplus \Sigma_{0}^{7} \Delta W_{1} \oplus \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0}^{6} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{1} \oplus$ $\Sigma_{0}^{5} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma_{0}^{4} \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{0}^{3} \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1}^{5} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{6} \Delta W_{1} \oplus \Sigma_{1}^{7} \Delta W_{1} \oplus \Delta W_{2} \oplus$ $\Sigma_{0}^{2} \Delta W_{2} \oplus \Sigma_{0}^{3} \Delta W_{2} \oplus \Sigma_{0}^{6} \Delta W_{2} \oplus \Sigma_{0}^{5} \Sigma_{1} \Delta W_{2} \oplus \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{0}^{4} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{0}^{3} \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1}^{4} \Delta W_{2} \oplus$ $\Sigma_{0} \Sigma_{1}^{5} \Delta W_{2} \oplus \Sigma_{1}^{6} \Delta W_{2} \oplus \Sigma_{0} \Delta W_{3} \oplus \Sigma_{0}^{2} \Delta W_{3} \oplus \Sigma_{0}^{5} \Delta W_{3} \oplus \Sigma_{1} \Delta W_{3} \oplus \Sigma_{0}^{4} \Sigma_{1} \Delta W_{3} \oplus \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{0}^{3} \Sigma_{1}^{2} \Delta W_{3} \oplus$ $\Sigma_{0}^{2} \Sigma_{1}^{3} \Delta W_{3} \oplus \Sigma_{0} \Sigma_{1}^{4} \Delta W_{3} \oplus \Sigma_{1}^{5} \Delta W_{3} \oplus \Delta W_{4} \oplus \Sigma_{0} \Delta W_{4} \oplus \Sigma_{0}^{4} \Delta W_{4} \oplus \Sigma_{0}^{3} \Sigma_{1} \Delta W_{4} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{4} \oplus \Sigma_{0} \Sigma_{1}^{3} \Delta W_{4} \oplus$ $\Sigma_{1}^{4} \Delta W_{4} \oplus \Delta W_{5} \oplus \Sigma_{0}^{3} \Delta W_{5} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{5} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{5} \oplus \Sigma_{1}^{3} \Delta W_{5} \oplus \Sigma_{0}^{2} \Delta W_{6} \oplus \Sigma_{0} \Sigma_{1} \Delta W_{6} \oplus \Sigma_{1}^{2} \Delta W_{6} \oplus \Sigma_{0} \Delta W_{7} \oplus$ $\Sigma_{1} \Delta W_{7} \oplus \Delta W_{8}$ |
| $\Delta$ | $\Delta W_{1} \oplus \Sigma_{0}^{2} \Delta W_{1} \oplus \Sigma_{0}^{3} \Delta W_{1} \oplus \Sigma_{0}^{6} \Delta W_{1} \oplus \Sigma_{0}^{5} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0}^{4} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0}^{3} \Sigma_{1}^{3} \Delta W_{1} \oplus$ $\Sigma_{0}^{2} \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{5} \Delta W_{1} \oplus \Sigma_{1}^{6} \Delta W_{1} \oplus \Sigma_{0} \Delta W_{2} \oplus \Sigma_{0}^{2} \Delta W_{2} \oplus \Sigma_{0}^{5} \Delta W_{2} \oplus \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0}^{4} \Sigma_{1} \Delta W_{2} \oplus \Sigma_{1}^{2} \Delta W_{2} \oplus$ $\Sigma_{0}^{3} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{0} \Sigma_{1}^{4} \Delta W_{2} \oplus \Sigma_{1}^{5} \Delta W_{2} \oplus \Delta W_{3} \oplus \Sigma_{0} \Delta W_{3} \oplus \Sigma_{0}^{4} \Delta W_{3} \oplus \Sigma_{0}^{3} \Sigma_{1} \Delta W_{3} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{3} \oplus$ $\Sigma_{0} \Sigma_{1}^{3} \Delta W_{3} \oplus \Sigma_{1}^{4} \Delta W_{3} \oplus \Delta W_{4} \oplus \Sigma_{0}^{3} \Delta W_{4} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{4} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{4} \oplus \Sigma_{1}^{3} \Delta W_{4} \oplus \Sigma_{0}^{2} \Delta W_{5} \oplus \Sigma_{0} \Sigma_{1} \Delta W_{5} \oplus$ $\Sigma_{1}^{2} \Delta W_{5} \oplus \Sigma_{0} \Delta W_{6} \oplus \Sigma_{1} \Delta W_{6} \oplus \Delta W_{7}$ |
| $\Delta$ | $\begin{aligned} & \hline \Sigma_{0} \Delta W_{1} \oplus \Sigma_{0}^{2} \Delta W_{1} \oplus \Sigma_{0}^{5} \Delta W_{1} \oplus \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0}^{4} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0}^{3} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{4} \Delta W_{1} \oplus \\ & \Sigma_{1}^{5} \Delta W_{1} \oplus \Delta W_{2} \oplus \Sigma_{0} \Delta W_{2} \oplus \Sigma_{0}^{4} \Delta W_{2} \oplus \Sigma_{0}^{3} \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{0} \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{1}^{4} \Delta W_{2} \oplus \Delta W_{3} \oplus \Sigma_{0}^{3} \Delta W_{3} \oplus \\ & \Sigma_{0}^{2} \Sigma_{1} \Delta W_{3} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{1}^{3} \Delta W_{3} \oplus \Sigma_{0}^{2} \Delta W_{4} \oplus \Sigma_{0} \Sigma_{1} \Delta W_{4} \oplus \Sigma_{1}^{2} \Delta W_{4} \oplus \Sigma_{0} \Delta W_{5} \oplus \Sigma_{1} \Delta W_{5} \oplus \Delta W_{6} \\ & \hline \end{aligned}$ |
| $\Delta$ | $\begin{aligned} & \Delta W_{1} \oplus \Sigma_{0}^{4} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{1}^{8} \Delta W_{1} \oplus \Sigma_{0}^{3} \Delta W_{2} \oplus \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{1}^{4} \Delta W_{2} \oplus \Sigma_{1}^{7} \Delta W_{2} \oplus \Delta W_{3} \oplus \\ & \Sigma_{0}^{2} \Delta W_{3} \oplus \Sigma_{1}^{6} \Delta W_{3} \oplus \Sigma_{0} \Delta W_{4} \oplus \Sigma_{1}^{2} \Delta W_{4} \oplus \Sigma_{1}^{5} \Delta W_{4} \oplus \Sigma_{1}^{4} \Delta W_{5} \oplus \Delta W_{6} \oplus \Sigma_{1}^{3} \Delta W_{6} \oplus \Sigma_{1}^{2} \Delta W_{7} \oplus \Sigma_{1} \Delta W_{8} \oplus \Delta W_{9} \end{aligned}$ |
| $\Delta f$ | $\begin{aligned} & \Sigma_{0}^{3} \Delta W_{1} \oplus \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{1}^{7} \Delta W_{1} \oplus \Delta W_{2} \oplus \Sigma_{0}^{2} \Delta W_{2} \oplus \Sigma_{1}^{6} \Delta W_{2} \oplus \Sigma_{0} \Delta W_{3} \oplus \Sigma_{1}^{2} \Delta W_{3} \oplus \\ & \Sigma_{1}^{5} \Delta W_{3} \oplus \Sigma_{1}^{4} \Delta W_{4} \oplus \Delta W_{5} \oplus \Sigma_{1}^{3} \Delta W_{5} \oplus \Sigma_{1}^{2} \Delta W_{6} \oplus \Sigma_{1} \Delta W_{7} \oplus \Delta W_{8} \\ & \hline \end{aligned}$ |
| $\Delta g$ | $\Delta W_{1} \oplus \Sigma_{0}^{2} \Delta W_{1} \oplus \Sigma_{1}^{6} \Delta W_{1} \oplus \Sigma_{0} \Delta W_{2} \oplus \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{1}^{5} \Delta W_{2} \oplus \Sigma_{1}^{4} \Delta W_{3} \oplus \Delta W_{4} \oplus \Sigma_{1}^{3} \Delta W_{4} \oplus \Sigma_{1}^{2} \Delta W_{5} \oplus \Sigma_{1} \Delta W_{6} \oplus \Delta W_{7}$ |
| $\Delta h_{9}$ | $\Sigma_{0} \Delta W_{1} \oplus \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{1}^{5} \Delta W_{1} \oplus \Sigma_{1}^{4} \Delta W_{2} \oplus \Delta W_{3} \oplus \Sigma_{1}^{3} \Delta W_{3} \oplus \Sigma_{1}^{2} \Delta W_{4} \oplus \Sigma_{1} \Delta W_{5} \oplus \Delta W_{6}$ |

## B The Values of $\Delta \mathrm{reg}_{9}$ for Case 3 of Table 4

In Section 5.2. we show how to solve for $\Delta W_{1}, \ldots, \Delta W_{9}$ by setting $\Delta a_{9}=\cdots=\Delta h_{9}=0$.

|  |  |
| :---: | :---: |
|  | $\Sigma_{0} \Delta W_{1} \oplus \Sigma_{0}^{2} \Delta W_{1} \oplus \Sigma_{0}^{3} \Delta W_{1} \oplus \Sigma_{0}^{4} \Delta W_{1} \oplus \Sigma_{0}^{0} \Delta W_{1} \oplus \Sigma_{0}^{0} \Delta W_{1} \oplus \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0}^{0} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{1} \oplus$ $\Sigma^{3} \Sigma_{2}^{2} \Delta W_{1} \oplus \Sigma_{0}^{5} \Sigma_{2}^{2} \Delta W_{1} \oplus \Sigma_{3}^{3} \Delta W_{1} \oplus \Sigma_{0}^{4} \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma^{4} \Delta W_{1} \oplus \Sigma_{0} \Sigma^{4} \Delta W_{1} \oplus \Sigma^{3} \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{5}^{5} \Delta W_{1} \oplus$ $\Sigma_{0} \Sigma_{1}^{6} \Delta W_{1} \oplus \Sigma_{1}^{7} \Delta W_{1} \oplus \Sigma_{0}^{3} \Delta W_{2} \oplus \Sigma_{0}^{5} \Delta W_{2} \oplus \Sigma_{0}^{6} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0}^{3} \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0}^{4} \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0}^{5} \Sigma_{1} \Delta W_{2} \oplus$ $\Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{0}^{3} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{0}^{4} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{0} \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{0}^{3} \Sigma_{1}^{3} \Delta W_{2} \oplus$ $\Sigma_{0} \Sigma_{1}^{4} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1}^{4} \Delta W_{2} \oplus \Sigma_{1}^{5} \Delta W_{2} \oplus \Sigma_{0} \Sigma_{1}^{5} \Delta W_{2} \oplus \Sigma_{1}^{6} \Delta W_{2} \oplus \Sigma_{0} \Delta W_{3} \oplus \Sigma_{0}^{2} \Delta W_{3} \oplus \Sigma_{0}^{5} \Delta W_{3} \oplus \Sigma_{1} \Delta W_{3} \oplus$ $\Sigma_{0}^{2} \Sigma_{1} \Delta W_{3} \oplus \Sigma_{0}^{4} \Sigma_{1} \Delta W_{3} \oplus \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{0}^{3} \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{1}^{3} \Delta W_{3} \oplus \Sigma_{0}^{2} \Sigma_{1}^{3} \Delta W_{3} \oplus \Sigma_{0} \Sigma_{1}^{4} \Delta W_{3} \oplus \Sigma_{1}^{5} \Delta W_{3} \oplus \Delta W_{4} \oplus$ $\Sigma_{0}^{2} \Delta W_{4} \oplus \Sigma_{0}^{3} \Delta W_{4} \oplus \Sigma_{0}^{4} \Delta W_{4} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{4} \oplus \Sigma_{0}^{3} \Sigma_{1} \Delta W_{4} \oplus \Sigma_{1}^{2} \Delta W_{4} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{4} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{4} \oplus \Sigma_{1}^{3} \Delta W_{4} \oplus$ $\Sigma_{0} \Sigma_{1}^{3} \Delta W_{4} \oplus \Sigma_{1}^{4} \Delta W_{4} \oplus \Delta W_{5} \oplus \Sigma_{0} \Delta W_{5} \oplus \Sigma_{0}^{3} \Delta W_{5} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{5} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{5} \oplus \Sigma_{1}^{3} \Delta W_{5} \oplus \Sigma_{0} \Delta W_{6} \oplus \Sigma_{0}^{2} \Delta W_{6} \oplus$ $\Sigma_{1} \Delta W_{6} \oplus \Sigma_{0} \Sigma_{1} \Delta W_{6} \oplus \Sigma_{1}^{2} \Delta W_{6} \oplus \Sigma_{0} \Delta W_{7} \oplus \Sigma_{1} \Delta W_{7} \oplus \Delta W_{8}$ |
|  | $\Sigma_{0}^{3} \Delta W_{1} \oplus \Sigma_{0}^{5} \Delta W_{1} \oplus \Sigma_{0}^{6} \Delta W_{1} \oplus \Sigma_{D_{1}^{2}} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0}^{3} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{\Sigma_{0}^{4}}^{4} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0}^{5} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{1} \oplus$ $\Sigma_{0}^{3} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0}^{4} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma_{0}^{3} \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1}^{4} \Delta W_{1} \oplus$ $\Sigma_{1}^{5} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{5} \Delta W_{1} \oplus \Sigma_{1}^{6} \Delta W_{1} \oplus \Sigma_{0} \Delta W_{2} \oplus \Sigma_{0}^{2} \Delta W_{2} \oplus \Sigma_{0}^{5} \Delta W_{2} \oplus \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0}^{4} \Sigma_{1} \Delta W_{2} \oplus$ $\Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{0}^{3} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{0} \Sigma_{1}^{4} \Delta W_{2} \oplus \Sigma_{1}^{5} \Delta W_{2} \oplus \Delta W_{3} \oplus \Sigma_{0}^{2} \Delta W_{3} \oplus \Sigma_{0}^{3} \Delta W_{3} \oplus \Sigma_{0}^{4} \Delta W_{3} \oplus$ $\Sigma_{0}^{2} \Sigma_{1} \Delta W_{3} \oplus \Sigma_{0}^{3} \Sigma_{1} \Delta W_{3} \oplus \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{1}^{3} \Delta W_{3} \oplus \Sigma_{0} \Sigma_{1}^{3} \Delta W_{3} \oplus \Sigma_{1}^{4} \Delta W_{3} \oplus \Delta W_{4} \oplus$ $\Sigma_{0} \Delta W_{4} \oplus \Sigma_{0}^{3} \Delta W_{4} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{4} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{4} \oplus \Sigma_{1}^{3} \Delta W_{4} \oplus \Sigma_{0} \Delta W_{5} \oplus \Sigma_{0}^{2} \Delta W_{5} \oplus \Sigma_{1} \Delta W_{5} \oplus \Sigma_{0} \Sigma_{1} \Delta W_{5} \oplus$ $\Sigma_{1}^{2} \Delta W_{5} \oplus \Sigma_{0} \Delta W_{6} \oplus \Sigma_{1} \Delta W_{6} \oplus \Delta W_{7}$ |
|  | $\Sigma_{0} \Delta W_{1} \oplus \Sigma_{0}^{2} \Delta W_{1} \oplus \Sigma_{0}^{3} \Delta W_{1} \oplus \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0}^{4} \Sigma_{1} \Delta W_{1} \oplus \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{0}^{3} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{1}^{3} \Delta W_{1} \oplus$ $\Sigma_{0}^{2} \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{1}^{5} \Delta W_{1} \oplus \Delta W_{2} \oplus \Sigma_{0}^{2} \Delta W_{2} \oplus \Sigma_{0}^{3} \Delta W_{2} \oplus \Sigma_{0}^{4} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{2} \oplus \Sigma_{0}^{3} \Sigma_{1} \Delta W_{2} \oplus$ $\Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1}^{3} W_{2} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{2}^{3} \Delta W_{2} \oplus \Sigma_{0} \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{1}^{4} \Delta W_{2} \oplus \Delta W_{3} \oplus \Sigma_{0} \Delta W_{3} \oplus \Sigma_{0}^{3} \Delta W_{3} \oplus \Sigma_{0}^{2} \Sigma_{1} \Delta W_{3} \oplus$ $\Sigma_{0} \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{1}^{3} \Delta W_{3} \oplus \Sigma_{0} \Delta W_{4} \oplus \Sigma_{0}^{2} \Delta W_{4} \oplus \Sigma_{1} \Delta W_{4} \oplus \Sigma_{0} \Sigma_{1} \Delta W_{4} \oplus \Sigma_{1}^{3} \Delta W_{4} \oplus \Sigma_{0} \Delta W_{5} \oplus \Sigma_{1} \Delta W_{5} \oplus \Delta W_{6}$ |
|  | $\begin{aligned} & \Delta W_{1} \oplus \Sigma_{0}^{2} \Delta W_{1} \oplus \Sigma_{0}^{4} \Delta W_{1} \oplus \Sigma_{0}^{2} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{1}^{1} \Delta W_{1} \oplus \Sigma_{1}^{0} \Delta W_{1} \oplus \Delta W_{2} \oplus \Sigma_{0}^{2} \Delta W_{2} \oplus \Sigma_{0}^{3} \Delta W_{2} \oplus \Sigma_{1} \Delta W_{2} \oplus \\ & \Sigma_{0} \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{1}^{3} \Delta W_{2} \oplus \Sigma_{1}^{4} \Delta W_{2} \oplus \Sigma_{1}^{5} \Delta W_{2} \oplus \Sigma_{1}^{6} \Delta W_{2} \oplus \Sigma_{1}^{7} \Delta W_{2} \oplus \Sigma_{0}^{2} \Delta W_{3} \oplus \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{1}^{6} \Delta W_{3} \oplus \Delta W_{4} \\ & \Sigma_{0} \Delta W_{4} \oplus \Sigma_{1}^{4} \Delta W_{4} \oplus \Sigma_{1}^{5} \Delta W_{4} \oplus \Delta W_{5} \oplus \Sigma_{1}^{2} \Delta W_{5} \oplus \Sigma_{1}^{4} \Delta W_{5} \oplus \Delta W_{6} \oplus \Sigma_{1} \Delta W_{6} \oplus \Sigma_{1}^{2} \Delta W_{6} \oplus \Sigma_{1}^{3} \Delta W_{6} \oplus \Sigma_{1}^{2} \Delta W_{7} \oplus \\ & \Delta W_{8} \oplus \Sigma^{\Delta} \Delta W_{8} \oplus \Delta W_{9} \end{aligned}$ |
|  | $\Delta W_{1} \oplus \Sigma_{0}^{2} \Delta W_{1} \oplus \Sigma_{0}^{3} \Delta W_{1} \oplus \Sigma_{1} \Delta W_{1} \oplus \Sigma_{0} \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{1}^{3} \Delta W_{1} \oplus \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{1}^{5} \Delta W_{1} \oplus \Sigma_{1}^{6} \Delta W_{1} \oplus \Sigma_{1}^{7} \Delta W_{1} \oplus$ $\Sigma_{0}^{2} \Delta W_{2} \oplus \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{1}^{6} \Delta W_{2} \oplus \Delta W_{3} \oplus \Sigma_{0} \Delta W_{3} \oplus \Sigma_{1}^{4} \Delta W_{3} \oplus \Sigma_{1}^{5} \Delta W_{3} \oplus \Delta W_{4} \oplus \Sigma_{1}^{2} \Delta W_{4} \oplus \Sigma_{1}^{4} \Delta W_{4} \oplus \Delta W_{5} \oplus$ $\Sigma_{1} \Delta W_{5} \oplus \Sigma_{1}^{2} \Delta W_{5} \oplus \Sigma_{1}^{3} \Delta W_{5} \oplus \Sigma_{1}^{2} \Delta W_{6} \oplus \Delta W_{7} \oplus \Sigma_{1} \Delta W_{7} \oplus \Delta W_{8}$ |
|  | $\Sigma_{0}^{2} \Delta W_{1} \oplus \Sigma_{1}^{2} \Delta W_{1} \oplus \Sigma_{1}^{0} \Delta W_{1} \oplus \Delta W_{2} \oplus \Sigma_{0} \Delta W_{2} \oplus \Sigma_{1}^{4} \Delta W_{2} \oplus \Sigma_{1}^{j} \Delta W_{2} \oplus \Delta W_{3} \oplus \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{1}^{4} \Delta W_{3} \oplus \Delta W_{4} \oplus$ $\Sigma_{1} \Delta W_{4} \oplus \Sigma_{1}^{2} \Delta W_{4} \oplus \Sigma_{1}^{3} \Delta W_{4} \oplus \Sigma_{1}^{2} \Delta W_{5} \oplus \Delta W_{6} \oplus \Sigma_{1} \Delta W_{6} \oplus \Delta W_{7}$ |
|  | $\Delta W_{1} \oplus \Sigma_{0} \Delta W_{1} \oplus \Sigma_{1}^{4} \Delta W_{1} \oplus \Sigma_{1}^{3} \Delta W_{1} \oplus \Delta W_{2} \oplus \Sigma_{1}^{2} \Delta W_{2} \oplus \Sigma_{1}^{4} \Delta W_{2} \oplus \Delta W_{3} \oplus \Sigma_{1} \Delta W_{3} \oplus \Sigma_{1}^{2} \Delta W_{3} \oplus \Sigma_{1}^{3} \Delta W_{3} \oplus$ $\Sigma_{1}^{2} \Delta W_{4} \oplus \Delta W_{5} \oplus \Sigma_{1} \Delta W_{5} \oplus \Delta W_{6}$ |

C Differential paths for the cases of Table 4

Table 8. Differential paths for the cases of Table 4. Probability calculations are done taking $x$ to be $2^{31}$.

| Step | Registers |  |  |  |  |  |  |  | Case 1 |  | Case 2 |  | Case 3 |  | Case 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\imath$ | $\Delta a_{i}$ | $\Delta b_{i}$ | $\Delta c_{i}$ | $\Delta d_{i}$ | $\Delta e_{i}$ | $\Delta f_{i}$ | $\Delta g_{i}$ | $\Delta h_{i}$ | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr |
| 1 | $x$ | 0 | 0 | 0 | $x$ | 0 | 0 | 0 | $x$ | 1 | $x$ | 1 | $x$ | 1 | $x$ | 1 |
| 2 | 0 | $x$ | 0 | 0 | $\left\|\begin{array}{lr} x & \oplus \\ \Sigma_{0}(x) \end{array}\right\|$ | $x$ | 0 | 0 | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{ll} \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{ll} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ |
| 3 | 0 | 0 | $x$ | 0 | 0 | $\begin{array}{\|lr} x & \oplus \\ \Sigma_{0}(x) \end{array}$ | $x$ | 0 | $\begin{array}{lr} \hline x & \oplus \\ \Sigma_{1}(x) & \oplus \\ \Sigma_{0}\left(\Sigma_{1}(x)\right) \end{array}$ | $\frac{1}{2^{17}}$ | $\begin{array}{lr} \Sigma_{1}(x) & \oplus \\ \Sigma_{0}\left(\Sigma_{1}(x)\right) \end{array}$ | $\frac{1}{2^{17}}$ | $\begin{array}{\|lr\|} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \oplus \\ \Sigma_{0}\left(\Sigma_{1}(x)\right) \end{array}$ | $\frac{1}{2^{20}}$ | $x$ $\oplus$ <br> $\Sigma_{0}(x)$ $\oplus$ <br> $\Sigma_{1}(x)$ $\oplus$ <br> $\Sigma_{0}\left(\Sigma_{1}(x)\right)$  | $\frac{1}{2^{20}}$ |
| 4 | 0 | 0 | 0 | $x$ | 0 | 0 | $\begin{array}{\|lr} \hline x & \oplus \\ \Sigma_{0}(x) \\ \hline \end{array}$ | $x$ | $x \oplus \Sigma_{0}(x)$ | $\frac{1}{2^{7}}$ | $x$ | $\frac{1}{2^{4}}$ | $x \oplus \Sigma_{0}(x)$ | $\frac{1}{2^{7}}$ | $x$ | $\frac{1}{2^{4}}$ |
| 5 | 0 | 0 | 0 | 0 | $x$ | 0 | 0 | $\begin{array}{\|lr} \hline x & \oplus \\ \Sigma_{0}(x) \\ \hline \end{array}$ | $x$ | $\frac{1}{2^{4}}$ | $\Sigma_{0}(x)$ | $\frac{1}{2^{7}}$ | $x$ | $\frac{1}{2^{4}}$ | $\Sigma_{0}(x)$ | $\frac{1}{2^{7}}$ |
| 6 | 0 | 0 | 0 | 0 | 0 | $x$ | 0 | 0 | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{7}}$ | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{7}}$ | $\begin{array}{ll} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \end{array}$ | $\frac{1}{2^{7}}$ | $\begin{array}{\|ll\|} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{7}}$ |
| 7 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | 0 | $x$ | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | $x$ | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ |
| 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | 0 | $\frac{1}{2}$ | $x$ | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | $x$ | $\frac{1}{2}$ |
| 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | 1 | $x$ | 1 | $x$ | 1 | $x$ | 1 |
| Total Probability |  |  |  |  |  |  |  |  |  | $\frac{1}{248}$ |  | $\frac{1}{248}$ |  | $\frac{1}{2}$ |  | $\frac{1}{2}$ |

Table 9. Differential paths for the cases of Table 4. Probability calculations are done taking $x$ to be $2^{31}$.

| Step | Registers |  |  |  |  |  |  |  | Case 5 |  | Case 6 |  | Case 7 |  | Case 8 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $\Delta a_{i}$ | $\Delta b_{i}$ | $\Delta c_{i}$ | $\Delta d_{i}$ | $\Delta e_{i}$ | $\Delta f_{i}$ | $\Delta g_{i}$ | $\Delta h_{i}$ | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr |
| 1 | $x$ | 0 | 0 | 0 | $x$ | 0 | 0 | 0 | $x$ | 1 | $x$ | 1 | $x$ | 1 | $x$ | 1 |
| 2 | 0 | $x$ | 0 | 0 | $\Sigma_{0}(x)$ | $x$ | 0 | 0 | $\begin{array}{ll\|} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{ll} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ |
| 3 | 0 | 0 | $x$ | 0 | $x$ | $\Sigma_{0}(x)$ | $x$ | 0 | $\Sigma_{0}\left(\Sigma_{1}(x)\right)$ | $\frac{1}{2^{14}}$ | $\begin{array}{lr} x & \oplus \\ \Sigma_{0}\left(\Sigma_{1}(x)\right) \end{array}$ | $\frac{1}{2^{14}}$ | $\begin{aligned} & \Sigma_{0}(x) \\ & \Sigma_{0}\left(\Sigma_{1}(x)\right) \end{aligned}$ | $\frac{1}{2^{17}}$ | $\begin{array}{\|lr\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{0}\left(\Sigma_{1}(x)\right) \\ \hline \end{array}$ | $\frac{1}{2^{17}}$ |
| 4 | 0 | 0 | 0 | $x$ | 0 | $x$ | $\Sigma_{0}(x)$ | $x$ | $\begin{array}{ll} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \end{array}$ | $\frac{1}{2^{11}}$ | $x \oplus \Sigma_{1}(x)$ | $\frac{1}{2^{8}}$ | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $\Sigma_{1}(x)$ | $\frac{1}{2^{8}}$ |
| 5 | 0 | 0 | 0 | 0 | $x$ | 0 | $x$ | $\Sigma_{0}(x)$ | 0 | $\frac{1}{2}$ | $x \oplus \Sigma_{0}(x)$ | $\frac{1}{2^{7}}$ | 0 | $\frac{1}{2}$ | $x \oplus \Sigma_{0}(x)$ | $\frac{1}{2^{7}}$ |
| 6 | 0 | 0 | 0 | 0 | 0 | $x$ | 0 | $x$ | $\begin{array}{ll} \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \end{array}$ | $\frac{1}{2^{7}}$ | $x$ $\oplus$ <br> $\Sigma_{0}(x)$ $\oplus$ <br> $\Sigma_{1}(x)$  | $\frac{1}{2^{7}}$ | $\begin{array}{ll} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \end{array}$ | $\frac{1}{2^{7}}$ | $\begin{array}{ll} \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) \end{array}$ | $\frac{1}{2^{7}}$ |
| 7 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | 0 | 0 | $\frac{1}{2}$ | $x$ | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | $x$ | $\frac{1}{2}$ |
| 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | 0 | $\frac{1}{2}$ | $x$ | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | $x$ | $\frac{1}{2}$ |
| 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | 1 | $x$ | 1 | $x$ | 1 | $x$ | 1 |
| Total Probability |  |  |  |  |  |  |  |  |  | $\frac{1}{249}$ |  | $\frac{1}{249}$ |  | $\frac{1}{252}$ |  | $\frac{1}{252}$ |

Table 10. Differential paths for the cases of Table 4. Probability calculations are done taking $x$ to be $2^{31}$.

| Step | Registers |  |  |  |  |  |  |  | Case 9 |  | Case 10 |  | Case 11 |  | Case 12 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $\Delta a_{i}$ | $\Delta b_{i}$ | $\Delta c_{i}$ | $\Delta d_{i}$ | $\Delta e_{i}$ | $\Delta f_{i}$ | $\Delta g_{i}$ | $\Delta h_{i}$ | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr |
| 1 | $x$ | 0 | 0 | 0 | $x$ | 0 | 0 | 0 | $x$ | 1 | $x$ | 1 | $x$ | 1 | $x$ | 1 |
| 2 | 0 | $x$ | 0 | 0 | $\Sigma_{0}(x)$ | $x$ | 0 | 0 | $\begin{array}{ll\|} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{ll\|} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{ll} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ |
| 3 | 0 | 0 | $x$ | 0 | 0 | $\Sigma_{0}(x)$ | $x$ | 0 | $\begin{array}{\|lr\|} \hline x & \oplus \\ \Sigma_{0}\left(\Sigma_{1}(x)\right) \end{array}$ | $\frac{1}{2^{14}}$ | $\Sigma_{0}\left(\Sigma_{1}(x)\right)$ | $\frac{1}{2^{14}}$ | $\begin{array}{\|lr\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{0}\left(\Sigma_{1}(x)\right) \\ \hline \end{array}$ | $\frac{1}{2^{17}}$ | $\begin{aligned} & \Sigma_{0}(x) \oplus \\ & \Sigma_{0}\left(\Sigma_{1}(x)\right) \end{aligned}$ | $\frac{1}{2^{17}}$ |
| 4 | 0 | 0 | 0 | $x$ | $x$ | 0 | $\Sigma_{0}(x)$ | $x$ | $x \oplus \Sigma_{0}(x)$ | $\frac{1}{28}$ | 0 | $\frac{1}{25}$ | $x \oplus \Sigma_{0}(x)$ | $\frac{1}{28}$ | 0 | $\frac{1}{2^{5}}$ |
| 5 | 0 | 0 | 0 | 0 | $x$ | $x$ | 0 | $\Sigma_{0}(x)$ | $x \oplus \Sigma_{1}(x)$ | $\frac{1}{2^{7}}$ | $x$ $\oplus$ <br> $\Sigma_{0}(x)$ $\oplus$ <br> $\Sigma_{1}(x)$  | $\frac{1}{2^{10}}$ | $\Sigma_{1}(x)$ | $\frac{1}{2^{7}}$ | $\begin{array}{ll} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \end{array}$ | $\frac{1}{2^{10}}$ |
| 6 | 0 | 0 | 0 | 0 | 0 | $x$ | $x$ | 0 | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{7}}$ | $\begin{array}{ll} \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \end{array}$ | $\frac{1}{2^{7}}$ | $\begin{array}{ll} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{7}}$ | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{7}}$ |
| 7 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | $x$ | $x$ | 1 | $x$ | 1 | $x$ | 1 | $x$ | 1 |
| 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | $x$ | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | $x$ | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ |
| 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | 1 | $x$ | 1 | $x$ | 1 | $x$ | 1 |
| Total Probability |  |  |  |  |  |  |  |  |  | $\frac{1}{248}$ |  | $\frac{1}{248}$ |  | $\frac{1}{2}$ |  | $\frac{1}{251}$ |

Table 11. Differential paths for the cases of Table 4. Probability calculations are done taking $x$ to be $2^{31}$.

| Step | Registers |  |  |  |  |  |  |  | Case 13 |  | Case 14 |  | Case 15 |  | Case 16 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $\Delta a_{i}$ | $\Delta b_{i}$ | $\Delta c_{i}$ | $\Delta d_{i}$ | $\Delta e_{i}$ | $\Delta f_{i}$ | $\Delta g_{i}$ | $\Delta h_{i}$ | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr | $\Delta W_{i}$ | Pr |
| 1 | $x$ | 0 | 0 | 0 | $x$ | 0 | 0 | 0 | $x$ | 1 | $x$ | 1 | $x$ | 1 | $x$ | 1 |
| 2 | 0 | $x$ | 0 | 0 | $\begin{array}{lr} x & \oplus \\ \Sigma_{0}(x) \end{array}$ | $x$ | 0 | 0 | $x$ $\oplus$ <br> $\Sigma_{0}(x)$ $\oplus$ <br> $\Sigma_{1}(x)$  | $\frac{1}{2^{11}}$ | $\begin{array}{ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{ll} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \end{array}$ | $\frac{1}{2^{11}}$ | $\begin{array}{ll} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \end{array}$ | $\frac{1}{2^{11}}$ |
| 3 | 0 | 0 | $x$ | 0 | $x$ | $\begin{array}{lr} x & \oplus \\ \Sigma_{0}(x) \end{array}$ | $x$ | 0 | $\begin{aligned} & \hline \Sigma_{1}(x) \\ & \Sigma_{0}\left(\Sigma_{1}(x)\right) \end{aligned}$ | $\frac{1}{2^{17}}$ | $\begin{array}{lr} \hline x & \oplus \\ \Sigma_{1}(x) & \oplus \\ \Sigma_{0}\left(\Sigma_{1}(x)\right) \end{array}$ | $\frac{1}{2^{17}}$ | $x$ $\oplus$ <br> $\Sigma_{0}(x)$ $\oplus$ <br> $\Sigma_{1}(x)$ $\oplus$ <br> $\Sigma_{0}\left(\Sigma_{1}(x)\right)$  | $\frac{1}{2^{20}}$ | $\begin{array}{lr} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \oplus \\ \Sigma_{0}\left(\Sigma_{1}(x)\right) \end{array}$ | $\frac{1}{2^{20}}$ |
| 4 | 0 | 0 | 0 | $x$ | $x$ | $x$ | $\begin{array}{lr} x & \oplus \\ \Sigma_{0}(x) \end{array}$ | $x$ | $\begin{array}{ll} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \end{array}$ | $\frac{1}{2^{11}}$ | $\Sigma_{1}(x)$ | $\frac{1}{2^{8}}$ | $\begin{array}{\|ll\|} \hline x & \oplus \\ \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{11}}$ | $x \oplus \Sigma_{1}(x)$ | $\frac{1}{2^{8}}$ |
| 5 | 0 | 0 | 0 | 0 | $x$ | $x$ | $x$ | $\left\|\begin{array}{lr} x & \oplus \\ \Sigma_{0}(x) \end{array}\right\|$ | $\Sigma_{1}(x)$ | $\frac{1}{2^{7}}$ | $\begin{array}{ll} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{10}}$ | $x \oplus \Sigma_{1}(x)$ | $\frac{1}{2^{7}}$ | $x$ $\oplus$ <br> $\Sigma_{0}(x)$ $\oplus$ <br> $\Sigma_{1}(x)$  | $\frac{1}{2^{10}}$ |
| 6 | 0 | 0 | 0 | 0 | 0 | $x$ | $x$ | $x$ | $\begin{array}{ll} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \end{array}$ | $\frac{1}{2^{7}}$ | $\begin{array}{ll\|} \hline \Sigma_{0}(x) & \oplus \\ \Sigma_{1}(x) & \\ \hline \end{array}$ | $\frac{1}{2^{7}}$ | $x$ $\oplus$ <br> $\Sigma_{0}(x)$ $\oplus$ <br> $\Sigma_{1}(x)$  | $\frac{1}{2^{7}}$ | $x$ $\oplus$ <br> $\Sigma_{0}(x)$ $\oplus$ <br> $\Sigma_{1}(x)$  | $\frac{1}{2^{7}}$ |
| 7 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | $x$ | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | $x$ | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | $x$ | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ |
| 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $x$ | 1 | $x$ | 1 | $x$ | 1 | $x$ | 1 |
| Total Probability |  |  |  |  |  |  |  |  |  | $\frac{1}{254}$ |  | $\frac{1}{2}{ }^{54}$ |  | $\frac{1}{257}$ |  | $\frac{1}{257}$ |

## D Illustration of Probability Calculation

First we calculate the probability for Step 2 of Case 1 in Table $\mathbb{8}$ For this step the $f_{\text {MAJ }}$ function's inputs are registers $a_{1}, b_{1}$ and $c_{1}$. Differential value of the three registers is ( $1,0,0$ ). From Table $\square$ we know that the probability that $f_{M A J}$ will behave as its first argument, is $\frac{1}{2}$. The $f_{I F}$ function takes as inputs the registers $e_{1}, f_{1}$ and $g_{1}$ in this step. The second and the third inputs to $f_{I F}$ have zero differences while the first input has a 1-bit difference. In this table, $f_{I F}$ is being approximated by the middle argument therefore the desired output difference from $f_{I F}$ is 0 . This is the case $(1,0,0)$ of Table $\square$ for the $f_{I F}$ function and in this case it will not propagate the difference with probability $\frac{1}{2}$.

In computing $\Delta a_{2}$, there are 6 bits $\Sigma_{0}\left(a_{1}\right)+\Sigma_{1}\left(e_{1}\right)$ to be canceled with the input 6 -bit message word difference. The probability for this to happen is $\frac{1}{2^{6}}$. For calculating $\Delta e_{2}$, there are 3 bits in $\Sigma_{1}\left(e_{1}\right)$ to be canceled with the input message word difference and 3 bits $\Sigma_{0}(x)$ to be propagated into $\Delta e_{2}$ from input. The cancellation part's probability has already been taken care of while considering cancellation of difference in register $a_{2}$, and the propagation part's probability is $\frac{1}{2^{3}}$. The combined probability due to approximations in $a_{2}$ and $e_{2}$ calculations is $\frac{1}{2^{6}} \times \frac{1}{2^{3}}$. Thus, the probability for the differential path to hold for this step is $\frac{1}{2} \times \frac{1}{2} \times \frac{1}{2^{6}} \times \frac{1}{2^{3}}=\frac{1}{2^{14}}$. Probabilities for other steps can be computed similarly. Table 12 shows the calculation of probabilities for Case 1 of Table 8 In this table, $p_{1}^{i}\left(\right.$ resp. $\left.p_{2}^{i}\right)$ is the probability for $f_{M A J}$ (resp. $f_{I F}$ ) to behave as it's first (resp. second) argument in step $i$ given that the differential path holds for the $(i-1)^{\text {th }}$ step and $p_{3}^{i}$ is the probability for differences in registers $a_{i}$ and $e_{i}$ to follow the differential path given that $f_{M A J}$ and $f_{I F}$ behave correctly in this step and the previous steps follow the differential path. The last column in this table is the product of previous 3 column entries and it is the probability for this step.

The overall probability for the differential path to hold is the product of the probabilities for each of the individual steps computed as above. This can be seen as follows: Let $A_{i}$ denote the event that the differential path holds for step $i$. Then the probability for the differential path to hold till the 9 steps is given by:

$$
\begin{aligned}
\operatorname{Pr}(\text { Diff Path holds }) & =\operatorname{Pr}\left(A_{1} \wedge A_{2} \wedge \ldots \wedge A_{9}\right) \\
& =\operatorname{Pr}\left(A_{1}\right) \times \operatorname{Pr}\left(A_{2} \mid A_{1}\right) \times \ldots \times \operatorname{Pr}\left(A_{9} \mid\left(A_{1} \wedge A_{2} \ldots \wedge A_{8}\right)\right) .
\end{aligned}
$$

Table 12. Probability calculations for Case 1 of Table 8 .

| Step $i$ | $p_{1}^{2}$ | $p_{2}^{i}$ | $p_{3}^{2}$ | Pr. |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | $1 \times 1$ | 1 |
| 2 | $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2^{6}} \times \frac{1}{2^{3}}$ | $\frac{1}{21}$ |
| 3 | $\frac{1}{2}$ | $\frac{1}{2^{4}}$ | $\frac{1}{2^{12}} \times 1$ | 7 |
| 4 | $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2^{3}} \times 1$ | $\frac{1}{27}$ |
| 5 | 1 | $\frac{1}{2^{4}}$ | $1 \times 1$ | $\frac{2^{4}}{}$ |
| 6 | 1 | $\frac{1}{2}$ | $\frac{1}{2^{6}} \times 1$ | $\frac{1}{27}$ |
| 7 | 1 | $\frac{1}{2}$ | $1 \times 1$ | $\frac{1}{2}$ |
| 8 | 1 | $\frac{1}{2}$ | $1 \times 1$ | $\frac{1}{2}$ |
| 9 | 1 | 1 | $1 \times 1$ | 1 |
| Total probability $=\frac{1}{248}$ |  |  |  |  |

The value in the probability column for the $i^{\text {th }}$ row in Table 12 is equal to $\operatorname{Pr}\left(A_{i} \mid\left(A_{1} \wedge A_{2} \wedge \ldots \wedge A_{i-1}\right)\right)$. Clearly, each term in the product above is the probability of a step in Table 12 The probability for the
differential path to hold till 9 steps is the product of the probabilities of individual steps. Thus, the probability for Case 1 of Table 8 is $\frac{1}{2^{48}}$. The probabilities for other differential paths have been computed similarly.

