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#### Abstract

Most public key cryptosystems have been constructed based on abelian groups up to now. We propose a new public key cryptosystem built on finite non abelian groups in this paper. It is convertible to a scheme in which the encryption and decryption are much faster than other well-known public key cryptosystems, even without no message expansion. Furthermore a signature scheme can be easily derived from it, while it is difficult to find a signature scheme using a non abelian group.


## 1 Introduction

Most frequently used problems in the public key cryptosystems are the factorization problem [19] and the discrete logarithm problem (DLP). Cryptosystems based on these problems have been built on abelian groups [5] 3/81213]. In Crypto 2000, Ko et al. proposed a new public cryptosystem based on Braid groups, which are non abelian groups. To authors' best knowledge, it was the first practical public key cryptosystem based on non abelian groups.

When we use a non abelian group $G$ for a public key cryptosystem, we need to consider the following problems related to the word problem:

- How do we express a message as an element of $G$ ?
- Can every element of $G$ be represented in a unique way for a given expression?

If an element of $G$ is not represented in a unique way, then a plaintext and a deciphertext may not be the same. Therefore the second problem is very important when we use a non abelian group for a public key system. Matrix groups and semi-direct product of abelian groups are examples of non abelian groups which have such expressions.

In this paper, we suggest a new cryptosystem based on such a finite non abelian group $G$. Our PKC is based on DLP in the inner automorphism group

$$
\operatorname{Inn}(G)=\{\operatorname{Inn}(g) \mid g \in G\}
$$

where $\operatorname{Inn}(g)(x)=g x g^{-1}$. The advantages of our PKC are as follows:

- We can apply our encryption scheme to $G$ even if DLP and the (special) conjugacy problem in $G$ are not hard problems.
- Parameter selections are much easier than those in ECC 1213 and XTR [8].
- We can increase the speed of the encryption and decryption. More precisely, when $m$ is a message and $g^{a}$ is the public key in ElGamal-type encryption 5 512,13 , $\left(g^{a b} m, g^{b}\right)$ should be sent to a receiver and it is crucial that different random integers $b$ should be used to encrypt different messages. In our scheme, we can fix $b$ without loss of security so that we can increase the speed of the encryption and decryption. Moreover no message expansion is required.
- It is easy to make a signature scheme with our PKC: In general, it is not easy to find a signature scheme using an infinite non abelian group such as a braid group [11.

If we fix $b$, our PKC is about 30 times faster than RSA for a 32 -bit public exponent in RSA encryption scheme and is about 200 times faster in decryption.

## 2 Preliminaries

### 2.1 Semi-direct Product

From some given groups, we can easily make new non abelian groups using semi direct products. Recall the definition of the semi-direct product:

Definition 1. (Semi-direct product) Let $G$ and $H$ be given groups and $\theta: H \rightarrow$ Aut $(G)$ be a homomorphism, where $\operatorname{Aut}(G)$ is the automorphism group of $G$. Then semi-direct product $G \times{ }_{\theta} H$ is the set

$$
G \times H=\{(g, h) \mid g \in G, h \in H\}
$$

together with the multiplication map

$$
\left(g_{1}, h_{1}\right) \cdot\left(g_{2}, h_{2}\right)=\left(g_{1} \theta\left(h_{1}\right)\left(g_{2}\right), h_{1} h_{2}\right)
$$

Since

$$
(g, h)^{-1}=\left(\theta\left(h^{-1}\right)\left(g^{-1}\right), h^{-1}\right)
$$

we have

$$
\begin{equation*}
\left(e_{G}, h_{1}\right)\left(g_{2}, e_{H}\right)\left(e_{G}, h_{1}\right)^{-1}=\left(\theta\left(h_{1}\right)\left(g_{2}\right), e_{H}\right) \tag{2.1}
\end{equation*}
$$

where $e_{G}, e_{H}$ are the identity elements of $G$ and $H$, respectively. So $G$ can be considered as a normal subgroup of $G \times{ }_{\theta} H$. If $\theta(H) \neq I d$, then $G \times{ }_{\theta} H$ is a non abelian group even if $G$ and $H$ are abelian.

Example 1. (1) Most familiar example of the semi-direct product is the isometry group on Euclidean space $\mathbb{R}^{n}$. This group is the semi-direct product of the translational isometry group $\mathbb{R}^{n}$ and the orthogonal group $O(n, \mathbb{R})$.
(2) It is a well known fact that $\operatorname{Aut}\left(\mathbb{Z}_{n}\right)=\mathbb{Z}_{n}^{*}$, where $\mathbb{Z}_{n}^{*}$ is the multiplicative group of $\mathbb{Z}_{n}$. Since $\mathbb{Z}_{4}^{*} \simeq \mathbb{Z}_{2}$, there exists a non constant homomorphism, in fact, an isomorphism of $\mathbb{Z}_{2}$ into $\mathbb{Z}_{4}^{*}$. Thus $\mathbb{Z}_{4} \times_{\theta} \mathbb{Z}_{2}$ is a non abelian group.
(3) If $G$ is a non abelian group, then there exists a natural homomorphism from $G$ to $\operatorname{Aut}(G)$. Precisely,

$$
\begin{align*}
\operatorname{Inn}: G & \rightarrow \operatorname{Aut}(G) \\
g & \mapsto \operatorname{Inn}(g), \operatorname{Inn}(g)(h)=g h g^{-1} . \tag{2.2}
\end{align*}
$$

We call $\operatorname{Inn}(g)$ an inner automorphism. It is easy to check that $\operatorname{ker}(\operatorname{Inn})$ is the center of $G$. Recall that the center of $G$ is the set $\left\{z \mid[z, g]=z g z^{-1} g^{-1}=\right.$ $e_{G}$ for all $\left.g \in G\right\}$. If $G$ is an abelian group, Inn is a constant map and so $G \times{ }_{\text {Inn }} G=G \times G$. But if $G$ is a non abelian group, then $G \times_{\text {Inn }} G$ is an interesting extension of $G$.

If we apply a semi-direct product to $p$-groups inductively, we can make a nilpotent group [7]. It is a well known fact that nilpotent groups can be expressed in a unique way as a direct product of abelian groups. The above $\mathbb{Z}_{4} \times{ }_{\theta} \mathbb{Z}_{2}$ in Example 1. (1) is a nilpotent group with order 8.

### 2.2 Conjugacy Problem

One of the most important characteristics of non abelian groups distinguished from abelian groups is that Inn is not constant, i.e. there exist two distinct elements which are congruent to each other.

Definition 2. (1) For arbitrary $x, y \in G$, the conjugacy problem is to find $w \in G$ such that $w x w^{-1}=y$.
(2) For a given $\operatorname{Inn}(g)$, the special conjugacy problem is to find $g^{\prime}$ satisfying $\operatorname{Inn}\left(g^{\prime}\right)=\operatorname{Inn}(g)$.

There are many groups where the word problem is known to be solvable in polynomial time while there is no known polynomial time algorithm to solve the conjugacy problem (the braid group is an example) [1. If $G$ is a non abelian group and its conjugacy problem is hard in $G$, we can consider the following cryptosystem. Let $\left\{\delta_{i}\right\}$ be a set of generators of $G$. Let $g$ be an element of $G$. The public key is $\left\{\epsilon_{i}=g \delta_{i} g^{-1}\right\}$ and the secret key is $g$. Mathematically, the public key can be expressed as $\operatorname{Inn}(g)$. Then the ciphertext is $E=\operatorname{Inn}(g)(m)$ and the deciphertext is $g^{-1} E g$ ([1] or [20]). In order to use such an encryption scheme, every element of $G$ should be easily expressible as a product of $\delta_{i}$ 's. If an element of $G$ is also easily expressible as a product of $\epsilon_{i}$ 's, then we also obtain $\operatorname{Inn}\left(g^{-1}\right)$ immediately. Since $g^{-1} E g=\operatorname{Inn}\left(g^{-1}\right)(E)$, we can decrypt without knowing $g$. Thus it is essential that elements of $G$ should not be easily expressible as products of $\epsilon_{i}$ 's.

This system depends on the difficulty of finding $g^{\prime}$ satisfying $\operatorname{Inn}\left(g^{\prime}\right)=$ $\operatorname{Inn}(g)$ for a given $\operatorname{Inn}(g)$, i.e. the above system is based on the special conjugacy problem. Unfortunately, we know few finite non abelian groups to which
we can apply the above system. For example, the general linear group GL $\left(2, \mathbb{Z}_{p}\right)$ and the special linear group $\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)$ are non abelian groups on which the (special) conjugacy problem is not difficult (see Appendix A).

Remark 1. If we use DLP in $\operatorname{SL}\left(2, \mathbb{Z}_{p}\right)$, we choose $g \in \mathrm{SL}\left(2, \mathbb{Z}_{p}\right)$ whose order is divided by $p$. The order of $\operatorname{SL}\left(2, \mathbb{Z}_{p}\right)$ is $\left|\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)\right|=p(p-1)(p+1)$. Such elements which we are aware of are the conjugates of $I+c \delta_{12}$ and $I+c \delta_{21}$, where $c \in \mathbb{Z}_{p}$ and $\delta_{i j}$ is a matrix whose entries are all zero except the $(i, j)$-entry which is 1 . Let $g=A\left(I+\delta_{12}\right) A^{-1}$ for

$$
A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}\left(2, \mathbb{Z}_{p}\right)
$$

Then we have

$$
\begin{align*}
g^{m} & =A\left(I+m \delta_{12}\right) A^{-1} \\
& =\left(\begin{array}{cc}
a d-b c-m a c & m a^{2} \\
-m c^{2} & a d-b c+m a c
\end{array}\right)=\left(\begin{array}{cc}
1-m a c & m a^{2} \\
-m c^{2} & 1+m a c
\end{array}\right) . \tag{2.3}
\end{align*}
$$

Consider DLP in the cyclic group $\left\langle g^{m}\right\rangle$. Since (1,2)-component of $g^{m}$ and $g^{m l}$ are $m a^{2}$ and $m l a^{2}$, respectively, we can obtain $l \bmod p$. Hence DLP in $\left\langle g^{m}\right\rangle$ is not a hard problem. The (special) conjugacy problem and DLP are not hard problems in $\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)$.

## 3 New Cryptosystem

In this section, we suggest a new encryption scheme which are based on DLP in the inner automorphism group.

Let $G$ be a non abelian group with non trivial center $Z(G)$. We assume that $Z(G)$ is not small. Let $g$ be an element of $G$.

Proposed encryption scheme. Let $\left\{\gamma_{i}\right\}$ be a set of generators of $G$. Since $\operatorname{Inn}(g)$ is a homomorphism, $\operatorname{Inn}(g)$ is obtained if we know $\operatorname{Inn}(g)\left(\gamma_{i}\right)$, i.e. if we express $m$ as $\gamma_{j_{1}} \cdots \gamma_{j_{n}}$, then $\operatorname{Inn}(g)(m)=\operatorname{Inn}(g)\left(\gamma_{j_{1}}\right) \cdots \operatorname{Inn}(g)\left(\gamma_{j_{n}}\right)$. Therefore we can represent $\operatorname{Inn}(g)$ by $\left\{\operatorname{Inn}(g)\left(\gamma_{i}\right)\right\}$. The basic scheme is the following:

- public key : $\operatorname{Inn}(g), \operatorname{Inn}\left(g^{a}\right)$
- secret key : a


## Encryption

1. Alice expresses a plaintext $m \in G$ as a product of $\gamma_{i}^{\prime}$ 's.
2. Alice chooses an arbitrary $b$ and computes $\left(\operatorname{Inn}\left(g^{a}\right)\right)^{b}$, i.e. $\left\{\left(\operatorname{Inn}\left(g^{a}\right)\right)^{b}\left(\gamma_{i}\right)\right\}$.
3. Alice computes $E=\operatorname{Inn}\left(g^{a b}\right)(m)=\left(\operatorname{Inn}\left(g^{a}\right)\right)^{b}(m)$.
4. Alice computes $\phi=\operatorname{Inn}(g)^{b}$, i.e. $\left\{\operatorname{Inn}\left(g^{b}\right)\left(\gamma_{i}\right)\right\}$.
5. Alice sends $(E, \phi)$.

## Decryption

1. Bob expresses $E$ as a product of $\gamma_{i}$ 's.
2. Bob computes $\phi^{-a}$, i.e. $\left\{\phi^{-a}\left(\gamma_{i}\right)\right\}$.
3. Bob computes $\phi^{-a}(E)$.

To implement our scheme, we should express $\operatorname{Inn}\left(g^{a}\right)$ with small bits. Since $G$ is a finitely generated group, $\operatorname{Inn}\left(g^{a}\right)$ is expressed by $\left\{\operatorname{Inn}\left(g^{a}\right)\left(\gamma_{i}\right)\right\}$ for a generator set $\left\{\gamma_{i}\right\}$. If we do not have a fast algorithm to express $\gamma \in G$ by a product of generators, we cannot express $\operatorname{Inn}\left(g^{a}\right)$ actually. In the next section, we will introduce a non abelian group to which our scheme can be applied. (Precisely, see 4.3.)

Although our scheme looks like an ElGamal-type, we may not change $b$ for each encryption. In ElGamal-type encryption based on abelian groups (e.g. ECC), we must change $b$ for each encryption. (If a fixed $b$ is used, we can obtain $\left.m_{1}^{-1} m_{2}=\left(m_{1} g^{a b}\right)^{-1} m_{2} g^{a b}\right)$.) But in our scheme, it is impossible to obtain $m_{1}^{-1} m_{2}$ from $\operatorname{Inn}\left(g^{b}\right)\left(m_{1}\right)$ and $\operatorname{Inn}\left(g^{b}\right)\left(m_{2}\right)$. Thus we may fix $b$. As we see in section 4.3 , this fact will be very useful for fast encryption and decryption scheme.

Due to the non commutativity of braid groups, the cryptosystem using braid groups has a difficulty in making a signature scheme. However, our scheme enables us to make a signature scheme easily (e.g. Nyberg-Rueppel type signature) even if $G$ is non abelian.

Now we consider the method to find $a$ from the given $\operatorname{Inn}(g)$ and $\operatorname{Inn}\left(g^{a}\right)$. First, we solve DLP in $\langle\operatorname{Inn}(g)\rangle$ directly. The index calculus is the most efficient known method to solve DLP [4]. But its application is too restrictive to be applied to general cyclic groups. It seems that the index calculus cannot be applied to the group $\langle\operatorname{Inn}(g)\rangle$. In general cases, expected run times for solving DLP are $O(\sqrt{p})$, where $p$ is the order of a cyclic subgroup.

Secondly, we solve DLP in $\langle g\rangle$. If we assume that the special conjugacy problem is not a hard problem, we can find $g_{0}$ satisfying $\operatorname{Inn}\left(g_{0}\right)=\operatorname{Inn}\left(g^{a}\right)$. We can easily verify that $g_{0}=g^{a} z$ for some $z \in Z(G)$. If $|Z(G)|$ is large enough, then it is almost impossible to determine whether $g^{a} z$ is an element of $\langle g\rangle$. Then even if DLP in $G$ may be easy, we cannot apply any algorithm to solve DLP in $G$.

We should be careful in the choice of a plaintext and $g$. If $[m, g]=e_{G}$, then $E=g^{a b} m g^{-a b}=m$. In particular, if $m$ is a central element, then $E=m$ so $m$ should not be chosen in the center. Also if $g$ is a central element, then $\operatorname{Inn}(g)$ is the identity map and so $E=m$. We should select a non central element $g$.

We should note that there may be other attacks depending on $G$ as we see in section 5 .

Remark 2. In the above scheme, $E=\operatorname{Inn}\left(g^{a b}\right)(m), E$ and $m$ are contained in the same conjugacy class. Assume that $E$ is a ciphertext of either $m_{0}$ or $m_{1}$, which are not contained in the same conjugacy class. Then an adversary can find the right plaintext by examining the conjugacy class of $E$. To avoid this attack, we can use a padding method in the encryption (see Remark 4 and [16). It also makes fast encryption and decryption scheme (which fixes $b$ ) non deterministic.

## 4 Construction of a Non Abelian Group

### 4.1 An Example of Non Abelian Group $\operatorname{SL}\left(2, \mathbb{Z}_{p}\right) \times{ }_{\theta} \mathbb{Z}_{p}$

If we use the semi-direct product, we can construct many non abelian groups with non trivial center as in section 5 . But it is not easy to construct a non abelian group on which our system is secure. We modify $\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)$ by a semidirect product as follows. There exists a cyclic subgroup $\langle\alpha\rangle$ with order $p$ of $\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)$, e.g. $I+\delta_{12}$. Let

$$
G=\mathrm{SL}\left(2, \mathbb{Z}_{p}\right) \times_{\theta} \mathbb{Z}_{p}
$$

where

$$
\theta=\operatorname{Inn} \circ \theta_{1}: \mathbb{Z}_{p} \rightarrow \operatorname{Aut}\left(\operatorname{SL}\left(2, \mathbb{Z}_{p}\right)\right)
$$

and $\theta_{1}$ is an isomorphism from $\mathbb{Z}_{p}$ to $\langle\alpha\rangle$. Then $\theta(y)(x)=\theta_{1}(y) x \theta_{1}(y)^{-1}$. Now we solve the conjugacy equations in $G$. Let $g=(x, y)$. Computing the conjugate of $(a, b)$, we obtain that

$$
\begin{equation*}
(x, y)(a, b)(x, y)^{-1}=\left(x \theta(y)(a) \theta(b)\left(x^{-1}\right), b\right) . \tag{4.4}
\end{equation*}
$$

If $b=0$, we have

$$
\begin{equation*}
(x, y)(a, 0)(x, y)^{-1}=\left(x \theta(y)(a) x^{-1}, 0\right)=\left(\left(x \theta_{1}(y)\right) a\left(x \theta_{1}(y)\right)^{-1}, 0\right) \tag{4.5}
\end{equation*}
$$

If we solve the special conjugacy problem in $\operatorname{SL}\left(2, \mathbb{Z}_{p}\right)$ as we see in Appendix A, we can obtain $x \theta_{1}(y)$. Let $\left(x_{1}, y_{1}\right) \in G$ such that $x_{1} \theta_{1}\left(y_{1}\right)=x \theta_{1}(y)$. For $b \neq 0$, if we use the fact that $\mathbb{Z}_{p}$ is an abelian group and $\theta_{1}$ is a homomorphism, we can easily verify that

$$
\begin{align*}
x_{1} \theta\left(y_{1}\right)(a) \theta(b)\left(x_{1}^{-1}\right) & =x_{1} \theta_{1}\left(y_{1}\right) a \theta_{1}\left(y_{1}\right)^{-1} \theta_{1}(b) x_{1}^{-1} \theta_{1}(b)^{-1} \\
& =\left(x_{1} \theta_{1}\left(y_{1}\right)\right) a \theta_{1}\left(y_{1}\right)^{-1} \theta_{1}(b) \theta_{1}\left(y_{1}\right) \theta_{1}(y)^{-1} x^{-1} \theta_{1}(b)^{-1} \\
& =\left(x \theta_{1}(y)\right) a \theta_{1}\left(-y_{1}+b+y_{1}\right) \theta_{1}(y)^{-1} x^{-1} \theta_{1}(b)^{-1} \\
& =x \theta_{1}(y) a \theta_{1}(b) \theta_{1}(y)^{-1} x^{-1} \theta_{1}(b)^{-1} \\
& =x \theta_{1}(y) a \theta_{1}(y)^{-1} \theta_{1}(b) x^{-1} \theta_{1}(b)^{-1} \\
& =x \theta(y)(a) \theta(b)\left(x^{-1}\right) . \tag{4.6}
\end{align*}
$$

It can be easily verified that if $x_{1} \theta_{1}\left(y_{1}\right)=-x \theta_{1}(y)$, then the above equation also holds. Also note that the center of $Z\left(\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)\right)= \pm I$. Hence the set of solutions for the special conjugacy problem is

$$
\begin{equation*}
S=\operatorname{Inn}^{-1}(\operatorname{Inn}(g))=\left\{\left(x_{1}, y_{1}\right) \mid y_{1} \in \mathbb{Z}_{p}, x_{1}= \pm x \theta_{1}\left(y-y_{1}\right)\right\} \tag{4.7}
\end{equation*}
$$

The cardinality of $S,|S|$ is $2 p$. Note that if $\operatorname{Inn}(g)=\operatorname{Inn}\left(g_{1}\right)$, then $\operatorname{Inn}\left(g^{-1} g_{1}\right)=$ $I d$. It means that $g^{-1} g_{1}$ is an element of the center of $G$. Also for any central element $z, \operatorname{Inn}(g z)=\operatorname{Inn}(g)$. So we know that $S=\operatorname{Inn}^{-1}(\operatorname{Inn}(g))=g Z(G)$ and

$$
\begin{equation*}
Z(G)=\left\{\left(x_{1}, y_{1}\right) \mid y_{1} \in \mathbb{Z}_{p}, x_{1}= \pm \theta_{1}\left(-y_{1}\right)\right\} \tag{4.8}
\end{equation*}
$$

The cardinality of the center of $G$ is $2 p$. Note that the probability to choose $m$ and $g$ in the center is smaller than $2 p / p^{3}=2 / p^{2} \approx 0$ and $2 p / p^{4}=2 / p^{3} \approx 0$, respectively.

For a given $\operatorname{Inn}(g), m$ satisfying $[g, m]=e_{G}$ is a fixed point, i.e. $\operatorname{Inn}(g)^{a b}(m)=m$. The cardinality of $Z[g]=\left\{m \mid[g, m]=e_{G}\right\}$ is $2 p^{2}$ if we choose $g$ of order $p[16$ and thus the probability to choose $m$ in $Z[g]$ is smaller than $2 p^{2} / p^{3}=2 / p \approx 0$.

Remark 3. From Theorem 2 in section 4.3, DLP in $G$ is reduced to a linear equation $n y=Y$ for given $y \neq 0, Y$, and so it is an easy problem.

### 4.2 Parameter Selections

We will apply the above scheme to $G=\operatorname{SL}\left(2, \mathbb{Z}_{p}\right) \times_{\theta} \mathbb{Z}_{p}$. Since the last component is invariant under the conjugation, we must take the message in $\operatorname{SL}\left(2, \mathbb{Z}_{p}\right)$ (see (4.4)).

In [20], we see

$$
\left\{T=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right), S=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\right\}
$$

is a generator set of $\operatorname{SL}(2, \mathbb{Z})$ and hence it is also a generator set of $\operatorname{SL}\left(2, \mathbb{Z}_{p}\right)$. Moreover there exists an algorithm which finds a decomposition of each $g \in$ $\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)$ as a product of $T, S$ [2], [20], i.e.

$$
g=S^{i_{0}} T^{j_{1}} S T^{j_{2}} \cdots S T^{j_{n}} S^{i_{n+1}}
$$

where $i_{0}, i_{n+1}$ is either 0 or 1 and $j_{k}= \pm 1, \pm 2 \cdots$.
Theorem 1. If $g \in S L\left(2, \mathbb{Z}_{p}\right)$ with non zero $(2,1)$-entry,

$$
g=T^{j_{1}} S T^{j_{2}} S T^{j_{3}}
$$

Proof. By computing $T^{j_{1}} S T^{j_{2}} S T^{j_{3}}$, we obtain

$$
\left(\begin{array}{cc}
1 & j_{1} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
1 & j_{2} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
1 & j_{3} \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
j_{1} j_{2}-1 & j_{1} j_{2} j_{3}-j_{3}-j_{1} \\
j_{2} & j_{2} j_{3}-1
\end{array}\right)
$$

From this equation and the fact that $\mathbb{Z}_{p}$ is a field, we can find $j_{1}, j_{2}, j_{3}$ such that $g=T^{j_{1}} S T^{j_{2}} S T^{j_{3}}$ for any $g \in \operatorname{SL}\left(2, \mathbb{Z}_{p}\right)$. (Since every element of $\operatorname{SL}\left(2, \mathbb{Z}_{p}\right)$ is determined when three entries are determined, we only need to consider 3 entries.)

Note that since $\mathbb{Z}$ is not a field, the above theorem does not hold in $\operatorname{SL}(2, \mathbb{Z})$.
Since $\{(T, 0),(S, 0),(I, 1)\}$ is a set of generators of $G$, we can obtain $\operatorname{Inn}(g)$ if we know $g T g^{-1}, g S g^{-1}$ and $g(I, 1) g^{-1}$. Since $m \in \operatorname{SL}\left(2, \mathbb{Z}_{p}\right)$ and $\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)$ is a normal subgroup of $G$, the restriction of $\operatorname{Inn}(g)$ to $\operatorname{SL}\left(2, \mathbb{Z}_{p}\right)$, $\left.\operatorname{Inn}(g)\right|_{\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)}$ can be considered as an automorphism of $\operatorname{SL}\left(2, \mathbb{Z}_{p}\right)$. Hence the
public key is $\left.\operatorname{Inn}(g)\right|_{\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)}$ and $\left.\operatorname{Inn}\left(g^{a}\right)\right|_{\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)}$, precisely. In order to express $\left.\operatorname{Inn}(g)\right|_{\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)}$, we only need to know $\left\{g T g^{-1}, g S g^{-1}\right\}$.

We choose $\theta_{1}(1)$ among elements of $\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)$ whose order is $p$, e.g. $I+\delta_{12}$.
We compute the order of $g=(x, y) \in G$. If $y \neq 0$, then the order of $g$ is a multiple of $p$.

Theorem 2. For $(x, y) \in G$,

$$
(x, y)^{n}=\left(\left(x \theta_{1}(y)\right)^{n} \theta_{1}(y)^{-n}, n y\right) .
$$

Proof. We prove this using induction. For $n=1$, it is clear. We assume that Theorem 2 holds for $n=k$. Then we obtain that

$$
\begin{align*}
(x, y)^{k+1} & =(x, y)^{k}(x, y)=\left(\left(x \theta_{1}(y)\right)^{k} \theta_{1}(b)^{-k}, k y\right)(x, y) \\
& =\left(\left(x \theta_{1}(y)\right)^{k} \theta_{1}(y)^{-k} \theta(y)^{k}(x),(k+1) y\right) \\
& =\left(\left(x \theta_{1}(y)\right)^{k} \theta_{1}(y)^{-k} \theta_{1}(y)^{k} x \theta_{1}(y)^{-k},(k+1) y\right)  \tag{4.9}\\
& =\left(\left(x \theta_{1}(y)\right)^{k}\left(x \theta_{1}(y)\right) \theta_{1}(y)^{-(k+1)},(k+1) y\right) \\
& =\left(\left(x \theta_{1}(y)\right)^{k+1} \theta_{1}(y)^{-(k+1)},(k+1) y\right),
\end{align*}
$$

which completes the proof.
We may choose $g=(x, y)$ satisfying $x \theta_{1}(y) \in A\left(I+c \delta_{12}\right) A^{-1}$ for some fixed $c \in \mathbb{Z}_{p}$ and $A \in \mathrm{SL}\left(2, \mathbb{Z}_{p}\right)$. Then we obtain that the order of $\operatorname{Inn}(g)$ is $p$ by Theorem 2. If we choose $g$ arbitrarily and the order of $g$ is not fixed, then the security may be increased since we should know the order of a given cyclic group to apply a known algorithm for DLP, i.e. we should solve DLP under the assumption that the order of $g$ is $p d$ for each $d \mid(p+1)(p-1)$.

### 4.3 Security and Efficiency

Security of the system. We check the security of our system against solving DLP in $\langle\operatorname{Inn}(g)\rangle$ directly. From the public data, $\operatorname{Inn}(g)$ and $\operatorname{Inn}\left(g^{a}\right)$, we solve DLP to obtain the secret key $a$. In this case, it seems that the fastest algorithm (index calculus) to solve DLP cannot be applied since $\langle\operatorname{Inn}(g)\rangle$ is contained in $\operatorname{Aut}(G) \subset \operatorname{End}(G) \subset G^{G}$, where $\operatorname{End}(G)$ is the endomorphism group of $G$ and $G^{G}$ is the set of all function from $G$ to $G$. We cannot apply the index calculus to any of them since they are not even expressed as matrix groups.

So an expected run time for solving DLP is $O(\sqrt{p})$-group operations if the order of $g$ is $p$. (In order to increase the security of the system, we can choose $g$ with an order which is a multiple of $p$. If $p(p+1)=p_{1}^{e_{1}} \cdots p_{n}^{e_{n}}$, then the total number of divisors of $p+1$ is $\left(e_{1}+1\right) \cdots\left(e_{n}+1\right)$. To find the order of $g$, we need $\left(e_{1}+1\right) \cdots\left(e_{n}+1\right)$-trials, and it takes $\left(e_{1}+1\right) \cdots\left(e_{n}+1\right) O(\sqrt{p})$-group operations [17].)

Now we check the security of our system against the second method in section 3. As we see in Appendix A, the special conjugacy problem in $G$ is not a hard
problem. Let $S=\left\{g_{1} \mid \operatorname{Inn}\left(g_{1}\right)=\operatorname{Inn}\left(g^{a}\right)\right\}$. We can immediately obtain $a$ from $g=(x, y)$ and $g^{a}=(X, Y)$ since if

$$
\begin{equation*}
(x, y)^{a}=\left(\left(x \theta_{1}(y)\right)^{n} \theta_{1}(y)^{-n}, a y\right)=(X, Y) \tag{4.10}
\end{equation*}
$$

we only need to solve $a y=Y$ for solving DLP for $g$ and $g^{a}$. But since $|S|=2 p$, we need $O(p)$-trials to find $g^{a}$ in $S$. So it is less efficient than finding $a$ from $\operatorname{Inn}(g)$ and $\operatorname{Inn}\left(g^{a}\right)$ directly.

For DLP to be a hard problem in $\langle\operatorname{Inn}(g)\rangle$, we choose 160 bit prime $p$. Then the security of our system is comparable to 1024 -bit RSA. (An expected run time for solving DLP in $\langle\operatorname{Inn}(g)\rangle$ and for factorization in 1024-bit RSA is about $2^{87}$ and $2^{80}$, respectively.)

If we compare our system with RSA and XTR, our system has the following advantage. In RSA and XTR, an expected run time to find the private key from the public key is subexponential, $L[n, 1 / 3,1.923]$. In our system, it takes an exponential run time $O(\sqrt{p})$ as ECC.

Number of multiplications in $\mathbb{Z}_{\boldsymbol{p}}$. Now we consider the number of multiplications in $\mathbb{Z}_{p}$ required for computing $\operatorname{Inn}\left(g^{b}\right)$ from $\operatorname{Inn}(g)$. We can express $\operatorname{Inn}(g)(S)$ and $\operatorname{Inn}(g)(T)$ as $T^{j_{1}} S T^{j_{2}} S T^{j_{3}}$ and $T^{l_{1}^{\prime}} S T^{l_{2}^{\prime}} S T^{l_{3}^{\prime}}$, respectively. Each of them takes 2-multiplications by Theorem 1. Then

$$
\begin{aligned}
\operatorname{Inn}\left(g^{2}\right)(S) & =\operatorname{Inn}(g)\left(T^{j_{1}} S T^{j_{2}} S T^{j_{3}}\right) \\
& =(\operatorname{Inn}(g)(T))^{j_{1}}(\operatorname{Inn}(g)(S))(\operatorname{Inn}(g)(T))^{j_{2}}(\operatorname{Inn}(g)(S))(\operatorname{Inn}(g)(T))^{j_{3}}
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{Inn}\left(g^{2}\right)(T) & =\operatorname{Inn}(g)\left(T^{l_{1}} S T^{l_{2}} S T^{l_{3}}\right) \\
& =(\operatorname{Inn}(g)(T))^{l_{1}}(\operatorname{Inn}(g)(S))(\operatorname{Inn}(g)(T))^{l_{2}}(\operatorname{Inn}(g)(S))(\operatorname{Inn}(g)(T))^{l_{3}} .
\end{aligned}
$$

From (2.3) in Remark 1, we can obtain $(\operatorname{Inn}(g)(T))^{j}$ from $\operatorname{Inn}(g)(T)$ with 4-multiplications. More precisely, if

$$
\operatorname{Inn}(g)(T)=\left(\begin{array}{cc}
x & y \\
z & w
\end{array}\right)
$$

then

$$
(\operatorname{Inn}(g)(T))^{j}=\left(\begin{array}{cc}
1-j(1-x) & j y \\
j z & 1+j(w-1)
\end{array}\right) .
$$

It takes 92 multiplications for computing $\operatorname{Inn}\left(g^{2}\right)(S)$ and $\operatorname{Inn}\left(g^{2}\right)(T)$. So it takes about $92 \log _{2} p$ multiplications for computing $\operatorname{Inn}\left(g^{b}\right)$ from $\operatorname{Inn}(g)$. Also $92 \log _{2} p$ multiplications are needed to compute $\operatorname{Inn}\left(g^{a b}\right)$ from $\operatorname{Inn}\left(g^{a}\right)$. So number of multiplications for encryption is $184 \log _{2} p$. Since one multiplication needs $O\left(\left(\log _{2} p\right)^{2}\right)$-bit operations [9], the encryption needs about $184\left(\log _{2} p\right)^{3} C \approx 8 \times 10^{8} C$-bit operations for some constant $C$. In 1024-bit RSA, it takes $\left(\log _{2} n\right)^{3} C \approx(1024)^{3} C \approx 10^{9} C$-bit operations. If the public exponent in RSA encryption scheme is 32 -bit number, then it takes $3.2 \times 10^{7} C$-bit operations.

Fast encryption and decryption. We can reduce the number of bit operations as follows. Assume that Bob wants to send an encrypted message to Alice. Then Bob computes $\operatorname{Inn}\left(g^{a}\right)^{b}$ and $\operatorname{Inn}\left(g^{b}\right)$ for a fixed $b$ and send $\operatorname{Inn}\left(g^{b}\right)$ to Alice. As we see in section 3, we may fix $b$, i.e. contrary to ElGamal encryption, we cannot obtain $m_{1}^{-1} m_{2}$ from $\operatorname{Inn}\left(g^{b}\right)\left(m_{1}\right)$ and $\operatorname{Inn}\left(g^{b}\right)\left(m_{2}\right)$ in our scheme. Alice computes $\operatorname{Inn}\left(g^{b}\right)^{-a}$. Bob will encrypt a message $m$ as $E=\operatorname{Inn}\left(g^{a}\right)^{b}(m)$ and send $E$ to Alice. Alice will decrypt $E$ by computing $\operatorname{Inn}\left(g^{b}\right)^{-a}(E)$.

In order to compute $\operatorname{Inn}\left(g^{a}\right)^{b}(m)$ from given $\operatorname{Inn}\left(g^{a}\right)^{b}$ and $m$, it takes 46 multiplications, and so it takes about $1.2 \times 10^{6} C$-bit operations in encryption. Even if 32 -bit public exponent is used in RSA, $3.2 \times 10^{7} C$-bit operations are needed in encryption. Encryption of our system is about 30 times faster than 1024-bit RSA.

In decryption of our system, we need the same number of multiplications as the encryption. In decryption of RSA, it takes about $2.5 \times 10^{8} C$-bit operations even if we use the Chinese Remainder Theorem. Thus decryption of our system is 200 times faster than that of RSA.

If we compare our system with ECC, our system has an advantage in the decryption too. In ECC, since $b$ is not fixed, precomputations of $g^{b}$ is impossible. Then the number of multiplications for decryption in 170-bit ECC are 1900, respectively. Then it is about 40 times faster than ECC.

In ECC, it needs $O\left(\log _{2} p\right)$ multiplications in decryption, and thus the number of multiplications will increase linearly with respect to the number of bits $\log _{2} p$. The decryption of our system always needs 46 multiplications which are independent of the size of $p$. In Table 1, we roughly compare the number of multiplications for decryption in our system with ECC. Note that the cryptosystems in the same row have the same securities roughly.

This fast scheme can be useful in many applications.

Table 1. Comparison of run times for decryption with ECC(multiplications)

|  | our PKC $(r$-bit $)$ | $r$-bit ECC |
| :--- | :---: | ---: |
| $r=170$ | 46 | 1900 |
| $r=240$ | 46 | 2700 |
| $r=310$ | 46 | 3500 |

Remark 4. We can encrypt a message with a padding as follows (see also [16]). Let $M \neq 0$ be a message and $r_{1}, r_{2}$ be random numbers in $\mathbb{Z}_{p}$. We encrypt $m=\left(\begin{array}{cc}M & r_{1} \\ r_{2} & \frac{1+r_{1} r_{2}}{M}\end{array}\right) \in \mathrm{SL}\left(2, \mathbb{Z}_{p}\right)$. Then $m$ can be an element of any conjugacy class by varying $r_{1}, r_{2}$. It prevents an adversary from determining the right plaintext among two given plaintexts by examining the conjugacy class of $E$. Furthermore, since $b$ is fixed, the encryption and the decryption is also fast but the encryption scheme is not deterministic.

Expression and key size. Since $\operatorname{Inn}\left(g^{a}\right)(T)$ and $\operatorname{Inn}\left(g^{a}\right)(S)$ can be considered as elements of $\operatorname{SL}\left(2, \mathbb{Z}_{p}\right)$, we can express them by three entries. Since $\operatorname{Inn}\left(g^{a}\right)(T)$ can be expressed by $3 \log _{2} p$-bit, $6 \log _{2} p$-bit are needed to express $\operatorname{Inn}\left(g^{a}\right)$. If $p$ is a 160 -bit prime number, then it takes 960 -bit to express $\operatorname{Inn}\left(g^{a}\right)$. So we can express the public key with smaller size than RSA.

The secret key size is $\log _{2} p \approx 160$-bit, and so it is much smaller than 1024 -bit RSA.

## 5 Other Examples

### 5.1 The General Linear Group $\operatorname{GL}\left(k, \mathbb{Z}_{p}\right)$

One of the most familiar non abelian group is the general linear group GL $\left(k, \mathbb{Z}_{p}\right)$. Since $c I$ is a central element for any $c \neq 0$, the center of $\mathrm{GL}\left(k, \mathbb{Z}_{p}\right)$ is sufficiently large, i.e. $\mid Z\left(\mathrm{GL}\left(k, \mathbb{Z}_{p}\right) \mid \geq p / 2\right.$. We know that $\operatorname{Inn}(g)$ can be represented by a linear map on the $k \times k$-matrix ring [15]. So we can represent $\operatorname{Inn}(g)$ by a $k^{2} \times k^{2}$-matrix, $R(g)$. So the DLP on $\langle\operatorname{Inn}(g)\rangle$ is convertible to the DLP on the $k^{2} \times k^{2}$-matrix ring.

We must be careful in the choice of $g$. Considering an attack using the determinant [15], we choose $g$ whose order is much larger than $p$ (e.g. $p(p-1)$ ). It would be better to choose $g$ satisfying that $\operatorname{det}(R(g))=1$. Also the characteristic polynomial of $R(g)$ should be irreducible.

### 5.2 Other Constructions

We introduce some methods to obtain non abelian groups. For a given non abelian group $G$, we can obtain a new non abelian group $\operatorname{Inn}(G)$ as we see in previous sections. Also $\operatorname{Inn}(\operatorname{Inn}(G))$ can be obtained from $\operatorname{Inn}(G)$. Inductively we can make many non abelian groups from a given non abelian group. Since $\operatorname{Inn}(G)=G / Z(G)$, this method reduces the size of a given group.

Extensions of non abelian groups is obtained as follows. First, Let $\theta_{1}$ be a homomorphism on $G$. (It may be the identity map.) We define $\theta$ as follows:

$$
\begin{aligned}
\theta=\operatorname{Inn} \circ \theta_{1}: G & \rightarrow \operatorname{Aut}(G) \\
g & \mapsto \operatorname{Inn}\left(\theta_{1}(g)\right)
\end{aligned}
$$

Then we construct an extension of $G, \bar{G}=G \times_{\theta} G$. We can easily obtain $Z(\bar{G})=$ $\left\{(X, Y) \in G \times{ }_{\theta} G \mid x, y \in Z(G)\right\}$. If we use the group $G$ in section $4,|Z(\bar{G})|=4 p^{2}$.

Secondly, Let $G$ be a non abelian group and $H$ be a subgroup of automorphism group $\operatorname{Aut}(G)$. We construct a non abelian group naturally. Let $\theta=$ Id. Then we can easily obtain $G \times{ }_{\theta} H$. For example, we can always obtain $\operatorname{Inn}(G)=G / Z(G)$ and $G \times_{\theta} \operatorname{Inn}(G)$. If we know other subgroups of $\operatorname{Aut}(G)$, we can construct many useful non abelian groups.

Nilpotent group $\boldsymbol{G}=\left(\mathbb{Z}_{\boldsymbol{p}} \times \mathbb{Z}_{\boldsymbol{p}}\right) \times{ }_{\boldsymbol{\theta}} \mathbb{Z}_{\boldsymbol{p}}$. Since $\operatorname{Aut}\left(\mathbb{Z}_{p} \times \mathbb{Z}_{p}\right)=\operatorname{GL}\left(2, \mathbb{Z}_{p}\right)$, we can make the following non abelian group. There exists an injective homomorphism

$$
\theta: \mathbb{Z}_{p} \rightarrow \mathrm{SL}\left(2, \mathbb{Z}_{p}\right)
$$

Then we can construct $G=\left(\mathbb{Z}_{p} \times \mathbb{Z}_{p}\right) \times_{\theta} \mathbb{Z}_{p}$. Since $G$ is a $p$-group, it is a nilpotent group. Hence $G$ has a non trivial center and its cardinality is at least $p$.

In this case, a generator set of $G$ is $\left\{e_{1}=(1,0,0), e_{2}=(0,1,0), e_{3}=(0,0,1)\right\}$ and we can easily express any elements of $G$ as a product of $e_{i}$ 's. Then

$$
\operatorname{Inn}((X, y))\left(e_{1}\right)=(\theta(y)((1,0)), 0)
$$

and

$$
\operatorname{Inn}((X, y))\left(e_{2}\right)=(\theta(y)((0,1)), 0)
$$

So $\theta(y) \in \mathrm{SL}\left(2, \mathbb{Z}_{p}\right)$ can be easily obtained. If $g^{a}=\left(X^{\prime}, y^{a}\right)$ and $g=(X, y)$, then we can obtain $\theta(y)^{a}$ and $\theta(y)$. We can solve $\operatorname{DLP}$ in $\operatorname{SL}\left(2, \mathbb{Z}_{p}\right)$ as in the Remark 1. Hence the cryptosystem in section 3 is not secure in $G=\left(\mathbb{Z}_{p} \times \mathbb{Z}_{p}\right) \times_{\theta} \mathbb{Z}_{p}$.

Since the variables $X, y$ are separated, this phenomenon occurs. We note here that $X, y$ are separated since the subgroup $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ is abelian. To prevent the separation of variables, we suggest the following non abelian group.

Semi-direct product $\boldsymbol{G}=\left(\mathbb{Z}_{\boldsymbol{p}} \times_{\boldsymbol{\theta}_{1}} \mathbb{Z}_{\boldsymbol{q}}\right) \times_{\boldsymbol{\theta}_{\boldsymbol{2}}} \mathbb{Z}_{\boldsymbol{q}}$. We replace the abelian group $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ by $\mathbb{Z}_{p} \times{ }_{\theta_{1}} \mathbb{Z}_{q}$, where $q$ is a prime satisfying $q \mid(p-1)$. Then we can prevent the separation of variables. Since $\operatorname{Aut}\left(\mathbb{Z}_{p}\right) \cong \mathbb{Z}_{p}^{*} \cong \mathbb{Z}_{p-1}$, we can make $\mathbb{Z}_{p} \times_{\theta_{1}} \mathbb{Z}_{q}$, where $\theta_{1}$ is an injective homomorphism from $\mathbb{Z}_{q}$ to $\mathbb{Z}_{p}^{*}$. We denote $\mathbb{Z}_{p} \times{ }_{\theta_{1}} \mathbb{Z}_{q}$ by $H$. Then $H$ is not abelian.

We will apply the same method as in section 4.2 . We can consider $\mathbb{Z}_{q}$ as a subgroup of $H$. Its conjugate is also a cyclic subgroup of order $q$. Let $K$ be one of the conjugates of $\mathbb{Z}_{q}$ in $H$. Then there exists an isomorphism $\theta^{\prime}$ from $\mathbb{Z}_{q}$ to $K$, and $\theta_{2}=I n n \circ \theta^{\prime}$.

Equations (4.5), (4.6), (4.7) also hold in $G=\left(\mathbb{Z}_{p} \times_{\theta_{1}} \mathbb{Z}_{q}\right) \times_{\theta_{2}} \mathbb{Z}_{q}$. Then we can find the center of $G$ of order $q$ as in 4.2.

In this case, we denote a generator set of $\mathbb{Z}_{p} \times_{\theta_{1}} \mathbb{Z}_{q}$ by $e_{1}=(1,0,0)$ and $e_{2}=(0,1,0)$. Since $\mathbb{Z}_{p}$ is a normal subgroup of $G$, we assume that $\operatorname{Inn}(g)\left(e_{1}\right)=$ $\left(a_{1}, 0,0\right)$ and $\operatorname{Inn}(g)\left(e_{2}\right)=\left(b_{1}, b_{2}, 0\right)$. We can prove that

$$
(z, w)^{k}=\left(\frac{\theta_{1}(w)^{k}-1}{\theta_{1}(w)-1} z, k w\right)=\left(\frac{\theta_{1}(1)^{w k}-1}{\theta_{1}(1)^{w}-1} z, k w\right)
$$

for $(z, w) \in \mathbb{Z}_{p} \times_{\theta_{1}} \mathbb{Z}_{q}$ by induction. Then we have for $g=\left(x_{1}, x_{2}, y\right)$,

$$
\operatorname{Inn}\left(g^{2}\right)\left(e_{1}, 0\right)=\operatorname{Inn}(g)\left(a_{1}, 0,0\right)=\left(\operatorname{Inn}(g)\left(e_{1}\right)\right)^{a_{1}}=\left(a_{1}, 0,0\right)^{a_{1}}=\left(a_{1}^{2}, 0,0\right)
$$

and

$$
\begin{aligned}
\operatorname{Inn}\left(g^{2}\right)\left(e_{2}, 0\right) & =\operatorname{Inn}(g)\left(b_{1}, b_{2}, 0\right)=\left(\operatorname{Inn}(g)\left(e_{1}\right)\right)^{b_{1}}\left(\operatorname{Inn}(g)\left(e_{2}\right)\right)^{b_{2}} \\
& =\left(a_{1}, 0,0\right)^{b_{1}}\left(b_{1}, b_{2}, 0\right)^{b_{2}}=\left(a_{1} b_{1}, 0,0\right)\left(\frac{\theta_{1}(1)^{b_{2}^{2}}-1}{\theta_{1}(1)^{b_{2}}-1} b_{1}, b_{2}^{2}, 0\right) \\
& =\left(a_{1} b_{1}+\frac{\theta_{1}(1)^{b_{2}^{2}}-1}{\theta_{1}(1)^{b_{2}}-1} b_{1}, b_{2}^{2}, 0\right)
\end{aligned}
$$

From this, we obtain that $\operatorname{Inn}\left(g^{k}\right)\left(e_{1}\right)=a_{1}^{k} \in \mathbb{Z}_{p}$. Since $H=\mathbb{Z}_{p} \times_{\theta_{1}} \mathbb{Z}_{q}$ is not an abelian group, the order of $\theta_{1}(1)$ is $q$. Thus DLP in $\langle\operatorname{Inn}(g)\rangle$ can be reduced to DLP in $\mathbb{Z}_{p}$, and so the cryptosystem in section 4 is not secure in $G=\left(\mathbb{Z}_{p} \times_{\theta_{1}} Z_{q}\right) \times_{\theta_{2}} \mathbb{Z}_{q}$.

The reason of this phenomenon is $\mathbb{Z}_{p}$ is an abelian normal subgroup. If $\alpha$ is a generator of an abelian normal subgroup, then $\operatorname{Inn}(g)(\alpha)=\alpha^{s}$ for some $s$ and $\operatorname{Inn}\left(g^{k}\right)(\alpha)=\alpha^{s^{k}}$. So we can reduce DLP in $\langle\operatorname{Inn}(g)\rangle$ to DLP in $\langle\alpha\rangle \subset \mathbb{Z}_{p}$. If we use $\operatorname{Inn}(\operatorname{Inn}(G))$ instead of $\operatorname{Inn}(G)$, we can avoid such an attack.

## 6 Concluding Remarks

We have presented a novel public key cryptosystem (based on a finite non abelian groups) and suggested some examples of finite non abelian groups. There may be other non abelian groups to be used in our system. However we must be careful in applying a non abelian group to our cryptosystem in order that the cryptosystem is secure. As we see in section 5 , we should check the following:

- The existence of abelian normal subgroup reduces the security of the cryptosystems. So any abelian normal subgroup must be of small order.
- The algorithm to express an element of $G$ as a product of generators must be efficient.
- Since $\operatorname{Inn}(g)$ is expressed as $\left\{\operatorname{Inn}(g)\left(\gamma_{i}\right) \in G \mid \gamma_{i}\right.$ is a generator $\}$, both the number of generators and bits needed to express an element of $G$ must be of small order.

We may use other homomorphisms from $G$ to $\operatorname{Aut}(G)$ instead of the inner automorphism (if exists). Also we can consider the DLP in the endomorphism group $\operatorname{End}(G)$.

If we know any representation of $G, G$ can be considered as a subset of a large matrix group up to the kernel (we call a homomorphism from $G$ to a matrix group a representation of $G$ ). Hence the representation of $G$ is very useful for cryptosystem as in section 3. If we use DLP in a subgroup $\langle g\rangle$ of a non abelian group and a representation $R$ of $G$, it would be better to choose $\operatorname{det}(R(g))=1$ 15.
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## Appendix A : Special Conjugacy Problem in Matrix Groups

Let $G$ be a matrix group, for example $\mathrm{GL}(2, R)$ or $\mathrm{SL}(2, R)$, where $R=\mathbb{Z}$ or $\mathbb{Z}_{p}$ for a prime number $p$. We will solve the special conjugacy problem in $G$. Let

$$
A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), X=\left(\begin{array}{cc}
x & y \\
z & w
\end{array}\right) .
$$

We will find $X$ from $X A X^{-1}$ for $A \in G$. Let

$$
A=\left(\begin{array}{ll}
a & b \\
0 & d
\end{array}\right) \text { and } X A X^{-1}=\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)
$$

From the above equation, we obtain the following linear equations,

$$
\begin{aligned}
a x & =\alpha x+\beta z \\
a z & =\gamma x+\delta z \\
b x+d y & =\alpha y+\beta w \\
b z+d w & =\gamma y+\delta w .
\end{aligned}
$$

From the first equation, we can easily obtain the ratio of $x$ to $z$, i.e. $(a-\alpha) x=\beta z$. (Note that we cannot obtain other ratios as we see in Example 2.)

Similarly, if we solve the conjugacy equation for $X A^{\prime} X^{-1}$ and

$$
A^{\prime}=\left(\begin{array}{ll}
a^{\prime} & b^{\prime} \\
c^{\prime} & d^{\prime}
\end{array}\right), c^{\prime} \neq 0
$$

we can also get another linear system. If we replace $\beta z$ by $(a-\alpha) x$, we can obtain remaining ratios between $x, y, z$ and $w$. So we can solve the special conjugacy problem in $G$ easily. By Example 2, we can easily understand the procedure.

Note that the conjugacy problems in $\mathrm{SL}(2, R)$ or $\mathrm{GL}(2, R)$ are not difficult since we can obtain at most two linear equations by the conjugacy equation.

Example 2. In [20], the author suggested a public key system using $\operatorname{SL}(2, \mathbb{Z})$. It was shown that this system is not secure in [2]. For the point based scheme in [2], we can find the secret key if we solve the conjugacy equations directly as above. Let

$$
A=\left(\begin{array}{cc}
1 & -1 \\
1 & 0
\end{array}\right) \text { and } B=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

Then $\{A, B\}$ is a generator set of $\mathrm{SL}(2, \mathbb{Z})$. Furthermore, $A^{3}=B^{2}=-I$, and so every element in $\mathrm{SL}(2, \mathbb{Z})$ can be expressed as the normal form $\pm A^{i_{1}} B \cdots A^{i_{n-1}} B A^{i_{n}}$, where $i_{j}=0,1$ or 2 . In the public key system suggested in [2], they use a semi-group generated by $\left\{V_{1}=(B A)^{i}, V_{2}=\left(B A^{2}\right)^{j}\right\}$ for given $i, j \geq 2$. The public key is $\left\{M V_{1} M^{-1}, M V_{2} M^{-1}\right\}$ and the secret key is $M$. In order to find the secret key from the public key, we must solve the conjugacy equations. For example, let

$$
V_{1}=(B A)^{2}=\left(\begin{array}{cc}
1 & 0 \\
-2 & 1
\end{array}\right), V_{2}=\left(B A^{2}\right)^{2}=\left(\begin{array}{cc}
1 & -2 \\
0 & 1
\end{array}\right) \text { and } M=\left(\begin{array}{ll}
3 & 1 \\
5 & 2
\end{array}\right)
$$

Then the public key is

$$
M V_{1} M^{-1}=\left(\begin{array}{ll}
-3 & 2 \\
-8 & 5
\end{array}\right), M V_{1} M^{-1}=\left(\begin{array}{cc}
31 & -18 \\
50 & -29
\end{array}\right)
$$

Put

$$
M=\left(\begin{array}{cc}
x & y \\
z & w
\end{array}\right)
$$

and find $M$ by solving the conjugacy equation for $V_{1}$ and $M V_{1} M^{-1}$. We obtain the following linear equations:

$$
\begin{gathered}
4 x-2 y-2 z=0 \\
4 y-2 w=0 \\
8 x-4 z-2 w=0 \\
8 y-4 w=0
\end{gathered}
$$

Then we have $2 y=w$. (Check that we cannot obtain other ratios from these equations.)

If we solve the conjugacy equation for $V_{2}$ and $M V_{2} M^{-1}$, we obtain that $5 x=3 z$ and $x+15 y-9 w=0$. Replacing $w$ by $2 y$, we have $x=3 y$ so $2 x=3 w$. Hence we obtain the secret key

$$
M=C\left(\begin{array}{ll}
3 & 1 \\
5 & 2
\end{array}\right)
$$

for some $C$. Since $\operatorname{det}(M)=1$, we obtain that $C=1$.
We should note that the dimension of solutions in $\mathrm{GL}(2, R)$ is always larger than 1 . From one conjugacy equation, we can obtain at most two linearly independent equations. Combining two conjugacy equations, we obtain three linearly independent equations and one dimensional solutions. In $\mathrm{SL}\left(2, \mathbb{Z}_{p}\right)$, we obtain only one solution. We can apply the same method to any other $V_{1}, V_{2}$ which are suggested in [2].

