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Abstract 

In this work, we study the different buffering 
techniques used in the literature to solve the contention 
problem in A TM switching architectures. The objective of 
our study is to determine the buffer requirements needed 
to achieve a given Quality of Service (e.g., a given cell 
loss probability). Based on this study, we propose a 
Combined Central and Output Queuing (CCOQ) 
technique to be used in designing large-scale ATM 
switches. Also, we propose a general design technique for  
an NxN lurge-scale ATM switch with a suitable CCOQ 
buffer size to reduce both the cell loss probability and the 
complexity o f the  memory modules. The switch has to be 
designed such that it can be implemented using the 
smallest number of VLSI chips possible. It should be also 
reliable for  commercial use. The switch should support 
multicast and priority controlfunctions. 

1. Combined Central and Output Queuing 
(CCOQ) 

For large-scale ATM switches (in terms of input and 
output ports), the amount of memory that needs to be 
installed in the switch is large, so reducing the size of the 
memory is of great importance. 

In many cases, the amount of memory that needs to be 
installed in a large-scale ATM switch is large and it can 
not be integrated on a single chip either because of its size 
or because of the lower operating speed that it will have. 
In such cases and based on our simulation studies, we 
propose to implement the large-scale ATM switch out of 
smaller switches where a small amount of memory needs 
to be installed in each of these smaller switches. This 
technique will slightly increase the total amount of 
memory that will be used to implement the large-scale 
ATM switch. But, a number of other advantages of this 
approach can be listed as: 

The amount of memory that needs to be integrated on a 
single switch is small. 
The operating speed of these smaller memories 
installed in the small switches that make up the large- 
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scale ATM switch is more than that of one large 
memory. 
Using this approach, the design of the switch will be 
more modular. The number of output ports of the 
switch can be increased at any time by adding smaller 
switches inside the large-scale ATM switch. 

2. Performance of CCOQ 

Figure 1 shows different buffering configurations that 
can be used within a 16x16 ATM switch. These 
configurations include output buffering, shared buffering, 
and two other Combined Central and Output Queuing 
(CCOQ) configurations in which all the input ports and 
part of the output ports have access to the same memory 
module. Table 1 shows the number of memories, size of 
memory integrated on a single chip, and the total memory 
needed in all of these configurations. The table shows that 
in case of shared buffering, the amount of memory that 
needs to be integrated on a single chip is 600*424 bits. In 
case of output buffering, the table shows that the amount 
of memory that needs to be integrated on a single chip is 
150*424 bits but 16 of these memories are needed. 

Studying Table 1, we conclude that the two CCOQ 
configurations (with M=2 and M=4) are better than the 
output buffering configuration in terms of the total 
memory that needs to be installed in the switch. The table 
also shows that the two CCOQ configurations are better 
than the shared buffering configuration in terms of the 
amount of memory that needs to be integrated on a single 
chip. 

Figure 2 shows that when the number of memories 
used in the switch (16x16 in this example) increases from 
one to two and then to four, the amount of memory that 
needs to be integrated on a single chip decreases 
dramatically. When the number of memories used in the 
switch is more than four, we only see a slight decrease in 
the buffer size that needs to be integrated on a single chip. 
Thus, using four memory modules for a 16x 16 switch to 
achieve 1 0-5 cell loss probability is a good selection in this 
example, assuming that the most critical design condition 
is the amount of memory to be integrated on a single chip 
and the speed of this memory. 
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3. Proposed Architecture 3.2. Memory Control Module (MCM) 

This section presents a new fault-tolerant multicast 
4x4 ATM switch. The switch is designed based on 
queuing strategies, multicasting considerations, and error 
detection for fault-tolerance implementation. It is based 
on a novel idea on realizing multi-casting. A small 
address memory will be used to hold a reference for the 
cell needs to be switched to several outputs. 

Figure 3 depicts the proposed 4x4 ATM switching 
architecture. Each of the two switching modules (SM) in 
the switch receives all the four inputs. The memory 
controller module (MCM) of the SM then determines 
where to store the incoming cells if they are intended to 
one of the two output ports controlled by that SM. 
Otherwise, it discards the cell. 

module (MM) and the Memory Controller Module 
(MCM) that make up each SM. 

In the following sections, we describe the Memory 

3.1. Memory Module (MM) 

The MM of each SM shown in Figure 3 should be 
accessed 6 times (4 times to write and 2 times to read) 
instead of 8 times in case of shared buffering architecture. 
If the memory unit available can not be accessed 6 times 
per cell slot, the MM can be designed using more than 
one memory unit. 

Figure 4 shows the SM used in the 4x4 switch shown 
in Figure 3. This SM is designed with 3 memory units, 
each memory should be accessed 2 times per cell slot (one 
memory unit can be accessed for read and the other two 
units can be accessed for write). 

Table 1 shows the simulation results of the buffer 
requirements to achieve a given cell loss probability for 
16x16 switch under 0.9 loading conditions for different 
memory locations: M = 16 is output buffering and M= 1 is 
shared buffer. For M between 1 and 16, we have 
Combined Central and Output Queuing (CCOQ) where M 
represents the number of memory modules shared by the 
outputs. 

These results show that the buffer requirements for our 
buffering scheme (M=4) is more than that needed in case 
of shared buffering and less than that needed in case of 
output buffering to achieve a given cell loss probability. 

Our motivation to use this buffering scheme, despite 
that it requires more memory, was to reduce the memory 
complexity by reducing the number of memory access 
needed. The other motivation is that, normally the 
memory that is needed for a large-scale switch is larger 
than that can be integrated on a single chip. So, by 
adopting our scheme, the memory is already partitioned 
and those partitions can be designed in such a way to be 
integrated on a single chip. 

Our architecture uses two types of Memory Controller 
Modules, mainly MCM and MCM-F. In the following, we 
describe in general the main functionality of each of those 
two modules: 

3.2.1. MCM. This module compares the two bits of the 
error control field of the ATM cell with the two most 
significant bits of the destination field. If the bits do not 
match, then the MCM will discard the cell assuming that 
an error occurred in one switching element of a previous 
stage in the switching fabric. In case that the bits match, 
the MCM will write the incoming ATM cell to the 
location pointed to it by the write pointer. Figure 5 shows 
the traffic generated by a properly working switch [ 1,2]. 

The MCM keeps track of two bitmaps per output port 
as shown in Figure 6. When a cell arrives to the switch 
and it is destined to one or more output ports with a 
specific priority level, the MCM writes a "1 " bit in the 
bitmap associated with the destination output port and the 
priority level needed. 

During each cell period, the MCM checks the read 
pointers of bitmaps of all output ports and selects to route 
the cells based on First In First Out (FIFO) service 
scheme. The MCM also checks the bitmap of the higher 
priority level of each output port so that it services the 
higher priority cells first. 

3.2.2. MCM-F. This module will be activated in case one 
or more MCM modules in the switch are not working. 
The main functionality of this module is to broadcast the 
incoming cells to all possible outgoing links while 
attaching to them the appropriate error flag. Figure 5 
shows the traffic generated by a faulty switch [ 1,2]. 

The MCM-F keeps track of two bitmaps for the output 
port (one for each priority level). The memory of the 
switch is completely shared by all the input and output 
ports to reduce the cell loss probability over that can be 
obtained by using the same amount of memory that is not 
shared among all of the input and output ports. 

For an NxiV ATM switch, the amount of memory 
needed by the memory controller to support P-levels of 
priority is as follow [3]: 

Total Capacity = P*B*N'*logr(B*N), where B is the 
required buffer size per output port. 

In our scheme, the total memory required by the 
memory controller is as follows: 

Total Capacity = P*B,*N*(N/s), where B, is the 
required buffer size fors  ports sharing the same memory. 

4. Verilog Simulation 

The Verilog Hardware Description Language (HDL) 
was used to verify the functionality of the switch. Figure 
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7 shows some of the signals from the Verilog simulation 
program of the proposed architecture. These signals are 
taken from the main components of the switch, mainly the 
Memory units and the Memory Controller Management 
(MCM). These signals show the correctness of the 
functionality of the proposed switch. 

5. Reliability Analysis of Proposed Switch 

Almost all of the implementations of fault-tolerant 
MINs introduce redundancy in the network. Different 
type of redundancy can be used as explained previously. 
These solutions are expensive in terms of number of 
number of extra switches per stage, andor  the size of the 
switching elements. Moreover, these solutions have a 
high hardware complexity that need complex routing 
algorithms. In our design, the reliability of the switch was 
increased by adding an extra unit (MCM-F) within the 
switch. 

In our proposed switch design approach, a large scale 
ATM switching fabric can be constructed by using 
multiple switching elements (e.g., the 4 x 4 switching 
element described above). If the number of failures is k,  
where 0 I k  I n  2”’, then the number of configurations in 
which these k failures can occur is given by: 

The Survival function Q(k) is given by: 

Assuming that the failure rate of the memory units, 
MCM modules, and MCM-F is the same (equals 1). The 
reliability of the proposed 4x4 switching element is given 
by (See Figure 8): 

6. Conclusion 

In this work, we studied the three different buffering 
configurations used in the literature. This study inspired 
us to propose a new buffering technique that is based on 
Combined Central and Output Queuing (CCOQ). Using 
CCOQ, the total memory that needs to be installed in the 
switch to achieve a given cell loss probability is less than 
that required in the case of output buffering. Also, the 
total memory size will be more than that required in the 
case of shared queuing. But, the memory speed that is 

required using CCOQ will be less than that required in the 
case of shared queuing. Analytical and simulation studies 
were presented to study the performance of the proposed 
buffering technique. 

This work also presented a new Memory Control 
Module (MCM) to manage the memory modules installed 
in the switch. The proposed MCM has a small address 
memory that is used to hold the address of the cell that 
needs to be switched to its desired output(s). This leads to 
a better use of the available buffer space. 
A 4x4 ATM switch was then proposed. The proposed 
switch uses the proposed CCOQ buffering technique. It 
also uses the proposed MCM to manage the memory 
modules installed in the switch. The proposed architecture 
was then simulated in Verilog HDL to show the 
correctness of the design. Finally, reliability analysis of 
the switch was performed to find the survivability of the 
switch. 

7. Future Work 

In the future, the CCOQ buffer requirements can be 
evaluated against the other buffering techniques under 
bursty and self-similar traffic conditions. Also, the 
throughput of the proposed CCOQ can be evaluated 
against the other buffering techniques. 

Finally, the proposed MCM can be used to manage the 
memory module that is installed in shared buffering ATM 
switches. This will reduce the size of the address queues 
needed to manage the shared memory used in Shared 
buffering ATM switches. 
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Figure 5. Traffic generated by faulty and properly working switches 
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Figure 7. Verilog simulation results 
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Figure 8. Reliability model of proposed switch 
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