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Abstract
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proprietary Thomson-Reuters neural network. We find that daily news
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Weekly news, however, predicts stock returns for one quarter. Positive
news stories increase stock returns quickly, but negative stories have a long-
delayed reaction. Much of the delayed response to news occurs around the
subsequent earnings announcement.
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1 Introduction

Textual information processing has become a growing part of financial prac-

tice. Duhigg (2006) and Ro (2012) write about general artificial intelligence for

stock picking, while Lo (1994) reviews neural networks. Specific applications in-

clude bankruptcy prediction Atiya (2001), corporate distress diagnosis Altman,

Marco, and Varetto (1994), and consumer credit risk Khandani, Kim, and Lo

(2010). While industry has led the applications, academic empirical research is

increasingly confirming the value of textual analysis. Tetlock’s pioneering studies

((Tetlock, Saar-Tsechansky, and Macskassy 2008) and (Tetlock 2007)) demon-

strate that news stories contain information relevant to predicting both earnings

and stock returns. Subsequent studies have applied similar techniques with a

variety of news sources. Researchers have generally found that textual informa-

tion can briefly predict returns at the aggregate market level ( (Tetlock 2007),

(Dougal, Engelberg, García, and Parsons 2012), (Garcia 2013) and Dzielinski and

Hasseltoft (2013)) as well at the individual stock level ( (Boudoukh, Feldman, Ko-

gan, and Richardson 2013), (Sinha 2016) and (Chen, De, Hu, and Hwang 2014)).

However, the research has been limited to a comparatively narrow event window,

and has not shown significant predictability beyond two days after news release.

In contrast, this paper uses a neural network to show that news stories can predict

stock returns for up to 13 weeks.

The rapid growth of this empirical research has entailed the use of different

datasets and methodologies. For example, Tetlock, Saar-Tsechansky, and Mac-

skassy (2008) uses a broad sample of Wall Street Journal and Dow Jones News

Service articles, whereas Loughran and McDonald (2011) use more specialized

10-K filings. Similarly, Garcia (2013) analyzes New York Times articles, whereas
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Jegadeesh and Wu (2013) also examine 10-K’s, Lerman and Livnat (2010) uses

8-K’s, and Chen et al (2014) use social media. These conflicting choices confound

the type of source documents used for the textual analysis with the type of tex-

tual processing. In particular, it begs the question of whether textual processing

can effectively predict stock returns based on a broad set of text sources.

In addition to methodological differences, empirical studies have found differ-

ent types of predictability in applications at the aggregate market level or the

individual stock level. Early work by Tetlock (2007) finds that short-term return

predictability is quickly reversed at the market level. Loughran and McDonald

(2011) find greater response for individual stocks within a multi-day event win-

dow. Garcia (2013) and Jegadeesh and Wu (2013) also find different results with

market returns and individual stocks, respectively. More recently, Hillert, Jacobs,

and Müller (2014) suggest that media overreaction underlies stock momentum.

Hagenau, Hauser, Liebmann, and Neumann (2013) measure news momentum to

predict CDAX index returns, and Uhl, Pedersen, and Malitius (2015) aggregate

sentiment for tactical asset allocation. In addition to aggregate market returns

versus individual stocks, differences might stem from different source of text,

or different methodologies. The duration and reversal of return predictability

are important because the economic interpretation of news depends on whether

there is a permanent news impact or a transient impact. Permanent news im-

pact would suggests news as information on the other hand transient news impact

would suggest news as sentiment. As Tetlock (2007) summarizes, “The sentiment

theory predicts short-horizon returns will be reversed in the long run, whereas

the information theory predicts they will persist indefinitely.”

This paper examines stock return predictability using a sophisticated neural
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network.1 It applies these techniques on a large common set of Reuters news

releases. We find that the neural network appears to extract permanent informa-

tion that is not fully impounded into current stock prices.

The duration of return predictability depends critically on the portfolio forma-

tion procedure. Previous research by Tetlock, Saar-Tsechansky, and Macskassy

(2008), Loughran and McDonald (2011), and Lerman and Livnat (2010) has es-

tablished a short-term response of stock prices to news. We also find that stocks

with positive (negative) news over one day have subsequent predictably high (low)

returns for 1 to 2 days. But going beyond the published literature, we find that

aggregating news over one week produces a dramatic increase in predictability of

returns. Stocks with news over the past week have predictable returns for up to

13 weeks, which is true even for stocks with only one news event per week. The

difference in return predictability depending on the aggregation horizon shows

that it is important to gauge relative news sentiment by examining news over

longer horizon rather than just one day of stories.

Our study controls for neutral news stories to isolate the effect of news tone on

stock returns. Controlling for neutral news is essential to distinguish a publication

effect from an informative news effect. We confirm the finding of Fang and Peress

(2009) that firms without news have different returns than firms with news. If

no-news firms are compared to firms with news, then this effect can distort the

comparison of positive news with negative news. Instead, we control for the

effect of positive and negative news by comparing with neutral news. We find

that news tone does indeed have an effect on stock returns. Positive news only

predicts positive returns for about one week, but negative news predicts negative
1Antweiler and Frank (2004) use Naive Bayes classifier to classify text. Das and Chen (2007)

examines the effect of chat board messages on the stock prices using a voting scheme across
multiple classifiers.
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returns for up to a quarter. Reaction to negative news over a longer horizon

suggests that short sale constraints might slow the incorporation of information

extracted by our textual processing techniques.

Section 2 describes the data and textual processing methods we use. Section 3

compares the ability of these textual processing methods to predict stock returns.

Section 4 shows the existence of a distinct news effect, and controls for this

effect to contrast the different predictive pattern of positive and negative news

sentiment. It also describes the pattern of return predictability around future

earnings announcements. A final section concludes.

2 Textual Processing

The primary purpose of our study is to forecast individual stock returns using

textual analysis of news stories based on a neural network. Internet news sources

and social media are providing a growing universe of textual information, includ-

ing internet searches (Da, Engelberg, and Gao 2015), Facebook networks (Simon

and Heimer 2012), and Twitter broadcasts (Bollen, Mao, and Zeng 2011). Analy-

sis of these sources typically requires complex analytic tools, which give potential

power to predict returns but also makes the analysis inherently opaque.2 There-

fore, we perform diagnostics to find patterns that suggest economic reasons for

predictability. A distinguishing feature of our analysis is a broad dataset of news

items. For example, Tetlock (2007) analyzes the Wall Street Journal’s “Abreast

of the Market” column, and Tetlock, Saar-Tsechansky, and Macskassy (2008)

extended the analysis to firm-specific stories in the Wall Street Journal and the

Dow-Jones News Service. Loughran and McDonald (2011) use a more specialized
2Butler (2013) criticize this lack of transparency and associated interpretation problems

when diagnosing the ability of Google searches to forecast influenza outbreaks.
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list of financial words to analyze company 10-K reports. Our analysis addresses

the question of whether the improvement in results from specialized processing

persists in a broad dataset or whether it requires suitably specialized textual

input.

Another motivation for using a large, broad dataset is to increase the power

to distinguish different types of return predictability. Temporary market senti-

ment or news-induced trading liquidity should be quickly reversed. Boudoukh,

Feldman, Kogan, and Richardson (2013) predict that markets will overreact to

simple news, and underreact to complex news. In particular, complex new in-

formation should have a permanent impact on stock prices. Larger datasets and

more powerful textual analysis methods have the potential to detect these dis-

tinct patterns of predictability. For example, we find that weekly news predicts

returns much longer than daily news.

Our dataset has a measure of the “tone” or sentiment of each news story.3

The story-specific sentiment measure allows us to distinguish the effect of news

publication from the effect of favorable or unfavorable news. The publication of

news may draw attention to a stock, inducing both rational and irrational trading.

This may affect the liquidity of the stock, and consequently change the expected

return. We show that stocks with news have different expected returns from

stocks without news. Controlling for this publication effect shows that positive

and negative news are incorporated into stock prices at different speeds.

Our empirical analysis uses 900,754 articles tagged with firm identifiers from

the Thomson-Reuters news system over the calendar years 2003 to 2010. Thom-

son Reuters provides a dataset of news sentiment called Thomson Reuters NewS-
3By contrast, Akbas, Boehmer, Erturk, and Sorescu (2013) use the observed stock return

to classify the tone of an article. The Ravenpack database used by von Beschwitz, Keim, and
Massa (2013) also uses sentiment analytics.
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cope Data (sentiment data). The dataset is broader and larger than many of the

datasets previously studied.4 The dataset identifies the time of the news story

(with millisecond resolution), the firm mentioned in the story, the headline of

the news story, the story ID, the relevance of the news article for the firm, the

staleness of a news item, and measures from a neural-network-based sentiment

engine. Thomson Reuters also provides a dataset called the Thomson Reuters

news archive (text data), which contains the time of the news story, the story ID,

the headline of the news story, and the full text of the news item. We match the

sentiment data with the text data using the timestamp and story ID for all the

items in the sentiment data and obtain a dataset that contains the text as well as

the respective probabilities for the article being positive, negative, and neutral.

We exclude news items linked to more than one article in the sample, to ensure

that this information did not appear in the sample before. We also exclude news

about firms that could not match to any ticker symbol in the CRSP dataset and

articles about firms with relevance scores below 35%.5

These stories are tagged by Thomson Reuters with several topic codes. The

appendix lists all topic codes with a brief descriptions and the proportion of news

articles being tagged with a particular topic code. The three most commonly used

topic codes are ‘STX’, ‘RES’, and ‘MRG’. The topic code ‘STX’ indicates addi-

tions and deletions from stock indices, new listings, delistings and suspensions; it

has been assigned to 13% of news articles in our sample. The topic code ‘RES’

indicates all corporate financial results, tabular and textual reports, dividends,

annual and quarterly reports; it has been assigned to 14% of news articles in
4The Thomson-Reuters sentiment dataset has also been used by Riordan, Storkenmaier,

Wagener, and Sarah Zhang (2013), (Leinweber and Sisk 2011) and (Healy and Lo 2011), among
others.

5Boudoukh et al (2013) show that relevant news affects stock returns more than irrelevant
news.

7



our sample. The topic code ‘MRG’ indicates mergers and acquisitions; it has

been assigned to 18% of news articles. Most of remaining topic codes indicate

economic news.

The Thomson Reuters sentiment engine first identifies parts of speech and

morphologically stems the words by matching each word to its root word. For

example, "gone," "went," and "goes" are all identified as "go." The sentiment engine

does shallow parsing whereby it identifies the subject of the sentence, and then

identifies words as adjectives, adverbs, intensifiers, nouns, and verbs. This lexical

identification is important for sentiment processing because certain phrases and

parts of speech tend to convey tone. The lexical identification also recognizes

negation, intensification, and verb resolution. The final sentiment classification

uses these features as inputs to a three-layer back-propagation neural network

classifier. The classifier was trained using a random sample of 3,000 triple-

annotated news articles spanning 14 months from December 2004 to January

2006. Analysts who analyze blogs and other outlets of public opinion annotated

the news articles. The annotation order was randomized so that manual annota-

tors would not have been able to anticipate stock returns from reading the news

articles. Given that the training sample was less than 1% of our data, the effect

of data-snooping is miniscule.6 The engine is described in greater detail in Sinha

(2016) and Infonic (2008).

===Insert Table 1 here====

Table 1 shows the average net sentiment (positive minus negative) is slightly

positive, at 2.4%. But Table 2 shows news is not uniformly distributed across

firms.
6Informal inspection of results indicates no significant difference in predictability in the

post-training period.
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===Insert Table 2 here====

Table 2 shows summary statistics for firms sorted by size. Firms in the largest

decile have frequent stories; 22.42 stories per week which exceeds three stories per

day. But the small firms are comparatively neglected in news coverage. Firms

in the smallest two deciles average less than one article per week, and more

than 90% of firms in the smallest three size deciles receive no news in a given

week. The greater news coverage of large firms ensures that small firms will not

dominate our news-based return strategies. This alleviates concerns that profits

are associated with exposure to illiquidity. Over the 10-year sample period, small

firms underperformed large firms; the smallest decile lost 0.14% per week, while

the largest decile gained 0.06% per week. The last column reveals a critical feature

relevant to our study of textual analysis. Firms that receive news coverage in a

given week have different average returns than typical firms of their size in the

subsequent week. Because these “no news” returns occur in the ensuing weeks,

they are not subject to a survivorship bias or short-term informational effect, as

in “the dog that didn’t bark.” The most dramatic difference occurs in the smallest

decile, where the average small firm lost 0.14% in a given week, but small firms

with news averaged 2.00% in the week following the news. Given that small

firms are often illiquid and costly to trade, the return differential between small

firms with and without news may not represent a profit opportunity. But it

documents that firms with news are distinctly different from firms without news.

When measuring the effect of news sentiment, it is important to control for the

existence of news.
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3 Predicting Returns

Our simplest test of news sentiment uses portfolios based on net sentiment, pos-

itive minus negative. In contrast to previous studies that use SEC filings or

periodic newspaper columns, our dataset has almost one million news stories,

sometimes with multiple stories about a particular firm. Therefore, we measure

the sentiment for a given firm as the average positive minus negative sentiment

on all stories about that firm in a formation period. Table 3 presents excess

returns on quintile spreads, i.e., the difference between returns on the highest

and lowest sentiment portfolios. The quintiles are formed daily on Day 0, and

returns are reported daily. We use quintiles instead of deciles or more selective

portfolios because many stocks do not have news results on any given day. Note

that we can interpret these excess returns as differences between returns in excess

of a benchmark market portfolio, consistent with the methodology of Brown and

Warner (1985). In particular, these excess returns difference out components due

to the risk-free rate or market return.

===Insert Table 3 here====

The contemporaneous returns on the Day 0 news release show economically

and statistically significant announcement day returns of 1.99%. This is quite

large for a single day return, and shows the impact of news on stock prices. Note

that average excess returns on the quintile spreads are invariably positive in the

10 days preceding the publication of news, usually with t-statistics exceeding 2.

This is expected, since news stories may lag events that affect stock prices. It

suggests that stock returns predict news, rather than the converse.

The more interesting result is the post-publication returns. The neural net-
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work produces returns of 0.17% on Day 1 and 0.04% on Day 2, both significant

at the 95% level. It appears that this method of textual processing predict stock

returns that are not immediately reversed. In particular, these returns do not

appear to be an artifact of bid-ask bounce or temporary liquidity imbalances.

===Insert Figure 1 here====

Figure 1 contrasts these methods by showing cumulative daily excess returns

for one quarter, or 63 business days, after the news date. The subsequent perfor-

mance is rather flat, suggesting that information is quickly absorbed into prices.

These daily results are consistent with previous findings with daily data. Tet-

lock, Saar-Tsechansky, and Macskassy (2008), Loughran and McDonald (2011),

and Lerman and Livnat (2010) all find predictability over event windows of 1 to

4 days, with varying degrees of reversal. This previous research used periodic

news columns and SEC filings. Those datasets typically have only one news item

per firm. In contrast, our dataset often has multiple news stories about firms

spread over several adjacent days. Given our dataset with frequent stories, daily

aggregation might not be the best choice.

===Insert Table 4 here====

Table 4, Panel A shows that the predictability changes dramatically when

decile portfolios are formed based on weekly news.7 The announcement week

decile spread produces an excess return of 3.75%. This number must be inter-

preted with caution, since the news stories may be published subsequent to a day

on which news actually caused high returns. But the subsequent weekly returns

are truly out-of-sample. The neural network predicts subsequent returns for 13
7We found similar results with biweekly and monthly aggregation.
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weeks after the new story release. Most of them are statistically significant at the

95% level, including a 0.21% return in Week 13. Figure 2 graphs the cumulative

returns from the weekly strategy. In contrast to the daily results of Figure 1, it

shows a persistent upward trend of profitability.

===Insert Figure 2 here====

It is conceivable that the large posts-news returns are compensation for expo-

sure to firm risk or characteristics. Two likely candidates are size and momentum.

As Table 2 shows, size is clearly negatively related to the volume of news sto-

ries. To the extent that size represents exposure to risk, or proxies for some other

anomalous return factors, it is useful to control for it. Momentum is an even more

related factor, because we have already shown that good news tends to be pre-

ceded by positive returns. Hence, the returns due to news might be a by-product

of Jegadeesh and Titman (1993) momentum factor. Therefore, Table 4 presents

two additional columns that control for size and momentum, respectively. In

each week, we assign firms to deciles based on their size or momentum. Then

instead of using firm returns, we use returns in excess of their size or momentum

categories. The results show that size and momentum not subsume the return

predictability of news.

This still leaves open the question of why weekly news formation predicts

returns for 13 weeks, while daily formation predicts returns for only two days.

There are two explanations for the striking improvement in predictability when

using weekly returns. One explanation is that some firms have multiple news

stories over different days within a week, and the predictability stems from the

information confirmation of these clustered news stories. Of the firms with news

in a given week, only 35% have more than one news story, and only 9% have
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more than two. These firms with multiple news stories tend to be larger than

firms with less news coverage. This explanation argues that this minority of firms

drives the profitability of weekly strategies.

===Insert Figure 3 here====

A second, more prosaic explanation is that the distribution of daily news is

quite variable over time. Figure 3 illustrates the higher volatility for daily news

sentiment by graphing the 20th and 80th percentiles of Thomson-Reuters news

sentiment based on daily and weekly news. It is clear that the thresholds for

daily quintile sentiment are quite volatile.8 Some days simply have little news, or

little news with strong sentiment, while others have an abundance of news with

strong positive or negative sentiment. At a few points, the daily 20th and 80th

percentile lines almost touch. The small difference between the 20th and 80th

percentile on such days means that firms with stories in the highest quintile of

sentiment on one day would be in the lowest quintile on an adjacent day. Clearly,

daily news sentiment is a noisy way of classifying firms based on sentiment. The

weekly cutoffs still show some variation but are much more stable over time.

===Insert Figure 4 here====

Table 4, Panel B reports the weekly decile returns for subsamples of firms that

have one and multiple news stories in Week 0. Both subsamples are profitable

in 12 of the 13 post-news weeks. The decile spread of firms with multiple news

stories is positive at the 95% level of significance in Week 11, whereas the decile

spread of firms with a single weekly news story is significantly positive at the 95%

level in Week 13. Figure 4 graphs the cumulative returns to these strategies over
8One can also see the news thresholds shrank after the Thomson-Reuters database was

expanded in 2005.
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13 weeks. It shows that the decile strategy based on firms with multiple weekly

news items is more profitable over the quarter, but both subsamples generate a

strong, profitable trend. These positive decile spreads based on weekly news are

quite different from the flat daily results in Figure 1.

4 News, Sentiment, and Earnings

The previous results show a delayed reaction to weekly news about firms. Specif-

ically, firms with good news over a one-week period subsequently outperform

firms with bad news over a one-week period. Portfolios formed on this basis earn

excess returns for up to 13 weeks.

However, this exercise does not completely disentangle the "news effect" from

the "sentiment effect". It is conceivable that the mere publication of news about

a firm affects its returns, regardless of the content or sentiment of the news. For

example, a news article with little new information might nevertheless make its

information common knowledge. Such a news story could resolve information

asymmetry and thereby change the liquidity of a market. Like the “dog that

didn’t bark”, the mere fact that articles were published or not published about

a firm contains information.

Another limitation of the decile spread results is that they do not reveal

whether the predictability stems from positive or negative news. For example,

Tetlock (2011) and Loughran and McDonald (2011) find that the preponderance

of return response stems from negative news. In addition, to gauge the distinct

effects of positive and negative news it is necessary to isolate the “news effect".

In order to compare the potentially dissimilar effects of positive and negative

news, we need to compare the effects to an appropriate return benchmark. The
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summary statistics in Table 2 show that firms without news have underperformed

firms with news over our sample period. Inclusion of those firms using a portfolio

methodology would bias the relative comparison of firms with different types of

news. Specifically, firms with news would appear to outperform firms without

news, regardless of the sentiment of the news, which would exaggerate the impact

of positive news while reducing the apparent effect of negative news. In order to

distinguish a publication effect from the quality of the information, and in order

to separately evaluate the effect of positive and negative news, we must use a

multivariate technique. This technique must separately measure the news effect,

the effect of positive sentiment in news, and the effect of negative sentiment in

news.

We use the cross-sectional regression technique of Fama and MacBeth (1973).

For a given lag k ranging from 0 to 13, we regress stock returns on sentiment

score

ri,t = αk,t + γk,t ∗ 1Ifnews,t−k
+ βk,t ∗ Positivei,t−k + δk,t ∗Negativei,t−k + εi,t (1)

where ri,t is the return on stock i in week t, 1Ifnews,t−k
is a dummy variable

for firms with news over the given lag k, and Positivei,t−k, Neutrali,t−k and

Negativei,t−k are the evaluation of sentiment in news articles published in the

lagged week. Following Fama (1976), we can interpret αk,t as the return on an

equally weighted portfolio of firms with no news at lag k. If “no news is good

news,” then αk,t will tend to be negative. However, the summary statistics show

that firms without news tend to underperform, so we expect this intercept to

be positive. The term γk,t represents the return premium for firms that have

neutral published news over firms with no news. The βk,t’s and δk,t’s represent
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excess returns on costless, well-diversified portfolios that have 100% net loadings

on positive or negative sentiment variables at a given lag.

===Insert Table 5 here====

Table 5 presents the average results of the regression coefficient time series,

along with time series t-statistics using the Reuters sentiment engine. The “no

news” intercept is negative at all lags, ranging from -1 basis point per week

to -6 basis points per week. While these average returns are not statistically

significantly different from zero, the consistently negative intercept shows that

firms without news performed poorly over the sample period.

The premium for neutral news is γk(t). It represents the weekly return pre-

mium of firms with 100% neutral news over firms with no news. The average

point estimates are positive at all non-zero lags, showing there is a positive ef-

fect of neutral news. The positive coefficient for neutral news contradicts the

well-known adage that “No News is Good News” popularized by Campbell and

Hentschel (1992).

If neutral news is good, then we should expect positive news to be even

better. The positive sentiment columns in Tables 5 confirm this intuition. The

contemporaneous (lag 0) effect ( β0) is positive and highly statistically significant

for all measures of sentiment. If news travels slowly, then good news should also

have a positive lagged effect. However, this does not appear to be the case.

The estimates for positive news in Table 5 are marginally significant at the 95%

level at the first weekly lag but are not statistically positive at further lags. The

subsequent point estimates are near zero and have different signs at higher lags.

It appears that the market quickly incorporates positive information into returns.

Negative news also has a strong immediate effect on returns. In addition, there
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is a strong lagged effect shown in Table 5. The influence of Reuters sentiment

is negative at all 13 lags, and the individual weeks are statistically significant at

the 95% level at lags 1 through 6 and at lag 10. The pattern echoes the findings

of Hong, Lim, and Stein (2000) that "bad news travels slowly". The findings are

not consistent with Pound and Zeckhauser (1990) who find that rumor is already

incorporated into prices.

===Insert Figure 5 here====

Figure 5 graphs cumulative coefficients from Table 5 for horizons ranging

from 1 week to 13 weeks. The figure illustrates the pattern of news impact

over different time periods. It shows that the effect of neutral news is small

but accumulates positively for a full quarter. The incremental effect of positive

sentiment is only positive for two or three weeks and then flattens out to negligible

levels. In contrast, the impact of negative sentiment continues to be strong

for the full 13 week period. Overall, neutral news, positive news, and negative

news have different patterns of predicting stock returns through time. These

findings demonstrate the importance of careful measurement of news sentiment

and the distinct patterns of return predictability for positive, negative and neutral

sentiment. The cross-sectional regression reinforces the portfolio results, which

also show that a neural network predicts stock returns. The persistent predictive

ability of negative Reuters sentiment is interesting in this regard. The findings

are consistent with short sale constraints that prevent a small informed minority

from fully impacting stock prices.

The previous section showed that abnormal returns persist when controlling

for size and momentum. These variables are strongly correlated with the quantity

and quality of news. Another relevant variable is earnings. In particular, Foster,
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Olsen, and Shevlin (1984) showed the existence of post-earnings-announcement

drift, i.e., abnormally high returns in response to unexpectedly high earnings.

The table of topic codes in the appendix shows that corporate financial results

are the second most common topic tag (RES) in the database, and forecasts of

financial results is the fourth most common topic (RESF). Even if news is not

specifically about earnings, we can expect it to be correlated with earnings. If

earning reports are a vehicle for quantifying and disseminating this news, then

we might expect the good news to affect prices around the release of earnings,

rather than before or after.

===Insert Table 6 here====

Table 6 addresses this issue by examining post-news returns relative to earn-

ings announcement. In a week subsequent to a news story, we divide firms into

three categories based on whether they have not yet announced earnings since the

news ("Pre-earnings"), firms that announce earnings in that week ("Earnings"),

and firms that have already announced earnings between the news release and

the current week ("Post-Earnings"). Then we form decile spreads based on news

sentiment within these three categories, as in Table 4. The Pre-earnings column

of Table 6 shows that news sentiment does not predict statistically significant

returns prior to firms’ next earnings announcement. The cumulative abnormal

return over 13 weeks in only 0.25%. To the extent that the Thomson Reuters

Sentiment measures information, it appears that this information is not incorpo-

rated in stock prices prior to the next earnings release. But the Earnings column

of Table 6 shows that quintile spread returns are mostly positive in earnings an-

nouncement weeks. Due to the smaller sample, the individual weeks are usually

not statistically significant, but the cumulative excess return over 13 weeks is a
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healthy 5.57%, with a t-statistic of 2.7. This reinforces the results of Bernard and

Thomas (1990) showing a delayed reaction to past earnings around subsequent

announcements. The Post-Earnings quintile spreads are smaller, but still posi-

tive at 1.83% through Week 13, with a t-statistic of 2.1. This is consistent with

the post-announcement earnings surprise anomaly of Foster, Olsen, and Shevlin

(1984). Table 6 suggests that earnings announcements act as a channel of price

discovery for information that was not immediately incorporated into stock prices

when published. Hendershott, Livdan, and Schürhoff (2015) show that institu-

tional trading anticipates news announcements. It is an open question whether

institutions exploit news around the earnings announcements as well.

5 Conclusion

This paper investigates the usefulness of textual processing for predicting stock

returns. We specifically use a neural network applied to a broad dataset of news

stories. The duration of stock return predictability depends on the temporal

aggregation of news. Predictability lasts only a few days when news is measured

over day. But when we aggregate news over a week, the predictability lasts for

up to a quarter year. The longer lasting predictability establishes that the effect

of news on prices is not merely due to transient sentiment or liquidity. Instead,

the deep textual analysis of the neural network appears to detect news that is

persistently under-incorporated into current stock prices.

This paper distinguishes the effect of news from the positive or negative senti-

ment of that news. It also finds a news-attention effect, where firms with neutral

news outperform firms without any news. Controlling for the news effect, this

paper shows that positive news affects stock prices within one week. However,
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negative news predicts low stock returns for up to one quarter. This is consistent

with short sale constraints that retard the incorporation of bad news. We find

that most of the delayed reaction to news occurs around subsequent earnings

announcements. This is consistent with earnings release and earnings-related

trading acting as a channel to incorporate information into stock prices.

Future research can further explore patterns of predictability. For example,

Chan (2003) found price reversals associated with returns that were unaccompa-

nied by news, and Tetlock (2011) found overreaction to stale news. Boudoukh,

Feldman, Kogan, and Richardson (2013) found differential response of returns

to different types of news, including a greater response to relevant news. Other

commercial products such as Ravenpack also analyze text. Comparison of return

patterns across different types of news may enhance our understanding of how

markets process information.
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6 Tables and Figures

Table 1: Characteristics of News Sentiment Variables

Sentiment variable Mean Standard
deviation

Thomson Reuters net sentiment 2.4% 39.0%
Thomson Reuters negative sentiment 27.5% 24.6%
Thomson Reuters positive sentiment 29.9% 21.7%

Notes: This table shows the average net firm sentiment (positive minus negative), positive sentiment and
negative sentiment for 900,754 articles using the Thomson-Reuters sentiment engine.
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Table 3: Long-Short Excess Return from a Portfolio Based on News Sentiment
on Day 0

Day after news TR quintiles
Mean t-statistics

-9 0.09% 6.0
-8 0.07% 4.5
-7 0.09% 5.9
-6 0.10% 6.3
-5 0.12% 7.4
-4 0.08% 4.7
-3 0.12% 6.9
-2 0.18% 10.8
-1 0.50% 22.4
0 1.99% 63.9
1 0.17% 9.8
2 0.04% 2.5
3 0.02% 1.2
4 0.04% 2.5
5 0.03% 1.6
6 0.06% 0.4
7 0.02% 1.1
8 0.01% 0.9
9 -0.02% -1.2
10 -0.00% 0.0

Notes: We sort all stocks on a day based on the news sentiment from a lagged day and take a long position in
the highest quintile (positive news stocks) and a short position in the lowest quintile (negative news stocks).
This table shows the average daily return and t-statistics on long-short portfolio from sentiment scores using
the Thomson-Reuters sentiment engine.
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Table 4: Weekly Returns from Long-Short Portfolio Based on News in Week 0.

(a) Panel A: Long-short excess returns from weekly portfolio for all stocks with news
Week after news Return t-statistics Momentum-adj return t-statistics Size-adj return t-statistics

0 3.75% 37.0 3.61% 41.9 3.62% 36.8
1 0.32% 3.9 0.31% 2.5 0.36% 2.5
2 0.20% 2.6 0.12% 1 0.20% 1.4
3 0.26% 3.6 0.22% 1.7 0.25% 1.8
4 0.10% 1.4 0.01% 0.1 0.02% 0.1
5 0.19% 2.6 0.13% 1 0.21% 1.5
6 0.14% 1.9 0.22% 1.8 0.25% 1.9
7 0.11% 1.5 0.00% 0 0.02% 0.2
8 0.08% 1.2 0.14% 1.1 0.19% 1.4
9 0.12% 1.6 0.23% 1.8 0.24% 1.8

10 0.21% 2.8 0.23% 1.6 0.22% 1.5
11 0.20% 2.9 0.29% 2.3 0.36% 2.6
12 0.01% 0.2 0.05% 0.4 0.06% 0.5
13 0.21% 2.6 0.27% 2.1 0.27% 2.0

(b) Panel B: Excess weekly returns from long-short portfolio by days of news in week
0.

Week after news One article t-statistics Multiple articles t-statistics
0 3.37% 41.08 4.22% 24.46
1 0.19% 3.13 0.48% 3.94
2 0.11% 1.98 0.21% 1.79
3 0.15% 2.92 0.21% 1.86
4 0.08% 1.29 -0.04% -0.36
5 0.09% 1.67 0.20% 1.85
6 0.09% 1.56 0.10% 1.00
7 0.12% 2.09 0.01% 0.14
8 0.06% 1.13 0.13% 1.24
9 0.08% 1.33 0.21% 1.88
10 0.11% 2.05 0.13% 1.17
11 0.11% 2.06 0.06% 0.64
12 -0.05% -0.99 0.07% 0.69
13 0.10% 1.69 0.25% 2.32

Notes: We sort all stocks in a week based on the news sentiment from Week 0 and take a long position
in the highest decile (positive news stocks) and a short position in the lowest decile (negative news stocks).
Panel A shows the average weekly return on long-short portfolio using sentiment scores using the Thomson
Reuters (Reuters) sentiment engine as well as returns adjusted for 26-week momentum and logarithm of market
capitalization. To control for momentum, we assign stocks to ten momentum deciles based on returns over past
26 weeks, and calculate the benchmark return for each momentum decile. For each stock, we then calculate
the excess return over its benchmark. Long-short returns are reported in excess of the benchmark return. We
similarly adjust for size. In Panel B, the One Article column shows the average excess return from a long-short
portfolio of stocks that had only one news article in week 0. The Multiple Articles column shows the excess
return from a long-short portfolio of stocks with more than one news article in week 0.
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Figure 1: Cumulative Daily News and Post-News Long-Short Quintile Returns
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Figure 2: Cumulative Weekly Post-News Long-Short Decile Returns
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Figure 3: Daily and Weekly Fractile Levels for Thomson-Reuters News Sentiment
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Figure 4: Cumulative Weekly Post-News Long-Short Quintile Returns
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Figure 5: Cumulative Weekly Average Cross-Sectional Regression Coefficients
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The figure plots the cumulative coefficients from Table 5 for horizons
ranging from one week to thirteen weeks. The table reports time
series average from the following regression. For a given lag k ranging
from 0 to 13, we regress stock returns on sentiment ratings

ri(t) = αk(t)+γk(t)∗1Ifnews(t−k)+βk(t)∗Positivei(t−k)+δk(t)∗Negativei(t−k)+εi(t)

where ri(t) is the return on stock i in week t, 1Ifnews(t−k) is a dummy
variable for firms with news over the lag k, and Positivei(t− k), and
Negativei(t−k) are the evaluation of positive and negative sentiment
in news article published in the lagged week k.
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