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#### Abstract

Newton's method plays a central role in the development of numerical techniques for optimization. In fact, most of the current practical methods for optimization can be Flewed as variations on Newton's method. It is therefore important to understand Newton's nethod as an algorithm in its own right and as a key introduction to the most recent ideas in this area. One of the aims of this expository paper is to present and analyze two main approaches to Newton's method for unconstrained minimization: the line search approach and the trust region approach. The other aim is to present some of the recent developments in the optimization field which are related to Newton's method. In particular, we explore several variations on Newton's method which are appropriate for large scale problems, and we also show how quasi-Newton methods can be derived quite naturally from Newton's method.
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## 1. Intraduction.

Many fundamental probiems in science, engineering, and economics can be phrased in terms of minimizing a scalar valued function of several variables. Problems that arise in these practical settings usually have constraints placed upon the variables. Special techniques are required to handle these constraints but eventually the numerical techniques used must rely upon the efficient solution of unconstrained minimization problems.

Newton's method plays a central role in the development of numerical techniques for optimization. One of the reasons for its importance is that it arises very naturally from considering a Taylor approximation to the function. Because of its simplicity and wide appicability. Newton's method remains an impurtant tool for solving many optimization problems. In fact, most of the current practical methods for optimization (e.g. quasi-Newton methods) can be viewed as variations on Newton's method. It is therefore important to understand Newton's method as an algorithm in its own right and as a key introduction to the most recent ideas in this area.

One of the aims of this paper is to present and ann'yze two main approaches to Newton's method for unconstrained miniruization: the line search approach and the truat region approach. The other aim is to present some of the recent developments in the optimization field which are related to Newton's method. In particular, we explore several variations on Newton's method which are appropriate for large scale problems, and we also show how quasi-Newton methods can be derived quite naturall! from Newton's method.

We assume famillarity with somse of the basic notions from computational Hnear algebra (see, for example, Siewart [1973]), and the calculus of functions of several variables (see, for examfie, Chapter 7 of Bartle [1978] or Chapter 3 of

[^0]Ortega and Rheinboldt [1970]), but otherwise the background nesessary for this paper is minimal. We begin our development by reviewing some standard definitions and results.

Given a function $f: R^{n} \rightarrow R$ defined in an open set $D$, the unconstrained minimization prculem is to find $x^{\circ} \in D$ such that

$$
\begin{equation*}
f\left(x^{\circ}\right) \leq f(x), \quad x \in N\left(x^{\circ}\right) \tag{1.1}
\end{equation*}
$$

for some open neighborhood $N\left(x^{*}\right)$ of the local minimizer $x^{*}$. If $x^{*}$ is the only minimizer of $f$ in $N\left(x^{\circ}\right)$ then $x^{\circ}$ is an isolated minimizer of $f$. If $N\left(x^{\circ}\right)$ is all of $D$ then $x^{*}$ is a global minimizer of $f$ in $D$.

The properties of local minimizers are better understood if we focus our attention on a reasonable class of functions. For our purposes, it is reasorable to assume that $f$ is twice continuously differentiable. Under this assumption, the properties of local minimizers can be expressed in terms of the quedratic function

$$
\psi(w)=\nabla f(x)^{T} w+Y_{2} w^{T} \nabla^{2} f(x) w
$$

where $\nabla f(x)$ is the gradiant of $f$ at $x$ and $\nabla^{e} f(x)$ is the Hessian matrix of $f$ at $x$. Recall that the $i$-th component of the gradient is $\partial_{i} f(x)$ and that the ( $i, j$ ) element of the Hessian matrix is $\partial_{i, j} f(x)$. Since

$$
\begin{equation*}
f(x+w)=f(x)+\psi(w)+o\left(\|w\|^{2}\right) \tag{1.2}
\end{equation*}
$$

the quadratic $\psi$ is the local quadratic model at $x$ of the possible reduction in $f$. Unless otherwise stated, in this paper $\|\cdot\|$ is the Euclidean norm on $R^{n}$, or the induced operator norm.
Theorem (1.3). Let $f: R^{n} \rightarrow R$ be twice continuously differentiable in an open set D. If $x^{\circ} \in D$ is a local minimizer of $f$ then $\nabla^{\prime} f\left(x^{\circ}\right)=0$ and $\nabla^{0} f\left(x^{\circ}\right)$ is positive semidefinite. If $\nabla f\left(x^{*}\right)=0$ and $\nabla^{0} f\left(x^{\circ}\right)$ is positive definite for some $x^{*} \in D$. then $x^{\circ}$ is an isolated local mininnizer of $f$.
Proof: Let $\psi$ be the local quadratic model at $x^{*}$ of the possible reduction in $f$. If $x^{*}$ is a local minimizer for $f$ then (1.2) shows that

$$
0 \leq \psi(a p)+o\left(\alpha^{2}\right)=a \nabla f\left(x^{0}\right)^{\Gamma} p+\alpha^{2} p^{T} \nabla^{\ell} f\left(x^{0}\right) p+o\left(a^{2}\right)
$$

for each $p \in R^{n}$ and all a sufficiently small. This implies that $\nabla f\left(x^{\circ}\right)^{\boldsymbol{T}} p=0$ and that $p^{\boldsymbol{T}} \nabla^{2} f\left(x^{\circ}\right) p \geq 0$. Since $p$ is arbitrary, we must conclude that $\nabla f\left(x^{0}\right)=0$ and that $\nabla^{\ell} f\left(x^{\circ}\right)$ is positive semidefinite. On the other hand, if $\nabla f\left(x^{\circ}\right)=0$ and $\nabla f\left(x^{\circ}\right)$ is positive definite then

$$
v(w)=k_{2} w^{T} \nabla^{e} \rho\left(x^{\circ}\right) w \geq k_{\lambda}\|w\|^{\mathbb{R}} .
$$

where $\lambda>0$ is the smallest elgenvalue of $\nabla^{\circ} f(x 9$. Now it follows from (1.2) that
$x^{*}$ must be an isolated local minimizer for $f$.-
A point $x^{\bullet} \in R^{n}$ such that $\nabla f\left(x^{\circ}\right)=0$ is a critical point of $f$. Critical points can be divided into local minimizers, local maximizers, and saddle points. Theorem (1.3) shows, in particular, that if $x^{\circ}$ is a critical point of $f$ and $\nabla^{2} f\left(x^{\circ}\right)$ is indefinite then $x^{*}$ is a saddle point of $f$. If, however, $\nabla^{2} f\left(x^{\circ}\right)$ is semidefinite and singular then Theorem (1.3) does not provide any information on the nature of the critical point. This gap between the necessary and sufficient conditions of Theorem (1.3) is illustrated by the 2 -dimensional function

$$
f\left(\xi_{1}, \xi_{2}\right)=\xi_{1}^{\mathrm{S}}+\xi_{2}^{2} .
$$

Note that $(0,0)$ is a critical point of $f$ and that the Hessian matrix at $(0,0)$ is positive semidefinite. However, ( 0,0 ) is a saddle point of $f$ and not a local minimizer.

Algorithms for the unconstrained minimization of a function $f: R^{n} \rightarrow R$ are usually descent methods. Given an initial starting point $x_{0}$, a descent method generates a sequence of approximations $\left\{x_{k}\right\}$ to a local minimizer with the property that

$$
\begin{equation*}
f\left(x_{k+1}\right)<f\left(x_{k}\right), \quad k \geq 0 . \tag{1.4}
\end{equation*}
$$

This descent condition alone is not sufficient to guarantee that the iterates $\left\{x_{k}\right\}$ approach a local minimizer. Stronger conditions are required to actually force the sequence into a neighborhood of a local minimizer. Once the iterates are in such a neighborhood, descent methods usually allow a rapidly convergent local method to determine the iterates. In this paper, the local method is Newton's iteration

$$
x_{k+1}=x_{k}-\nabla^{e} f\left(x_{k}\right)^{-1} \nabla f\left(x_{k}\right) . \quad k \geq 0 .
$$

and our concern here is with modincations to this local method that will provide a general purpose algorithm.

An algorithm that is designed for general use should be analyzed as thoroughly as possible. The purpose ot a convergence analysis is to predict the behavior of the sequences produced by the algorithm. This involves establishing properties of limit points and rates of convergence. These features, together with requirements of storage and computational effort, aid in the selection of an algorithm for a specific application. At the very least, we expect an unconstrained minimization algorithm to produce sequences which satisfy

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \nabla f\left(x_{k}\right)=0 . \tag{1.5}
\end{equation*}
$$

This condition guarantees that any limit point $x^{*}$ of $\left\{z_{n}\right\}$ is a critical point of $f$. for algorithms which only use gradient information this is all that can be
expected. If an aigorithm requires Hessian information, then it is reasonable to expect that the second order necessary conditions of Theorem (1.3) will be satisfied. This can be done by ensuring that

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \inf \lambda_{1}\left(\nabla^{2} f\left(x_{k}\right)\right) \geq 0, \tag{1.6}
\end{equation*}
$$

where $\lambda_{1}(A)$ is the smallest eigenvalue of a symmetric matrix $A$. If (1.5) and (1.6) hold then any limit point $x^{*}$ of $\left\{x_{k}\right\}$ satisfies the necessary conditions of Theorem (1.3).

In the remainde: of this paper we shall derive Newton's method in its basic form and then introduce various modifications which have been devised to ensure that (1.4), (1.5), and (1.6) are satisfied by the sequences $\left\{x_{k}\right\}$ produced by the method. Techniques for forcing convergence from poor starting points is the subject of two sections. We discuss line search methods and trust region methods in Sections 4 and 5, respectively. Both approaches are important and can be applied to other optimization problems. Variations on Newton's method are discussed in Sections 6 and 7 . Since the techniques for forcing strategies are all designed to bring the sequence into a neighborhood of a local minimizer and then switch automatically to Newton's method, it is most appropriate to begin, in Section 2, with a discussion of the unmodified local algorithm.

It will be worthwhile to have a specific problem in mind in order to appreciate some of the concerns we express with respect to implementation of the methods. The problem we consider is the simplest problem in the calculus of variations. An excellent introduction to this problem may be found in Fleming and Rishel [1975]. The problem is to minimize the functional

$$
\begin{equation*}
J(u)=\int_{0}^{1} L(\tau, u, \dot{u}) d \tau \tag{1.7}
\end{equation*}
$$

over the set $W$ of piecewise continuously differentiable functions $u$ on the interval $[0,1]$ with specified endpoints $u(0)$ and $u(1)$. We assume that $L$ is twice continuously differentiable. Two classical problems of this form are the brachistochrone for which $L(\tau, u, v)=(u-\alpha)^{*}(1+v)^{k}$ for some constant $\alpha$, and the minimal surface of revolution for which $L(\tau, u, v)=\boldsymbol{u}(1+\nu)^{\text {h/ }}$. An accessible introduction to the many applications related to the minimization of $J$ may be found in Smith [1974].

The solution techniques available for minimizing $J$ directly ere very limited. In most practical settings one would almost surely need to resort to numerical techniques. One such technique is to discretize the continuous problem and then construct an approximate solution by solving the discrete problem. To see how this might be accomplished, consider a family of $n$-dimensional subspaces $\omega_{n} \subset W$. If $\left\{\varphi_{k}\right\}$ is a basis for $\omega_{n}$, then we can determine the minimum of $J$ on
$W_{n}$ by setting

$$
f(x)=f\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right) \equiv J\left(\sum_{k=1}^{n} \xi_{k} \varphi_{k}\right),
$$

and minimizing $f$. If Newton's method is used to minimize $f$, then we must be able to compute $\nabla f$ and $\nabla^{\ell} f$. These derivatives can be computed by noting that the $i$-th component of $\nabla f$ is

$$
\theta_{i} f(x)=\int_{0}^{1}\left[\left(\partial_{2} L\right) \varphi_{i}+\left(\partial_{3} L\right) \dot{\varphi}_{i}\right) d \tau .
$$

and that the $(i, j)$ element of the Hessian $\nabla^{\ell} f(x)$ is

$$
\partial_{i, j} f(x)=\int_{0}^{1}\left(\left(\partial_{2,2} L\right) \varphi_{i} \varphi_{j}+\left(\partial_{2, s} L\right)\left(\varphi_{i} \dot{\varphi}_{j}+\dot{\varphi}_{i} \varphi_{j}\right)+\left(\partial_{3,3} L\right) \dot{\varphi}_{i} \dot{\varphi}_{j}\right) d \tau
$$

where the partial derivatives of $L$ are all evaluated at $(\tau, u(\tau), \dot{u}(\tau))$ and

$$
\begin{equation*}
u(\tau) \equiv \sum_{k=1}^{n} \xi_{k} \varphi_{k}(\tau) \tag{1.8}
\end{equation*}
$$

Once a solution $x^{\circ}$ is found, the components of $x^{\circ}$ can be used in (1.8) to construct an approximate minimizer $u_{n}^{0}$ of $J$. Some analysis must be carried out to ensure that $u_{n}^{*}$ is near a minimizer of $J$. An introduction to the type of analysis that is necessary may be found in Daniel [1971]. We shall only be concerned with the firite dimensional minimization process that occurs once $n$ and a particular basis is selected.

In principle this is all that is required to apply Newton's method to $f$. However, some important practical considerations remain. First of all, a reasonable starting point $x_{0}$ may be difficult to provide so it becomes important to have an algorithm which converges from arbitrary starting points. Also, since the dimension of the approximating subspace $W_{n}$ must increase in order to guarantee that $u_{n}^{*}$ is close to a minimizer of $J$. it may be necessary to solve large dimensional problems. This means that the storage of the Hessian and that solutions of linear nystems involving the Hessian matrix may become prohibitively costly. There is also the matter of evaluating the integrals to sufficient accuracy as well as the concern over how inaccuracies might affect the performance of the optimization algorithm. We shall take up some of these problems in this paper.

## 2. The local Algorithm.

Newton's method can be studied from a local point of view in which we assume that the starting point $x_{0}$ is close to a local minimizer. This point of view is helpful because it provides information about the ultimate behavior of Newton's method. In Sections 4 and 5 we shall study Newton's method from a
global viewpoint.
Let $f: R^{n} \rightarrow R$ be a twice continuously differentiable function. Nrwton's method for the unconstrained minimization problem can be derived by assuming that we have an approximation $x_{k}$ to a local minimizer of $f$ and that in a neighborhood of $x_{k}$ the approximation

$$
f\left(x_{k}+w\right) \approx f\left(x_{k}\right)+\psi_{k}(w)
$$

is appropriate, where

$$
\psi_{k}(w)=\nabla f\left(x_{k}\right)^{r} w+\nmid w^{w} w^{T} \nabla^{R} f\left(x_{k}\right) w
$$

is the local quadratic model at $x_{k}$ of the possible reduction in $f$. If this approximation is appropriate, then a presumably better approximation $x_{k+1}=x_{k}+s_{k}$ can be found by requiring that the step $s_{k}$ be a minimizer of $\psi_{k}$. Theorem (1.3) shows that $s_{k}$ must then satisfy

$$
\nabla \psi_{k}\left(s_{k}\right)=\nabla f\left(x_{k}\right)+\nabla^{2} f\left(x_{k}\right) s_{k}=0
$$

Thus Newton's method takes an approximation $x_{0}$ and attempts to improve it through the iteration

$$
\begin{equation*}
x_{k+1}=x_{k}-\nabla^{2} f\left(x_{k}\right)^{-1} \nabla f\left(x_{k}\right), \quad k \geq 0 . \tag{2.1}
\end{equation*}
$$

Note that in this derivation the only restriction on the step $s_{k}$ is that it satisfy the system of linear equations $\nabla \psi_{k}(w)=0$. In other words, we only require that $\delta_{k}$ be a critical point of $\psi_{k}$. As a consequence, the Newton iteration (2.1) has the same behavior in the neighborhood of any critical point of $f$ regardless of its type. This seems undesirable since we would like our algorithms to have a predilection towards local minimizers.

As it turns out, however, this behavior is just a consequence of the fact that Iteration (2.1) is Newton's method for the solution of the system of nonlinear equations $\nabla f(x)=0$. Since the local properties of iteration (2.1) only depend on the mapping $F(x)=\nabla f(x)$, let us consider Newton's method in this more general setting.

Let $F: R^{n} \rightarrow R^{n}$ be a mapping with range and domain in $R^{n}$ and consider the problem of finding the solution to the system of $n$ equations in $n$ unknowns $F(x)=0$, or equivalently,

$$
f_{i}\left(\xi_{1}, \cdots, \xi_{n}\right)=0, \quad 1 \leq i \leq n .
$$

where $f_{i}$ is the $i$-th component function of $F$. Newton's method for this problem can be derived by assuming that we have an approximation $z_{k}$ to the solution of the system of nonlinear equations $F(x)=0$, and that in a neighborhood of $x_{k}$ the approximation

$$
F\left(x_{k}+w\right) \approx I_{k}(w) \equiv F\left(x_{k}\right)+F^{\prime \prime}\left(x_{k}\right) w
$$

is appropriate where $F^{\prime}(x)$ is the Jacobian matrix of the mapping $F$ at $x$. The next approximation $x_{k+1}=x_{k}+s_{k}$ can then be obtained by requiring that the step $s_{k}$ satisfies the system of linear equations $L_{*}(w)=0$. Thus Newton's method attempts to improve $x_{0}$ by the iteration

$$
\begin{equation*}
x_{k+1}=x_{k}-F^{\prime}\left(x_{k}\right)^{-1} F\left(x_{k}\right), \quad k \geq 0 \tag{2.2}
\end{equation*}
$$

In comparing iterations (2.1) and (2.2), note that (2.1) is a special case of the Newton iteration (2.2) applied to mapping $F(x)=\nabla f(x)$. Because of this relationship, it suffices to study the local behavior of iteration (2.2). The most important aspects of this local behavior are summarized in the following two theorems.

Theorem (2.3). Let $F: R^{n} \rightarrow R^{n}$ be a continuously differentiable morpping defined in an open set $D$, and assume that $F\left(x^{\circ}\right)=0$ for some $x^{\circ}$ in $D$ and that $F^{\prime \prime}\left(x^{\circ}\right)$ is nonsingular. Then there is an open set $S$ such that for any $x_{0}$ in $S$ the Newton derates (2.2) are well defined, remain in $S$, and converge to $x^{\circ}$.
Proot: Let $\alpha$ be a fixed constant in (0,1). Since $F^{\prime \prime}$ is continuous at $x^{\circ}$ and $F^{\prime \prime}\left(x^{\circ}\right)$ is nonsingular, there is an open ball $S \pm\left\{x:\left\|x-x^{*}\right\|<\varepsilon\right\}$ and a positive constant $\mu$ such that

$$
\left\|F^{\prime \prime}(x)^{-1}\right\| \leq \mu, \quad\left\|F^{\prime}(y)-F^{\prime \prime}(x)\right\| \leq \frac{a}{\mu}
$$

for every $x$ and $y$ in $S$. Suppose that $x_{k} \in S$. Since $x_{k+1}$ satisfies (2.2) and $F\left(x^{\circ}\right)=0$ we have that

$$
x_{k+1}-x^{0}=-F^{\prime \prime}\left(x_{k}\right)^{-1}\left(F\left(x_{k}\right)-F\left(x^{0}\right)-F^{\prime \prime}\left(x_{k}\right)\left(x_{k}-x^{0}\right)\right),
$$

and hence

$$
\left\|x_{k+1}-x^{0}\right\| \leq \mu\left\|F\left(x_{k}\right)-F\left(x^{0}\right)-F^{\prime \prime}\left(x_{k}\right)\left(x_{k}-x^{0}\right)\right\| .
$$

Now, the fundarnental theorem of integral calculus implies that

$$
F\left(x_{k}\right)-F^{\prime}\left(x^{0}\right)-F^{\prime}\left(x_{k}\right)\left(x_{k}-x^{0}\right)=\int_{0}^{1}\left[F^{\prime \prime}\left(x^{0}+\xi\left(x_{k}-x^{0}\right)\right)-F^{\prime}\left(x_{k}\right)\right]\left(x_{k}-x^{0}\right) d \xi .
$$

and hence,

$$
\begin{equation*}
\left\|x_{k+1}-x^{\bullet}\right\| \leq \mu\left\{\max _{0 \leq i \leq 1}\left\|P^{\prime \prime}\left(x^{0}+\xi\left(x_{k}-z^{0}\right)\right)-F^{\prime}\left(x_{m}\right)\right\|\right\}\left\|x_{k}-x^{*}\right\| \tag{2.4}
\end{equation*}
$$

Thus,

$$
\left\|s_{n+1}-z^{\circ}\right\| \leq a\left\|s_{n}-z^{\circ}\right\|
$$

as long as $x_{k} \in S$. Since $\alpha<1$, this last inequality implies that if $x_{0} \in S$ then $x_{k} \in S$ for $k=1,2, \ldots$, and that $\left\{x_{k}\right\}$ converges to $x^{*}$. -

Theorem (2.3) states that Newton's method is locally convergent in the sense that if the starting point $x_{0}$ is sufficiently close to a solution $x^{*}$ then Newton's method converges to $x^{*}$. Unfortunately, for many important problems the domain of attraction $S$ guaranteed by Theorem (2.3) is quite small, and much research has gone into developing techniques to overcome this weakness of Newton's method. For systems of nonlinear equations this is a particlearly active field, and much interest has been generated by the recent global Newton methods. For an account of some of this work see, for example, Keller [1978]. For the unconstrained minimization problem, the situation is in mush better shape, and we examine two main approaches to globalizing Newton's method in Sections 4 and 5.

Although Theorem (2.3) is undeniably important, it does not tell the full story. It is not enough to know that a sequence converges if the rate is so slow that that we could not afford to see it converge. Generally, when analyzing an iterative method we are also interested in saying as much as possible about the expected rate of convergence of a sequence produced by the method. A reasonable optimization algorithm should be able to generate linearly convergent sequences $\left\{x_{k}\right\}$ in the sense that

$$
\begin{equation*}
\left\|x_{k+1}-x^{\bullet}\right\| \leq \alpha\left\|x_{k}-x^{*}\right\|, \quad k \geq 0, \tag{2.5}
\end{equation*}
$$

for some constant $\alpha$ in ( 0,1 ). If $\alpha$ is small then (2.5) is adequate, but if $\alpha$ is close tc unity, say $\alpha \geq 0.9$, then (2.5) is not reassuring.

For many optimization algorithms which use second order information, it is possible to establish a stronger result than (2.5). A sequence $\left\{x_{k}\right\}$ converges quadratically to $x^{*}$ if

$$
\begin{equation*}
\left\|x_{k+1}-x^{*}\right\| \leq \beta\left\|x_{k}-x^{*}\right\|^{2}, \quad k \geq 0 . \tag{2.6}
\end{equation*}
$$

for some constant $\beta>0$. Since

$$
\frac{\left\|x_{x+1}-x^{\bullet}\right\|}{\left\|x^{\bullet}\right\|} \leq\left(\beta\left\|x^{\bullet}\right\|\right)\left(\frac{\left\|x_{k}-x^{\bullet}\right\|}{\left\|x^{\bullet}\right\|}\right)^{2} .
$$

quadratic convergence implies that the number of significant digits of $x_{k}$ as an approximation to $x^{*}$ double at each iteration. Typically, as soon as two vignificant digits are obtained, the next three iterations will produce roughly sixteen significant digits.

There is a middle ground between (2.5) and (2.6). A sequence $\left\{x_{n}\right\}$ converges superlineariy to $x^{\circ}$ it

$$
\begin{equation*}
\left\|x_{n+1}-x^{\bullet}\right\| \leq \beta_{k}\left\|x_{n}-x^{\bullet}\right\|, \quad k \geq 0, \tag{2.7}
\end{equation*}
$$

for some sequence $\left\{\beta_{k}\right\}$ which converges to zero. It should be clear that a superlinearly convergent seqcence is linearly convergent, and that a quadratically convergent sequence is superlinearly convergent. Also note that since

$$
\left|\left\|x_{k+1}-x_{k}\right\|-\left\|x_{k}-x^{\bullet}\right\|\right| \leq\left\|x_{k}-x^{\bullet}\right\| .
$$

it follows that

$$
\lim _{k \rightarrow+\infty} \frac{\left\|x_{k+1}-x_{k}\right\|}{\left\|x_{k}-x^{\circ}\right\|}=1
$$

when $\left\{x_{k}\right\}$ converges superlinearly to $x^{\bullet}$. This is an important property because it implies that $\left\|x_{k+1}-x_{k}\right\|$ can be used to estimate the distance of $x_{k}$ from $x^{*}$.

An iterative method is assigned a rate of convergence if it is possible to show that every convergent sequence produced will have at least this rate. Usually reasonable restrictions are imposed upon the domain of application for a method in order to obtan a useful assessment of this rate. Newton's method is usually quadratically convergent as we now demonstrate.
Theorem (2.8). Let $F: R^{n} \rightarrow R^{n}$ satisfy the assumptions of Theorem (2.3). Then the sequence $\left\{x_{k}\right\}$ produced by iteration (2.2) converges superlinearly to $x^{*}$. Moreover, if

$$
\begin{equation*}
\left\|F^{\prime \prime}(x)-F^{\prime \prime}\left(x^{*}\right)\right\| \leqslant \kappa\left\|x-x^{*}\right\|, \quad x \in D_{1} \tag{2.9}
\end{equation*}
$$

for some constant $\kappa>0$ then the sequence converges quadratically to $x^{*}$.
Proof: Convergence of the sequence $\left\{x_{k}\right\}$ was established in Theorem (2.3), so it only remains to establish the rate of convergence. To this end define

$$
\beta_{k} \equiv \mu\left\{\max _{0 \leq \xi \leq 1}\left\|F^{\prime \prime}\left(x^{*}+\xi\left(x_{k}-x^{*}\right)\right)-F^{\prime}\left(x_{k}\right)\right\|\right\}
$$

and assume that $x_{0} \in S$ with $\mu$ and $S$ defined in the proof of Theorem (2.3). The hypothesis on $F^{\prime \prime}$ at $x^{\circ}$ and the convergence of the sequence to $x^{\circ}$ implies that $\left\{\beta_{k}\right\}$ converges to zero. Since inequality (2.4) shows that

$$
\left\|x_{k+1}-x^{\bullet}\right\| \leq \beta_{k}\left\|x_{k}-x^{\bullet}\right\| .
$$

this proves that $\left\{x_{k}\right\}$ converges superlinearly to $x^{\circ}$. Moreover, if (2.9) holds then

$$
\beta_{k} \leq 2 \mu \kappa\left\|x_{k}-x^{\bullet}\right\| .
$$

and hence $\left\{x_{k}\right\}$ converges quadratically to $x^{*}$. -
Note that the Lipschitz condition (2.9) is necessary in order to guarantee that Newton's method is quadratically convergent. For example, Newton's method applied to the 1 -dimensional problem defined by

$$
f(\xi)=\xi[1+\log (|\xi|)], \quad \xi \neq 0, \quad f(0)=0
$$

is precisely superlinearly convergent at $\xi^{\circ}=0$; that is, if $\left\{\xi_{k}\right\}$ is a sequence generated by Newton's method, then the ratio

$$
\frac{\left|\xi_{k+1}\right|}{\left|\xi_{k}\right|^{1+\rho}}
$$

is unbcunded for any $\rho>0$.
Rate of convergence results are sometimes used to compare algorithms by claiming that the superior algorithm is the one with the highest rate of convergence. Claims of this type should be made with care because these results are asymptotic and thus it is usually not possible to establish the magnitude of the constants that appear in expressions like (2.5). (2.6) and (2.7). Moreover, rate of convergence results do not measure the work necessary to compute $x_{k+1}$ from $x_{k}$, and in many cases this information is decisive in the choice of algorithm. For example, consider the class of quasi-Newton methods as described in Section 7. Sequences generated by these methods are known to be superlinearly convergent, and usually not quadratically convergent. However, since they do not require the computation of the Hessian matrix, quasi-Newton methods are often regarded as being superior to the quadratically convergent Newton methods.

## 3. Properties of Quadratic Punctions.

Quadratic functions play an important role in the development of algorithms for optimiza: . problems. For example, we have seen in Section 2 that in a neighborhood of a local minimizer of a function $f: R^{n} \rightarrow R$, Newton's method can be derived by requiring that the step be the minimizer of the local quadratic model

$$
\begin{equation*}
\psi_{k}(w)=\nabla f\left(x_{k}\right)^{\Gamma} w+Y_{2} v^{\Gamma} \nabla^{2} f\left(x_{k}\right) v_{\nu} \tag{3.1}
\end{equation*}
$$

of the expected reduction in $f$. It is therefore important to understand the properties of quadratic functions and to provide numerically stable algorithms for minimizing them.

Our first result completely describes the unconstrained minimization of quadratic functions.
Lemma (3.2). Let $\psi: R^{n} \rightarrow R$ be the quadratic function

$$
\begin{equation*}
\psi(w)=g^{T} w+y_{2} w^{T} B w \tag{3.3}
\end{equation*}
$$

where $g \in R^{n}$ and $B \in R^{n \times n}$ is a symmetric matrix.
a) The quadratic $\psi$ has a minimum if and only if $B$ is positive semidefinite and $g$ is in the range of $B$.
b) The quadratic $\psi$ has a unique minimizer if and only if $B$ is positive definits.
c) If $B$ is positive semidefinite then every solution to the equation $B p=-g$ is a global minimizer.

Proof: Suppose $B$ is positive semidefinite with $g$ in the range of $B$. Then $B p=-g$ has a solution, and thus

$$
\begin{equation*}
\psi(p+w)=\psi(p)+(B p+g)^{r^{2}} w+y_{2} w^{r} B w=\psi(p)+y_{2} w^{r} B w \geq \psi(p) \tag{3.4}
\end{equation*}
$$

for every $\boldsymbol{w} \in R^{n}$. On the other hand, if $p$ is a minimizer of $\psi$ then Theorem (1.3) implies that $B p+g=\nabla \psi(p)=0$, and that $B=\nabla^{e} \psi(p)$ is positive semidefinite. To establish b) and c) note that (3.4) holds whenever $B p=-g$ and $B$ is positive sernidefinite, and that strict inequality holds for $w \neq 0$ if and only if $B$ is positive deflnite.

Given the quadratic $\psi$, there is an excellent numerical procedure for finding its minimizar. First an attempt is made at computing the Cholesky factorization of $B$. This factorization exists if and only if $B$ is pusitive semidefinite, and in this case it leads to an upper triangular matrix $R$ such that

$$
B=R^{\tau} R
$$

If a negative diagonal is encountered during the factorization process, then $B$ is not positive semidefinite and hence lemma (3.2) shows that the quadratic $\psi$ has no minimum. If the factorization is successful and $R$ is nonsingular, then the minimizer is computed by solving the system $B p=-g$, or equivalently.

$$
R^{r_{v}}=-g, \quad R_{p}=v
$$

If the factorization is successful but $R$ is singular then $B$ is jositive semidefinite and singular. It still may be possible to compute a solution $p$, but from a numerical point of view, this computation is unstable because arbit rarily small perturbations can transform $B$ into a positive definite matrix or ar indefinite matrix.

Theorem (1.3) shows that in a neighborhood of a local minimizer of $f$, we can expect the Hessian matrix to be positive definite and then Lomms (3.2) shows that the local quadratic model (3.1) has a unique minimizer. Thus, in this case, the minimizer of the local quadratic model is a reasonable step for a minimization algorithm. However, away from a local minimizer the Hessian matrix $\nabla^{\boldsymbol{e}} f(x)$ may have a negative eigenvalue and then Lemma (3.2) tells us that this local quadratic model does not have a minimum. In fact, the model is not even bounded below. There are several remedies to this dificulty. One possibility is to modify the quadratic model by adding a positive semidetinite matrix
$\boldsymbol{E}(\boldsymbol{x})$ so that

$$
\nabla^{2} f(x)+E(x)
$$

is positive definite. When $B$ is replaced by this matrix the step calculation can proceed as described above. An algorithm based upon this step calculation is described in Section 4.

Another possible remedy is to restrict the region in which we assume that the local quadratic model is appropriate. Locally the model still provides an excellent approximation to the expected reduction in $f$, so it is reasonable to restrict $\psi$ to a ball $\{w:\|w\| \leq \Delta\}$ for some $\Delta>0$, and to compute a step as the minimizer of $\psi$ on this ball. An algorithm based upon this step calculation is described in Section 5. The following result characterizes the solutions to the problem of minimizing a quadratic funcion on this restricted region.

Lemma (3.5). Let $\psi: R^{n} \rightarrow R$ bs the quadratic function (3.3) and let $A>0$ be given. A point $p \in R^{n}$ solves the problem

$$
\begin{equation*}
\min \{\psi(w):\|w\| \leq \Delta\} \tag{3.6}
\end{equation*}
$$

if and only if there is $\lambda \geq 0$ such that

$$
\begin{equation*}
(B+\lambda) p=-g, \quad \lambda(\Delta-\|p\|)=0, \tag{3.7}
\end{equation*}
$$

ulth $B+\lambda$ positive semidefinite.
Proof: Suppose that $\lambda$ and $p$ satisfy (3.7) with $B+\lambda^{\prime}$ jusitive semidefinite. Then Lemma (3.2) implies thet $p$ minimizes the quadratic function

$$
\psi(w)=g^{r} w+y_{2}{ }^{T}(B+\lambda I) w .
$$

Thus $\psi(w) \geq \boldsymbol{\psi}(p)$ which implies that

$$
\begin{equation*}
g^{T} w+Y_{2} w^{T} B w \geq g^{T} p+Y_{p} p^{T} B p+\frac{\lambda}{2}\left(p^{T} p-w^{T} w\right) \tag{3.8}
\end{equation*}
$$

for all $w \in R^{n}$. Since $\lambda p^{\boldsymbol{T}} \boldsymbol{p}=\lambda \Delta^{\boldsymbol{2}}$ and $\lambda \geq 0$. it follows from (3.8) that $\psi(w) \geq \psi(p)$ whenever $\|w\| \leq \Delta$. so $p$ must solve (3.6).

Now suppose that $p$ solves $(6.6)$. If $\|p\|<\Delta$ then $p$ is an unconstrained minimizer of $\psi$, so Lemma (3.2) implies that (3.7) holds with $\lambda=0$, and that $B$ is positive semidefinite. If $\|p\|=\Delta$ then $p$ must also solve the equality constrained problem $\min \{\psi(w):\|w\|=\Delta\}$. Therefore, the method of Lagrange ensures the exdstence of $\lambda$ such that

$$
\nabla L(p)=0, \text { where } L(w) w \psi(w)+\frac{\lambda}{2}\left(w^{r} w-\Delta^{t}\right) .
$$

This implies that (3.7) holds for this $\lambda$ and $p$. Moreover, since $p$ solves (3.6) we have that (3.8) is valid for this $\lambda$ and $p$ whenever $\|w\|=\|p\|$. Using (3.7) to
replace $g$ and then rearranging terms in (3.8) shows that

$$
y /(w-p)^{T}(B+\lambda I)(w-p) \geq 0
$$

for every $w$ with norm $\|p\|$. It follows readily from this inequality that $B+\lambda /$ is positive semidefinite. To show that $\lambda \geq 0$, note that Lemma (3.1) implies that (3.8) is valid for every $w \in R^{n}$. Now, if $\lambda$ is not positive then (3.8) implies that $\boldsymbol{\psi}(\boldsymbol{w}) \geq \boldsymbol{\psi}(\boldsymbol{p})$ whenever $\|\boldsymbol{w}\| \geq\|\boldsymbol{p}\|$. Since $\boldsymbol{p}$ solves (3.6) we must have that $\boldsymbol{p}$ is an unconstrained minimizer of $\psi$ and then Lemma (3.1) implies that. $\lambda=0$. Hence. $\lambda \geq 0$ as claimed. -

Those familiar with various multiplier rule assosiated with mathematical programming will of course recognize that most of Lemma (3.5) could be obtained through direct application of these rules. At the very least one could invoke the Karush-Kuhn-Tucker conditions to avoid having to argue that the $\lambda$ obtained from the Lagrange theory for equality constraints must be nonnegative. Unfortunately, the multiplier theory for inequality constraints is not treated in most advanced calculus texts. McShane [1973] has an elementary treatment of the standard results, and Pourciau [1980] surveys the most recent results. It is interesting, however, that Lemma (3.5) cannot be obtained through direct application of the standard second order multiplier rules. The gap between necessary and sufficient second order conditions precludes this possibility since there is no such gap in this result.

Computing a numerical approximation to a solution of (3.6) requires some care. One immediate complication is thr $t$, due to the nonlinear constraint, there cannot be any general direct method for solving (3.6). In fact, when $g=0$ a solution $p$ to (3.6) must be an eigenvector of norm $\Delta$ corresponding to the smallest eigenvalue of $B$. Therefore, a general method for solving (3.6) must solve a symmetric eigenvalue problem in this special case.

The solution of (3.6) is straightforward if there are no solutions on the boundary of $\{\boldsymbol{w}:\|\boldsymbol{w}\| \leq \Delta\}$. In fact. it is not difficult to prove that (3.6) has no solution with $\|p\|=\Delta$ if and only if $B$ is positive definite and $\left\|B^{-1} g\right\|<\Delta$.

If (3.6) has a solution on the boundary of $\{w:\|w\| \leq \Delta\}$, then Lemma (3.5) shows that it is reasonable to expect that the nonlinear equation

$$
\begin{equation*}
\left\|p_{a}\right\|=\Delta \tag{3.9}
\end{equation*}
$$

where

$$
p_{e}=-(B+\alpha I)^{-1} g
$$

has a solution $\lambda \geq 0 \ln \left(-\lambda_{1}, \infty\right)$ where $\lambda_{1}$ is the smallest eigenvalue of $B$. Note that (3.0) is a 1 -dimensional zero finding problem in a that can be solved, for example, by Newton's method. However, since each evaluation of $p_{a}$ requires the
solution of a system of linear equations, it is important to solve (3.9) with very few evaluations of $\boldsymbol{p}_{\boldsymbol{a}}$.

To solve (3.9), Reinsch [1967,1971] and Hebden [1973] observed independently that great advantage could be taken of the fact that the function $\left\|p_{a}\right\|^{2}$ is a rational function in $a$ with second order poles on a subset of the negatives of the eigenvalues of the symmetric matrix $B$. To see this consider the decomposition

$$
B=Q \Lambda Q^{T} \text { with } \Lambda=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right) \text { and } Q^{F} Q=I .
$$

and observe that

$$
\begin{equation*}
\left\|p_{a}\right\|^{2}=\left\|Q(\Lambda+\alpha I)^{-1} Q^{T} g\right\|^{2}=\sum_{j=1}^{Q} \frac{\gamma j_{j}^{g}}{\left(\lambda_{j}+\alpha\right)^{2}} \tag{3.10}
\end{equation*}
$$

where $\boldsymbol{\gamma}_{\boldsymbol{i}}$ is the i -th component of $\boldsymbol{Q}^{\boldsymbol{T}} \boldsymbol{g}$. Knowledge of the functional form (3.10) shows that Newton's method may not be very efficient if it is applied to the function

$$
\varphi_{1}(\alpha)=\left\|p_{a}\right\|-\Delta .
$$

A reason for this is that $\varphi_{1}$ has a pole at $-\boldsymbol{\lambda}_{1}$, and thus Newton's method tends to perform poorly when the solution of (3.9) is near $-\lambda_{1}$. This point is clear from Figure 3.1 which shows a typical sketch of $\left\|p_{a}\right\|$ with $\lambda_{1}=-7.5$.
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Relnsch and Hebden suggested that it is more efficient to apply Newton's method to the function

$$
\varphi_{R}(\alpha)=\frac{1}{\Delta}-\frac{1}{\left\|p_{a}\right\|} .
$$

This function has no poles, and is almost linear near a solution of (3.9). This is illustrated quite well in Figure 3.2. This graph shows $\left(\left\|\boldsymbol{p}_{a}\right\|\right)^{-1}$ where $\left\|\boldsymbol{p}_{a}\right\|$ appears in Figure 3.1. Note that $\left(\left\|\boldsymbol{p}_{a}\right\|\right)^{-1}$ is almost linear for $\boldsymbol{\lambda}>\boldsymbol{-} \boldsymbol{\lambda}_{1}$.
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Figure 3.2

It is clear from Figure 3.2 that Newton's method is bound to perform well on $\boldsymbol{\varphi}_{2}$. The Newton iteration applied to finding a zero of $p_{2}$ takes the following form.

Algorithm (3.11).

1) Let $\lambda_{0}$ and $\Delta>0$ be given.
2) For $k=0,1, \ldots$ un'ul "convergence"
a) Factor $B+\lambda_{m} I=R_{T}^{I} \boldsymbol{R}_{m}$ :
b) Solve $R^{\boldsymbol{T}} R_{k} p_{k}=-g$;
c) Solve $R_{k}^{I} q_{k}=P_{k}$ :
d) $\lambda_{m+1}=\lambda_{k}+\left(\frac{\left\|\boldsymbol{p}_{k}\right\|}{\left\|\boldsymbol{q}_{k}\right\|}\right)^{\mathrm{n}}\left(\frac{\left\|\boldsymbol{p}_{k}\right\|-\Delta}{\Delta}\right) ;$

If certain precautions are taken, then this basic iteration can be used to golve (3.6) in most cases. However, when $B$ is indeninite there are cases in which the equation (3.9) has no solutions in ( $-\lambda_{1}, \infty$ ), and then Algorithm (3.11) fails. This happens, for example, when $g=0$ and $B$ is indefinite. It maj also happen
when $g \neq 0$, as illustrated by the following simple example. If

$$
B=\left(\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right), g=\binom{0}{1} \text {. }
$$

then $\lambda_{1}=-1$, and if $\alpha>1$ then $\left\|p_{a}\right\|^{2}<y_{2}$. In our examples $g$ is orthogonal to the eige:sspace $n f B$ corresponding to the smallest eigenvalue. This is typical; $g$ must be orthogonal to the eigenspace

$$
S_{1} \equiv\left\{z: B z=\lambda_{1} z, z \neq 0\right\}
$$

corresponding to the smallest eigenvalue of $B$ whenever (3.9) has no solutions in $\left(-\lambda_{1}, \infty\right)$. To see this it suffices to note that if $g$ is not orthogonal to $S_{1}$, then $\gamma_{1} \neq 0$ in (3.10), and hence

$$
\lim _{a \rightarrow-\lambda_{1}}\left\|p_{a}\right\|=\infty, \lim _{a \rightarrow+\infty}\left\|p_{a}\right\|=0
$$

Since small perturbations of $g$ lead to a nonzero $\gamma_{1}$, it is tempting to ignore the case when $g$ is orthogonal to $S_{1}$. However, in many cases $g$ is almost orthogonal to $S_{1}$, and in these cases an algorithm based completely on Newton's method would require a large number of iterations. This is nst acceptable since a matrix factorization is required for each of these iterations.

Several algorithms have been proposed for the numerical solution of (3.6). but Gay [1981] was the first to show that his algorithm produced a nearly optimal solution. Gay's algorithm, however, may require a large number of iterations when $g$ is orthogonal to $S_{1}$, and fails when $g=0$ and $B$ is indefirite. Muré and Sorensen [1981] have improved on Gay's algorithm, and their numerical results show that it is possible to produce a nearly optimal solution to (3.6) in all cases and with only a few iterations.

We have dealt with problem (3.6) at length because it arises in a variety of applications. For example, the solution of ill-posed problems in linear algebra usually requires the solution of (3.6) for a positive defnite $B$. The literature on just this problem is extensive: for more information consult Elden [1977]. Gander [1978], and Varah [1979].

## 4. Line Search Methode.

In Section 2 we mentioned the difficulty of providing a starting point $x_{0}$ for Newton's method which is sufficiently close to a local minimizer. Overcoming this difficulty has been the subject of a considerable amount o: recent research in numerical optimization, and in this section we discuss the line search approach to this problem. In discusslng this approach it is best to conside: genoral line search methods Arst. and then specialize to Newton's method.

Given an iterate $x_{k}$, the basic idea of a line search method is to compute a direction $p_{k}$ and a parameter $\alpha_{k}>0$ such that the next iterate $x_{k+1}=x_{k}+\alpha_{k} p_{k}$ has a lower function value. Convergence of the iterates to a minimizer depends on the choice of $p_{k}$ and $\alpha_{k}$.

A direction $p \in R^{n}$ is a descent direction for a function $f: R^{n} \rightarrow R$ at a point $x \in R^{n}$ if there is a constant $\bar{\alpha}>0$ such that

$$
\begin{equation*}
f(x+\alpha p)<f(x), \quad \alpha \in(0, \bar{\alpha}] . \tag{4.1}
\end{equation*}
$$

For differentiable functions, the easiest way to guarantee that (4.1) holds is to require that
(4.2) $\quad \nabla f(x)^{T} p<0$.

In particular, the steepest descent choice $p=-\nabla f(x)$ satisfles (4.2). Conditicn (4.2) requires that the angle between $-\nabla f(x)$ and $p$ be acute, and is equivale it to requiring that there is a positive deflite matrix $B$ such that

$$
\begin{equation*}
p=-B^{-1} \nabla f(x) \tag{4.3}
\end{equation*}
$$

This is not difficult to prove. If (4.3) holds then certainy (4.2) follows. Conversely, if (4.2) holds then

$$
B=I-\frac{p p^{T}}{p^{T} p}-\frac{g g^{T}}{g^{T} p}, g=\nabla f(x)
$$

in positive definite and satisfies (4.3). Thus descent directions differ only in the choice of the positive definite matrix $B$ in (4.3). The steepest descent method chooses $B$ as the identity matrix and Newiton's method chooses $B$ as the Hessian matrix; the choice of $B$ made in a quasi-Newton method (described in Section 7) is a compromise between these two choices.

Une search methods for differentiable functions assume that (4.2) holds. Note that if (4.2) does not hold then (4.1) can fail and then it may not be possible to make further reductions in $f$. Later on in this section we shall see that for convergence purposes it is necessary to require that $p$ is not even nearly orthogonal to $\nabla f(x)$. This can be achieved by imposing a bound on the condition number of $B$ in (4.3).

A tine search algorithm examines points along the ray $\{x+\alpha p: \alpha \geq 0\}$ in search of a steplength a such that $f(x+\alpha p)<f(x)$. If $p$ is a descent direction then such a point exists. In fact, the smallest positive local minimizer $a^{\bullet}$ of the univariate function

$$
\begin{equation*}
\varphi(\alpha) \equiv f(x+a p), \quad a \geq 0 . \tag{4.4}
\end{equation*}
$$

te such an $a$. However, it would not be practical to search for this point. Indeed, a line search algorithm is usually an iterative scheme for 1-dimonsional
minimization, but the search process is usually terminated long before an accurate minimizer is found. Finding an accurate minimizer along a given ray usually does not yield a significantly larger reduction in $f$ than a crude search, and better progress can often be made by making a reasonable reduction in the function $f$ and then exploring other directions. These considerations have led to the development of stopping rules which terminate the line search process as soon as some minimal requirement is satisfied.

Given parameters $\mu \in(0,1 / 2)$ and $\eta \in(\mu, 1)$, and a descent direction $p \in R^{n}$ which satisfles (4.2), the steplength $\alpha>0$ belongs to $\operatorname{SR}(\mu, \eta)$ if

$$
f(x+\alpha p) \leq f(x)+\alpha \mu \nabla f(x)^{r} p .
$$

and

$$
\left|\nabla f(x+a p)^{T} p\right| \leqslant \eta\left|\nabla f(x)^{T} p\right|
$$

In other words, the set $\operatorname{SR}(\mu, \eta)$ specifies the stopping rule. In terms of the function $\varphi$ defined by (4.4), a steplength $\alpha$ belongs to $\operatorname{SR}(\mu, \eta)$ if and only if

$$
\begin{equation*}
\varphi(\alpha) \leq \varphi(0)+\alpha \mu \varphi^{\prime}(0) \tag{4.5}
\end{equation*}
$$

and
(4.6) $\quad\left|\varphi^{\prime}(\alpha)\right| \leq \eta\left|\varphi^{\prime}(0)\right|$.

For a typical function $\varphi$, the set $\operatorname{SR}(\mu, \eta)$ is shown in Figure 4.1.
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The intuitive nature of these rules should be clear. If $\alpha$ is not too small, then the first condition of the stopping rule $\operatorname{SR}^{( }(\mu, \eta)$ forces a sufficient decrease in the function. However, (4.5) allows arbitrarily small choices of $\alpha>0$, so this condition is not sufficient to guarantee convergence. The second condition rules out arbitrarily small choices of $\alpha>0$ and usually implies that $\alpha$ is near a local minimizer of $\varphi$.

We assume that $\mu</ 2$ because if $\varphi$ is a quadratic rrith $\varphi^{\prime}(0)<0$ and $\varphi^{\prime \prime}(0)>0$ then the global minimizer $\alpha^{*}$ of $\varphi$ satisfies

$$
\varphi\left(\alpha^{\circ}\right)=\varphi(0)+K, \alpha^{\circ} \varphi^{\prime}(0)
$$

and thus $\alpha^{\circ}$ satisfies (4.5) only if $\mu \leq 1 / 2$. The restriction $\mu<1 / 2$ also allows $\alpha=1$ to be ultimately acceptable to Newton and quasi-Newton methods; failure to take $\mu<1 / 2$ prevents these methods from converging superlinearly.

The restriction $\mu<\eta$ guarantees that under reasonable conditions $\operatorname{SR}(\mu, \eta)$ contains a non-trivial interval. For example, suppose that $\varphi$ is bounded below. Then there is a $\beta>0$ such that

$$
\begin{equation*}
\varphi(\beta) \geq \varphi(0)+\mu \beta \varphi^{\prime}(0) \tag{4.7}
\end{equation*}
$$

Now let $\alpha^{\circ}$ be the smallest $\alpha$ in ( $0, \beta$ ] such that

$$
\varphi(\alpha)=\varphi(0)+\mu \alpha \varphi^{\prime}(0) .
$$

Then the mean value theorem shows that there is a $\tau$ surh that

$$
\varphi^{\prime}(\tau)=\mu \varphi^{\prime}(0)>\eta \varphi^{\prime}(0), \quad 0<\tau<\alpha^{\circ} .
$$

In particular, since $\varphi^{\prime}(0)<0$ we must have that $\varphi^{\prime}(\tau)<0$. Hence, $\tau$ satisfies (4.6). Moreover, $\tau<a^{\circ}$ implies that

$$
\varphi(\tau) \leq \varphi(0)+\mu \tau \varphi^{\prime}(0) .
$$

and thus $\tau$ also satisfies (4.5). Continuity of $\varphi^{\prime}$ now shows that $\operatorname{SR}, \mu, \eta$ ) contains a non-trivial interval.

The algorithms for selecting the steplength $a$ are usually based upon minimizing a univariate quadratic or cubic model to $\varphi$ defined by interpolation of function and first derivative at trial values of $\alpha$. It is important to realize that it is possible to safeguard these algorithms so that they terminate in a finite number of steps.

Safeguarding a line search algorithm requires that we determine and update an interval of uncertainty $I$ which contains points in $\operatorname{SR}(\mu, \eta)$. The updating process must guarantee that the length of $I$ tends to zero and that eventually $I$ is contained in $\operatorname{SR}(\mu, \eta)$.

To define the interval of uncertainty $I$, it is helpful to use an auxiliary function $\psi$ defined by

$$
\psi(\alpha) \equiv \varphi(\alpha)-\varphi(0)-\mu \alpha \varphi^{\prime}(0) .
$$

and require that $I$ be a closed interval with endpoints $\alpha_{l}$ and $\alpha_{u}$ such that

$$
\psi^{\prime}\left(a_{l}\right)\left(\alpha_{u}-\alpha_{l}\right)<0, \quad \psi\left(\alpha_{l}\right) \leq \psi\left(\alpha_{u}\right), \quad \psi\left(\alpha_{l}\right) \leq 0 .
$$

We now prove that $\psi^{\prime}\left(\alpha^{\circ}\right)=0$ and $\psi\left(\alpha^{\circ}\right)<0$ for some $\alpha^{\circ}$ in $I$. As a consequence, if $I$ is sufficiently smill then

$$
\left|\psi^{\prime}(\alpha)\right| \leq(\eta-\mu)\left|\varphi^{\prime}(0)\right|, \quad \psi(r) \leq 0 .
$$

for all $\alpha \in I$, and thus $I$ is contained in $\operatorname{SR}(\mu, \eta)$. If we let $\alpha^{\bullet}$ be a global minimizer of $\psi$ on $I$ then $\alpha^{\bullet}$ cannot be an endpoint of $I$ because this contradicts the above requirements on $\alpha_{l}$ and $\alpha_{u}$. Hence, $\alpha^{*}$ is interior to $I$ and thus $\psi^{\prime}\left(\alpha^{\circ}\right)=0$. Noreover. since $\psi\left(\alpha_{l}\right) \leq 0$ we must also have that $\psi\left(\alpha^{\circ}\right)<0$.

We now show how to update $I$. Given a trial value $\alpha_{l}$ in $I$, we can determine a n $\in w$ interval $I_{+}$with endpoints $\alpha_{l}^{+}$and $\alpha_{u}^{+}$as follows-

$$
\begin{aligned}
& \text { If } \psi\left(\alpha_{i}\right) \geq \psi\left(\alpha_{i}\right) \text { then } \alpha_{i}^{+}=\alpha_{i} \text { and } \alpha_{i}^{+}=\alpha_{i} \text {. } \\
& \text { If } \psi\left(\alpha_{i}\right)<\psi\left(\alpha_{i}\right) \text { and } \psi^{\prime}\left(\alpha_{i}\right)\left(\alpha_{i}-\alpha_{i}\right)<0 \text { then } \alpha_{i}^{+}=\alpha_{i} \text { and } \alpha_{u}^{+}=\alpha_{u} \text {. } \\
& \text { If } \left.\psi\left(\alpha_{i}\right)<\psi\left(\alpha_{i}\right) \text { and } \psi^{\prime}\left(\alpha_{t}\right) i \alpha_{t}-\alpha_{i}\right)>0 \text { then } \alpha_{i}^{+}=\alpha_{t} \text { and } \alpha_{u}^{+}=\alpha_{i} \text {. }
\end{aligned}
$$

It is straightforward to show that $\alpha_{l}^{+}$and $a_{4}^{+}$still define an interval of uncertainty unless $\psi^{\prime}\left(\alpha_{t}\right)=0$ and $\psi\left(\alpha_{t}\right)<\psi\left(\alpha_{l}\right)$. Of course, in this case $\alpha_{t}$ belongs to $\operatorname{SR}(\mu, \eta)$ and there is no need to update $I$. Also note that these updating rules can be used to determine an initial interval of uncertainty. If we set. $\alpha_{l}=0$ then $\alpha_{t}>0$ defines an interval of uncertainty if $\psi\left(\alpha_{t}\right) \geq 0$ or if $\psi^{\prime}\left(\alpha_{t}\right)<0$. For $\alpha_{t}$ sufficiently large, we must have that $\psi\left(\alpha_{t}\right) \geq 0$ unless $\varphi$ is not bounded below.

There are many ways to compute the trial value of $\alpha_{6}$; the only requirement on $\alpha_{l}$ is that the length of $I$ tends to zero. This can be done by monitoring the length of $I$, and if say, the length of $I$ is not reduced by a factor of 0.5 after two trials, then a bisection step can be used for the next trial $a_{b}$.
Theorem (4.8). Let $f: R^{n} \rightarrow R$ be continuousty differentiable and bounded below on $R^{n}$, and assume that the starting point $x_{0}$ is such that $\nabla f$ is uniformly continuous on the level set

$$
\begin{equation*}
\Omega \equiv\left\{x \in R^{n}: f(x) \leq f\left(x_{0}\right)\right\} \tag{4.9}
\end{equation*}
$$

U the sequance $\left\{x_{k}\right\}$ is defincd by $x_{k+1}=x_{k}+a_{k} P_{k}$ where $\nabla f\left(x_{k}\right)^{\top} p_{k}<0$ and $\alpha_{k}$ is any steplength in $S R(\mu, \eta)$ then

$$
\begin{equation*}
\lim _{k \rightarrow+\infty}\left(\frac{\nabla f\left(x_{k}\right)^{r} p_{k}}{\left\|p_{k}\right\|}\right)=0 \tag{4.10}
\end{equation*}
$$

Proof: Since $\nabla f\left(x_{k}\right)^{r} p_{k}<0$ and since $f$ is bounded below, the sequence $\left\{x_{k}\right\}$ is well defined and lies in $\Omega$. Moreover, $\left\{f\left(x_{k}\right)\right\}$ is decreasing and hence converges.

The proof is by contradiction. If (4.10) does not hold then there is an $\varepsilon>0$ and a subsequence with index set $K$ such that

$$
-\frac{\nabla f\left(x_{k}\right)^{T} p_{k}}{\left\|p_{k}\right\|} \geq \varepsilon, \quad k \in K
$$

The first condition of the stopping rule $\operatorname{SR}(\mu, \eta)$ shows that

$$
f\left(x_{k}\right)-f\left(x_{k+1}\right) \geq \mu a_{k}\left\|p_{k}\right\|\left(-\frac{\nabla f\left(x_{k}\right)^{T} p_{k}}{\left\|p_{k}\right\|}\right) \geq \mu \alpha_{k}\left\|p_{k}\right\| \varepsilon, \quad k \in K .
$$

and since $\left\{f\left(x_{k}\right)\right\}$ is a convergent sequence, $\left\{\alpha_{k} p_{k}: k \in K\right\}$ converges to zero. Now, the second condition of the stopping rule $\operatorname{SR}(\mu, \eta)$ yields the inequality

$$
(1-\eta)\left(-\nabla f\left(x_{k}\right)^{T} p_{k}\right) \leq\left(\nabla f\left(x_{k}+\alpha_{k} p_{k}\right)-\nabla f\left(x_{k}\right)\right)^{T} p_{k}, \quad k \geq 0 .
$$

and hence

$$
\varepsilon \leq-\frac{\nabla f\left(x_{k}\right)^{T} p_{k}}{\left\|p_{k}\right\|} \leq\left(\frac{1}{1-\eta}\right)\left\|\nabla f\left(x_{k}+a_{k} p_{k}\right)-\nabla f\left(x_{k}\right)\right\| . \quad k \in K
$$

However, since we have already shown that $\left\{\alpha_{k} p_{k}: k \in K\right\}$ converges to zero, this contradicts the uniform continuity of $\nabla f$ on $\Omega$.

Wolfe [1969] proved Theorem (4.8) under various choices of steplength rules, while Gill and Murray [1973] obtained a variation of Theorem (4.10) with the steplength chosen by a safeguarded algorithm designed for 1 -dimensional minimization. Note, however, that 1-dimensional minimization algorithms must be modiffed in order to find points in $\operatorname{SR}(\mu, 7)$ because the first condition of this rule may exclude all 1-dimensional local minimizers. Also note that Theorem (4.8) holds under the hypothesis that $f: R^{n} \rightarrow R$ is continuously differentiable in an open set $D$ and that the level set

$$
\begin{equation*}
\Omega=\left\{x \in D: f(x) \leq f\left(x_{0}\right)\right\} \tag{4.11}
\end{equation*}
$$

in compact. The proof is almost identical to that of Theorem (4.8); the only difference occurs in proving that $\operatorname{SR}(\mu, \eta)$ is not empty.

The specialization of Theorem (4.8) to algorithms of the Newton class is almost immediate. In this case.

$$
\begin{equation*}
p_{k}=-B_{k}^{-1} \nabla f\left(x_{k}\right), \tag{4.12}
\end{equation*}
$$

where $\left\{B_{H}\right\}$ is a sequence of positive definite matrices with uniformly bounded condition numbers; that is, there is a constant $\kappa>0$ such that

$$
\begin{equation*}
\left\|B_{k}\right\|\left\|B_{n}^{-1}\right\| \leq \kappa, \quad k<0 . \tag{4.13}
\end{equation*}
$$

Under this assumption we have that

$$
-\frac{\nabla f\left(x_{k}\right)^{T} p_{k}}{\left\|p_{k}\right\|} \geq\left(\frac{1}{\kappa}\right)\left\|\nabla f\left(x_{k}\right)\right\| .
$$

and thus (4.10) implies that $\left\{\nabla f\left(x_{k}\right)\right\}$ converges to zero. In particular, every limit point of $\left\{x_{k}\right\}$ is a critical point of $f$.

For a line search method, this is the strongest type of result possible. It is not possible to prove that the limit points of $\left\{x_{k}\right\}$ are local minimizers because, for example, if $x_{0}$ is any critical point of $f$ then a line search method terminates at $x_{0}$.

The choice of $B_{k}$ in (4.12) is guided by a desıre to satisfy (4.13) and still guarantee a fast rate of convergence. In the steepest descent method $B_{k}$ is the identity matrix. For this method (4.13) is satisfied but convergence can be quite slow. The convergence of Newton's method is quite rapid when it occurs, but since $B_{k}=\nabla^{2} f\left(x_{k}\right)$ is not necessarily positive definite, there is no guarantee of convergence. Modifications to Newton's method have been designed to overcome this problem. They set

$$
\begin{equation*}
B_{k}=\nabla^{2} f\left(x_{k}\right)+E_{k} \tag{4.14}
\end{equation*}
$$

where $E_{k}$ is chosen so that $B_{k}$ is positive definite and satisfies (4.13). There are many ways to do this, but one of the most effective methods is due to Gill and Murray [1974b].

Given a symmetric matrix $A$ and parameters $\varepsilon \geq 0$ and $\beta>0$, Gill and Murray's method produces an upper triangular matrix $R$ and a diagonal matrix $E=\operatorname{diag}\left(\varepsilon_{i}\right) \geq 0$ such that $A+E=R^{r} R$. The i-th step of the algorithm sets

$$
\begin{aligned}
& \gamma_{v}=a_{v}-\sum_{k=1}^{-1} r_{k j} r_{k i}, i \leq j \leq n . \\
& \mu_{k}=\max \left\{i \gamma_{k} \mid: i<j \leq n\right\}, \\
& r_{k}=\max \left\{\varepsilon_{,}\left|\gamma_{k}\right|^{k}, \frac{\mu_{i}}{\beta}\right\}, \\
& r_{v}=\frac{\gamma_{k}}{r_{k}}, i<j \leq n, \\
& \varepsilon_{i}=r_{k}^{2}-\gamma_{k} .
\end{aligned}
$$

Note that if $\varepsilon=0$ then it is possible that $\boldsymbol{T}_{\mathbf{H}}=0$, but in this case set $\boldsymbol{r}_{\mathbf{i v}}=0$.
The idea behind the Gill and Murray algorithm is to increase the diagonal elements of $A$ so that $A+E$ has a Cholesky decomposition. The increase in $r_{i i}$ is designed to ensure that $r_{V}$ is bounded relative to $\|A\|$, and that if $A$ is sufficiently positive definite then $A$ is not modifled. Note that, the inerease in $r_{i}$
due to the term $\mu_{i} / \beta$ forces $\left|\tau_{i j}\right| \leq \beta$ for $i<j$. Hence,

$$
\left|\gamma_{i j}\right| \leq\left|a_{i j}\right|+\beta^{2} n, \quad i \leq j,
$$

This shows that $\mu_{i} / \beta$ is bounded in terms of $\beta$ and $\left|a_{i j}\right|$. It is sensible to choose $\beta$ so that this bound on $\mu_{k} / \beta$ is as small as possible, and this leads to a choice of

$$
\beta^{2}=\frac{1}{n} \max \left\{\left|a_{i j}\right|: i \neq j\right\} .
$$

This choice, however, may conflict with the desire to leave $A$ unmodified whenever $A$ is sufficiently positive definite. The definition of $r_{i 4}$ shows that in order to accomplish this $\beta$ cannot be too small. It is sufficient to require that

$$
\beta^{2} \geq \max \left\{\left|a_{i u}\right|: 1 \leq i \leq n\right\}
$$

To establish this claim we first show that if $A$ is positive definite then $\gamma_{j j}>0$. The proof is easy. Given an index $j$, define $p \in R^{n}$ by letting $R p=r_{j j} e_{j}$. Then $p_{j}=1$ and

$$
0<p^{T} A p=r_{j j}^{j}-p^{T} E_{p} \leq \tau_{j j}-\varepsilon_{j}=\gamma_{j j} .
$$

Now, since $\gamma_{j j}>0$, it follows that

$$
\beta^{2} \geq a_{j j}>\sum_{k=1}^{-1} r_{k j}^{2} \geq r_{j}^{2} . \quad i<j
$$

and since $\gamma_{i j}=r_{i j} r_{i t}$, we have that $\mu_{i}^{2}<\beta^{2} r_{i t}^{2}$. Hence, if $A$ is positive definite then $\boldsymbol{r}_{\boldsymbol{k}}=\max \left\{\varepsilon, \gamma_{k}\right\}$. This shows that if $A$ is sufficiently positive definite then $r_{i}=\gamma$, and thus $E=0$.

A reasonable way to guarantee that $\boldsymbol{T}_{i j}$ is bounded and that $E=0$ whenever $A$ is sufficiently positive definite, is to choose

$$
\boldsymbol{\beta}^{6}=\max \left\{\frac{1}{n} \cdot \max \left\{\left|a_{k}\right|: i \neq j\right\}, \max \left\{\left|a_{n}\right|: 1 \leq i \leq n\right\}\right\} .
$$

For this choice of $\boldsymbol{\beta}$ it is not difficult to prove that

$$
\varepsilon \leq\left|r_{m}\right| \leq \max \{\varepsilon, \operatorname{2n} \beta\}, \quad\left|r_{v}\right| \leq \beta, i<j .
$$

For $\varepsilon>0$, these inequalities show that it the Gill and Murray algorithm is applied to a bounded sequence $\left\{A_{k}\right\}$ of symmetric matrices, then (4.13) is satisfled.

We row have all the ingredients for a modifled Newton's method with a line search. In this method, we compute $p_{k}$ via (4.12) and (4.14), and determine $E_{k}$ by Gill and Murray's modification of the Cholesky factorization with some $\varepsilon>0$.

Theorem (4.15). Lat $f: R^{n} \rightarrow R$ be turice continuonsly differentiable on an open
 compact. If the sequence $\left\{x_{k}\right\}$ is defined by $x_{k+1}=x_{k}+\alpha_{k} p_{k}$ where $p_{k}$ is
computed by the modified Newton's method and $\alpha_{k}$ is any steplength in $S R(\mu, \eta)$ then

$$
\lim _{k \rightarrow+\infty} \nabla f\left(x_{k}\right)=0
$$

Proof: We have already noted that if $\varepsilon>0$ and $\left\{A_{k}\right\}$ is bounded then ( $\{13$ ) \}olds. In this case $A_{k}=\nabla^{2} f\left(x_{k}\right)$, and since $\Omega$ is compact, $\left\{A_{k}\right\}$ is bounded. Thus our result is a consequence of Theorem (4.8).

There is an interesting variation of Theorem (4.15) which shows that the iterates $\left\{x_{k}\right\}$ usually converge. In this variation the stopping rule $\operatorname{SR}(\mu, \eta)$ is modified by the addition of an upper bound $\beta$ on the steplength. We accept $\beta$ as the steplength only if

$$
f(x+\beta p) \geq f(x)+\beta \mu \nabla f(x)^{T} p
$$

Note that if this condition is not satisfied then (4.7) holds, and then there is an a in ( $0, \beta$ ) which satisfies $\operatorname{SR}(\mu, \eta)$. It is not difficult to show that Theorem (4.15) holds with this variation, and moreover, that

$$
\begin{equation*}
\lim _{k \rightarrow+\infty}\left\|x_{k+1}-x_{k}\right\|=0 \tag{4.16}
\end{equation*}
$$

This shows that if $\left\{x_{k}\right\}$ has an isolated limit point $x^{*}$ then $\left\{x_{k}\right\}$ converges to $x^{\circ}$. In particular, note that if $\nabla^{e} f\left(x^{*}\right)$ is nonsingular at a limit point $x^{*}$, then $x^{*}$ is an isolated solution of $\nabla f(x)=0$ and hence $x^{*}$ is also an isolated limit point of $\left\{x_{k}\right\}$. The structure of the set of limit points of $\left\{x_{k}\right\}$ is further restricted by a result of Ostrowski [1966], page 203, which states that if $\left\{x_{k}\right\}$ is a bounded sequence and (4.16) holds, then the set of limit points of $\left\{x_{k}\right\}$ is connected.

To investigate the rate of convergence of the modified Newton's method, assume that the sequence $\left\{x_{k}\right\}$ converges to a point $x^{\bullet}$ at which $\nabla^{2} f\left(x^{\circ}\right)$ is sufficiently positive definite in the sense that $E_{k}=0$ for all $k$ sufficiently large. Then

$$
\begin{equation*}
p_{k}=p_{k}^{N} \equiv-\nabla^{2} f\left(x_{k}\right)^{-1} \nabla f\left(x_{k}\right), \tag{4.17}
\end{equation*}
$$

and it can then be shown that there is a $k_{0}$ such that the steplength $\alpha_{k}=1$ is in $\operatorname{SR}(\mu, \eta)$ for $k \geq k_{0}$. With this choice of $\alpha_{k}$, the rate of convergence is given by Theorem (2.8).

The above argument relies on the fact that $x_{k}=1$ is eventually in $\operatorname{SR}(\mu, \eta)$. To establish this result it is only necessary to assume that $\left\{p_{k}\right\}$ tends to the Newton step in beth length and direction; that is,

$$
\lim _{k \rightarrow+-}\left(\frac{\left\|p_{k}-p_{k}^{N}\right\|}{\left\|p_{k}\right\|}\right)=0
$$

where $p_{k}^{N}$ is the Newton step (4.17). For a proof of this result, and a discussion of its relationship to quasi-Newton methods, see Dennis and More [1977].

## 5. Trust Region Methods.

In Newton's method with a line search the Hessian is modified when it is not sufficiently positive definite. This modification to the quadratic model guarantees convergence but seems to ignore the role of the quadratic model as a local approximation to the objective function. We now consider an alternative approach in which the quadratic model is not modified but instead, the quadratic model is only considered in a restricted trust region. We mentioned this technique briefly in Section 3 as motivation for Lemma (3.5); its use for globalizing Newton's method has resulted in reliable algorithms with strong convergence properties. In this section we introduce the main ideas of this approach and establish some of the basic convergence properties.

Let $f: R^{n} \rightarrow R$ be a twice continuously differentiable function. In Newton's method with a trust region strategy, each iterate $x_{k}$ has a bound $\Delta_{k}$ such that

$$
f\left(x_{k}+w\right) \text { \& } f\left(x_{k}\right)+\psi_{k}(w),\|w\| \leq \Delta_{k},
$$

where

$$
\psi_{k}(w)=\nabla f\left(x_{k}\right)^{T} w+y_{2} w^{T} \nabla^{\ell} f\left(x_{k}\right) w .
$$

is the quadratic model of the possible reduction in $f$ within a neighborhood of the iterate $x_{k}$. This suggests that it may be desirable to compute a step $s_{k}$ which approximately solves the problem

$$
\begin{equation*}
\min \left\{\psi_{k}(w):\|w\| \leq \Delta_{k}\right\} \tag{5.1}
\end{equation*}
$$

If the step is satisfactory in the sense that $x_{k}+s_{k}$ produces a suficient reduction in $f$, then $\Delta_{k}$ can be increased; if the step is unsatisfactory then $\Delta_{k}$ should be decreased. The following algorithm expresses these ideas in more detail.

Algorithm (5.2). Let $0<\mu<\eta<1$ and $0<\gamma_{1}<\gamma_{2}<1<\gamma_{3}$ be specinied constants.

1) Let $x_{0} \in R^{n}$ and $\Delta_{0}>0$ be given.
2) For $k=0,1, \ldots$ until "convergence"
a) Compute $\nabla f\left(x_{m}\right)$ and $\nabla^{R} f\left(x_{k}\right)$.
b) Determine an approximate solution s, to problem (5.1).
c) Compute $\rho_{k}=\frac{f\left(x_{k}+s_{k}\right)-f\left(x_{k}\right)}{\psi_{k}\left(s_{k}\right)}$.
d) If $\rho_{k} \leq \mu$ then $\Delta_{k}:=\Delta \in\left[\gamma_{1} \Delta_{k}, \gamma_{2} \Delta_{k}\right]$ and go to b).
e) $x_{k+1}=x_{k}+s_{k}$.
f) If $\rho_{k} \leq \eta$ then $\Delta_{k+1} \in\left[\gamma_{2} \Delta_{k}, \Delta_{k}\right]$ else $\Delta_{k+1} \in\left[\Delta_{k}, \gamma_{s} \Delta_{k}\right]$.

This is a basic form of a trust region Newton's method. An interesting variant of this algorithm includes a scaling matrix for the variables. In this variation subproblem (5.1) is replaced by

$$
\min \left\{\psi_{k}(w):\left\|D_{k} w\right\| \leq \Delta_{k}\right\}
$$

where $D_{k}$ is a nonsingular matrix. We shall not discuss this generalization here: however, it is important to note that all of the results presented here hold for this variant if $\left\{D_{k}\right\}$ has uniformly bounded condition numbers. Such a modification can be very important in practice wher the units of the variables are on widely different scales. Another variation is to use the hypercube $\left\{\boldsymbol{w}:\|\boldsymbol{w}\|_{\infty} \leq \Delta_{k}\right\}$ as the trust region in (5.1). In this variation subproblem (5.1) is replaced by the quadratic programming problem

$$
\begin{equation*}
\min \left\{\psi_{k}(w):\left|w^{\boldsymbol{T}} e_{i}\right| \leq \Delta_{k}, 1 \leq i \leq \pi\right\} . \tag{5.3}
\end{equation*}
$$

A difficulty with the hypercube approach is that it is quite expensive to compute a reasonable approximation to the global minimizer of (5.3). This is not the case with (5.1), and thus we shall only consider (5.1) in this section.

Just as in the case of a line search we are not interested in solving the model problem (5.1) with great accuracy. Instead, we are interested in providing relaxed conditions for accepting an approximate solution $s_{k}$ to problem (5.1) which are sufficient to force convergence of the sequence $\left\{x_{k}\right\}$ generated by Algorithm (5.2). In fact, there are conditions which guarantee much more than convergence of the method. If $\psi_{k}^{*}$ is the optimal value of ( 5.1 ), and if the approximate solution $s_{k}$ to (5.1) satisfles

$$
\begin{equation*}
-\psi_{k}\left(s_{k}\right) \geq \beta_{1}\left|\psi_{k}^{*}\right| \text { with }\left\|s_{k}\right\| \leq \beta_{2} \Delta_{k} . \tag{5.4}
\end{equation*}
$$

for speciffed constants $\beta_{1}>0$ and $\beta_{2}>0$, then it is possible to prove that under sultable conditions on $f$, the sequence $\left\{x_{k}\right\}$ is convergent to a point $x^{*}$ with $\nabla f\left(x^{\circ}\right)=0$ and $\nabla^{0} f\left(x^{\circ}\right)$ positive semidefinite.

It is not difficult to obtain a vector $s_{k}$ which satisnes (5.4), although as mentioned at the end of Section 3, this requires attention to a number of details. Given $\sigma$ in (0.1), the adgorithm of More and Sorensen [1981], Lor example, finds a vector $s_{k}$ such that

$$
\psi_{k}\left(s_{k}\right)-\psi_{k}^{*} \leq \sigma(2-\sigma)\left|\psi_{k}^{\cdot}\right| . \quad\left\|s_{k}\right\| \leq(1+\sigma) \Delta_{k},
$$

provided $\psi_{k}^{*} \neq 0$. Of course, if $\psi_{k}^{*}=0$, then $\nabla f\left(\tau_{k}\right)=0$ and $\nabla^{2} f\left(x_{k}\right)$ is positive semidefinite, so Algorithm (5.2) terminates at $x_{k}$. It is aiso worthy of mention, that if $\sigma=0.1$ then the cost of this algorithm is quite reasonable. On the average the approximate solution of each mode! problem requires less then two factorizations of a symmetric positive definite matrix of order $n$.

Condition (5.4) can be expressed in an alternate form which is more convenient for proofs of convergence. If $\boldsymbol{p}_{\boldsymbol{k}} \in R^{\boldsymbol{n}}$ is a solution to problem (5.1) then Lemma (3.5) implies that there is a parameter $\lambda_{t} \geq 0$ such that

$$
\left(\nabla^{2} f\left(x_{k}\right)+\lambda_{k} l\right) p_{k}=-\nabla f\left(x_{k}\right) . \quad \lambda_{k}\left(\Delta_{k}-\left\|p_{k}\right\|\right)=0
$$

Now let $R_{k}^{T} R_{k}$ be the Cholesky factorization of $\nabla^{R} f\left(x_{k}\right)+\lambda_{k} I$. Then

$$
\begin{equation*}
\left.\left|\psi_{k}^{*}\right|=\not / k\left\|R_{k} p_{k}\right\|^{2}+\lambda_{k} \Delta_{k}^{2}\right) . \tag{5.5}
\end{equation*}
$$

This expression for $\psi_{k}^{*}$ shows that if ( 5.4 ) holds then

$$
\begin{equation*}
-\psi_{k}\left(s_{k}\right) \geq \psi_{A} \beta_{1}\left(\left\|R_{k} p_{k}\right\|^{2}+\lambda_{k} \Delta_{k}^{2}\right) \tag{5.8}
\end{equation*}
$$

and thus the iterates $\left\{x_{k}\right\}$ generated by Algorithm (5.2) satisfy

$$
\begin{equation*}
f\left(x_{k}\right)-f\left(x_{k+1}\right) \geq y_{k} \mu \beta_{1}\left(\left\|R_{k} p_{k}\right\|^{2}+\lambda_{k} \Delta_{k}^{2}\right) \tag{5.7}
\end{equation*}
$$

These two inequalities are essential to the proof of our next result.
Theorem (5.8). Let $f: R^{n} \rightarrow R$ be twice continuously differentiable on an open set


$$
\Omega=\left\{x \in D: f(x) \leq f\left(x_{0}\right)\right\}
$$

is compact. If the sequence $\left\{x_{k}\right\}$ is produced by Algorithm (5.2) where $s_{k}$ satisfies (5.4), then either the algorithm terminates at $x_{i} \in \Omega$ becruse $\nabla f\left(x_{l}\right)=0$ and $\nabla^{e} f\left(x_{l}\right)$ is positive semidefinite, or $\left\{x_{k}\right\}$ has a limit point $x^{*}$ in $\Omega$ uith $\nabla f\left(x^{\circ}\right)=0$ and $\nabla^{0} f\left(x^{\circ}\right)$ positive semidefinits.
Proof: If $\nabla f\left(x_{i}\right)=0$ and $\nabla^{\ell} f\left(x_{i}\right)$ is positive semidefinite for some iterate $x_{i}$ in $\Omega$ then the algorithm terminates; otherwise (5.4) implies that $\psi_{k}\left(s_{k}\right)<0$ for $k \geq 0$ and thus $\left\{x_{k}\right\}$ is well defined and lies in $\Omega$.

Let us now prove the result under the assumption that $\left\{\lambda_{4}\right\}$ is not bounded away from zero. If some subsequence of $\left\{\lambda_{*}\right\}$ converges to zero then since $\Omega$ is compact we can assume, without loss of generality, that the same subsequence of $\left\{x_{k}\right\}$ converges to some $x^{\bullet}$ in the level set $\Omega$. Since $\operatorname{De}^{\ell} f\left(x_{k}\right)+\lambda_{k} I$ is positive semidennite, $\nabla^{\circ} f\left(x^{\circ}\right)$ is also positive semidennite, and $\nabla f\left(x^{\circ}\right)=0$ follows by noting that

$$
\left\|R_{k} p_{k}\right\|^{2} \geq \frac{\left\|\nabla f\left(x_{k}\right)\right\|^{2}}{\left\|\nabla^{2} f\left(x_{k}\right)\right\|+\lambda_{k}}
$$

and that (5.7) impiies that $\left\{\left\|R_{k} p_{k}\right\|\right\}$ converges to zero.
We can show that $\left\{\lambda_{k}\right\}$ is not bounded away from zero by contradiction. If $\lambda_{k} \geq \varepsilon>0$ then (5.4) and (5.6) yield that

$$
-\psi_{k}\left(s_{k}\right) \geq \gamma_{\beta_{1}} \lambda_{k} \Delta_{k}^{2} \geq \psi_{k}\left(\frac{\beta_{1}}{\beta_{2}^{2}}\right) \varepsilon\left\|s_{k}\right\|^{2} .
$$

Now, a standard estimate is that

$$
\begin{equation*}
\left|f\left(x_{k}+s_{k}\right)-f\left(x_{k}\right)-\psi_{k}\left(s_{k}\right)\right| \leq Y_{k}\left\|s_{k}\right\|^{2} \max _{0 \leq s_{1}}\left\|\nabla^{2} f\left(x_{k}+\xi s_{k}\right)-\nabla^{2} f\left(x_{k}\right)\right\| \tag{5.9}
\end{equation*}
$$

and thus the last two inequalities show that

$$
\begin{equation*}
\left|\rho_{k}-1\right| \leq\left(\frac{\beta_{2}^{2}}{\beta_{1} \varepsilon}\right) \max _{0<\xi=1}\left\|\nabla^{2} f\left(x_{k}+\xi s_{k}\right)-\nabla^{2} f\left(x_{k}\right)\right\| . \tag{5.10}
\end{equation*}
$$

Inequality (5.7) implies that $\left\{\Lambda_{k}\right\}$ converges to zero and hence $\left\{\left\|s_{k}\right\|\right\}$ also converges to zero. Thus the uniform continuity of $\nabla^{2} f$ on $\Omega$ together with (5.10) implies that $\rho_{k}>\eta$ for all $k$ sufficiently large and then the updating rules for $\Delta_{k}$ yield that $\left\{\Delta_{k}\right\}$ is bounded away from zero. This is in contradiction of the fact that $\left\{\mathrm{A}_{*}\right\}$ converges to zero. -

The result we have just established is only a sample of the available convergence results for Algorithm (5.2) under assumption (5.4) for $s_{\boldsymbol{k}}$. This theorem extends results of Fletcher [1980] and Sorensen [1980] by admitting inexact solutions to the model problem (5.1). The following additional results are known.
a) The sequence $\left\{\nabla f\left(x_{k}\right)\right\}$ converges to zero.
b) If $x^{*}$ is an isolated limit point of $\left\{x_{k}\right\}$ then $\nabla^{\ell} f\left(x^{\circ}\right)$ is positive semidefinite.
c) If $\nabla^{2} f\left(x^{\circ}\right)$ is nonsingular for some limit point $x^{\circ}$ of $\left\{x_{k}\right\}$ then $\left\{x_{k}\right\}$ converges to $x^{*}$.
Thomas [1975] proved a), while More and Sorensen [1981] established b) and c) as extensions of results due to Sorensen [1980]. Of these results, b) is characteristic of the trust region approach, and is the only result that does not hold for Newton's method with a line search. This difference between the two approaches is of theoretical importance. From a practical viewpoint, however, it can be argued that a more important difference is that with a line searc! approach the search for a lower function value occurs in a 1 -dimensional subspace, while with a trust region approach the search is not restricted to a lower dimensional subspace.

An additional result which is helpful in establishing rate of convergence results is that if $\left\{x_{k}\right\}$ converges to $x^{\circ}$ and $\nabla^{2} f\left(x^{\circ}\right)$ is positive definite, then the sequence $\left\{\Delta_{k}\right\}$ is bounded away from zero. To prove this first note that if $\varepsilon_{0}>0$ is a lower bound on the eigenvalues of $\nabla^{2} f\left(x_{k}\right)$ then (5.5) shows that

$$
\left|\psi_{k}^{*}\right| \geq y / \varepsilon_{0} \min \left\{\Delta_{k}^{2},\left\|s_{f}^{N}\right\|^{2}\right\}
$$

where

$$
\begin{equation*}
s_{k}^{N} \equiv-\nabla^{2} f\left(x_{k}\right)^{-1} \nabla f\left(x_{k}\right) \tag{5.11}
\end{equation*}
$$

Now, since $\psi_{k}\left(s_{k}\right) \leq 0$, we have that

$$
\forall k\left\|s_{k}\right\| \leq\left\|\nabla^{R} f\left(x_{k}\right)^{-1}\right\|\left\|\nabla f\left(x_{k}\right)\right\| .
$$

and thus $\bar{y}\left\|s_{k}\right\| \leq \kappa\left\|s_{k}^{N}\right\|$ where $\kappa$ is an upper bound on the condition number of $\nabla^{f} f\left(z_{k}\right)$. Hence, assumptinn (5.4) shows that there is a constant $\varepsilon_{1}>0$ with

$$
-\psi_{k}\left(s_{k}\right) \geq\left.\psi_{\varepsilon_{1}}\right|^{\prime} . \|^{2}
$$

This estimate and (5.9) then yield that

$$
\left|\rho_{k}-1\right| \leq\left(\frac{1}{\varepsilon_{1}}\right) \max _{0 \leq 1}\left\|\nabla^{2} f\left(x_{k}+\xi s_{k}\right)-\nabla^{2} f\left(x_{k}\right)\right\| .
$$

and thus $\rho_{k}>\eta$ for all $k$ sufficiently large. It follows that $\left\{\Delta_{k}\right\}$ is bounded away from zero as desired.

Rate of convergence results can be obtained with the additional - but mild assumption that there is a constant $\beta_{s}>0$ such that if $\left\|s_{k}\right\| \leq \beta_{s} \Delta_{k}$ then $\nabla^{\ell} f\left(x_{k}\right)$ is positive deanite and $s_{k}=s_{k}^{N}$ where $s_{k}^{N}$ is the Newton step (5.11). With this assumption in mind, suppose that $\left\{x_{k}\right\}$ converges to $x^{\bullet}$ and that $\nabla^{2} f\left(x^{\circ}\right)$ is positive definite. Then $\left\{s_{k}\right\}$ converges to zero, and hence $\left\|s_{k}\right\| \leq \beta_{3} \Delta_{k}$ for all $k$ sumiciently large. Thus there is a $k_{0} \geq 0$ such that $s_{k}=s_{k}^{N}$ for $k \geq k_{0}$, and then the rate of convergence results are provided by Theorem 2.8.

## a. Approdmations to the Hemein Matrix.

The methods we have described in the previous sections all require the computation of the Hessian matrix. This can be a dificult and error prone task. and in some cases analytic expressions for the entries of the Hessian matrix may not even be available. What can be done in these cases?

An obvious way to overcome these dificulties is to approxdmate the Hessian matrix with differences of gradients. However, there are several things to conelder. Which difference approximation should be used? How large should the difference parameter be ? How is the performance of the minimization method affected when difference approximations are used?

The two most common type of difference approximations use the forward difference and central difference formulas. The forward difference approximation is based on the Taylor's series expantion

$$
\begin{equation*}
\left(\frac{1}{a}\right)[\nabla f(x+a p)-\nabla f(x)]=\nabla^{p} f(x) p+O(a) . \tag{8.1}
\end{equation*}
$$

while the central difference approximation is based on

$$
\left(\frac{1}{2 \alpha}\right)\left[\nabla f(x+\alpha p)-2 \nabla f(x)+\nabla^{\prime}(x-\alpha p)\right]=\nabla^{2} f(x) p+O\left(\alpha^{2}\right) .
$$

In optimization work, forward differences are quite common because they require fewer gradient evaluations and usually provide the necessary accuracy. If forward differences are used, an approximation $A(x)$ to the Hessian matrix at some $x \in R^{n}$ can be obtained by setting

$$
A(x) e_{j}=\left(\frac{1}{\alpha_{j}}\right)\left[\nabla f\left(x+\alpha \varepsilon_{j}\right)-\nabla f(x)\right], \quad 1 \leq j \leq n
$$

for some difference parameter $a_{j} \neq 0$. Unfortunately, this approximation does not necessarily provide a symmetric matrix. This important feature of the Hessian can be obtained by using the symmetric matrix

$$
K\left[A(x)+A(x)^{r}\right]
$$

as the approximation to the Hessian matrix at $x$.
The choice of difference parameter presents a dilemma. In order to preserve the superlinear rate of convergence enjoyed by Newton's method it is necessary to force the difference parameter to zero. However, as the difference parameter $\alpha_{j}$ becomes small, the differences loose significance due to cancellation. To prevent this loss of significance, the difference parameter must stay above a certain threshold value. This dilemma can usually be resolved in practice because it is not necessary to provide a Hessian approximation of high accuracy. If the Hessian approximation has an accuracy comparable to the desired accuracy in the solution to the optimization problem, then convergence usually takes place at practically a quadratic rate. Less accurate Hessian approximations decrease the rate of convergence but do not prevent convergence. These remarks assume that the gradient is evaluated accurately; if this is not the case, we may not even be able to compute a descent direction.

Techniques for choosing the difference parameter in ( $B .1$ ) require information about $\nabla f$ in a neighborhood of $x$ which is obtained by evaluating $\nabla f$ at several points near $x$. For many practical problems it would be too expensive to acquire this information at each iterate. A sensible strategy for an optimization algorithm is to choose the difference parameter at a typical $x$ (possibly the starting point $x_{0}$ ), and to use this choice until it is deemed unsuitable. The difference parameter is only recomputed when the quality of the difference approximation starts to degrade.

There are several algorithme for choosing the difference parameter at a point. Discussing these algorithms in detail is not within the scope of this paper, but we want to mention some of the ideas behind these algorithms. The main
ideas are clear in the 1 -dimensional case, so consider a differentiable function $\varphi: R \rightarrow R$, let $\varphi_{c}(\alpha)$ denote the computed value of $\varphi^{\prime}(\alpha)$, and let

$$
\varepsilon(\alpha)=\varphi_{c}(\alpha)-\varphi_{c}(\alpha)
$$

be the (absolute) error in the computed value. The smoothness of $\varphi_{c}$ depends on the method used to evaluate $\varphi$ on the computer, but in all cases $\varphi_{c}$ is a step function: A reason for this is that a computer with $l$ decimal digits of accuracy does not distinguish between numbers with the same first $l$ digits. We mention this fact be use it implies that $\varphi_{c}$ is not differentiable. With these remarks in mind, note that our problem is to determine an a such that

$$
\begin{equation*}
\left(\frac{1}{\alpha}\right)\left[\varphi_{c}(\alpha)-\varphi_{c}(0)\right] \tag{6.2}
\end{equation*}
$$

is close to $\varphi^{\prime}(0)$. If we assume that we have an open neighborhood $I$ of $\alpha=0$, and a bound $\varepsilon_{0}$ such that

$$
|\varepsilon(\alpha)| \leq \varepsilon_{0}, \quad \alpha \in I .
$$

then it is not difficult to determine the difference parameter. Note that a Taylor's expansion of $\varphi$ shows that

$$
\varphi_{c}(\alpha)-\varphi_{c}(0)-\alpha \varphi^{\prime}(0)=K \varphi \varphi^{\prime \prime}(\xi) a^{2}+[\varepsilon(a)-\varepsilon(0)] .
$$

for some $\boldsymbol{\xi}$ with $|\xi|<|\alpha|$, and hence

$$
\left|\left(\frac{1}{a}\right)\left[\varphi_{c}(\alpha)-\varphi_{c}(0)\right]-\varphi^{\prime}(0)\right| \leq \psi_{\eta_{0}}|a|+\frac{2 \varepsilon_{0}}{|a|} .
$$

where $\eta_{0}$ is a bound for $\varphi$ " on $I$. This bound on the error between (6.2) and $\varphi^{\prime}(0)$ has the correct qualitative behavior. If $a$ is too small then the error is dominated by $\varepsilon_{0}$. while if $a$ is too large then the error is determined by the curvature of $\varphi$. It is reasonable to choose a so that this bound is minimized, and this leads to a choice of

$$
\begin{equation*}
a=2\left[\frac{\varepsilon_{0}}{\eta_{0}}\right)^{n} . \tag{6.3}
\end{equation*}
$$

An algorithm for determining $\varepsilon_{0}$ and $\eta_{0}$ can be based on the work of Hamming [1971]. pages 163-173. The basic idea is that the 4th and 5th order diferences of $\varphi_{0}$ are a measure of $\varepsilon_{0}$ and that the 2nd order diferences can be used to estimate $\boldsymbol{\eta}_{0}$. It is necessary to take some precautions, but in general we have found that an algorithm based on these ideas and (6.3) is quite effective.

Another way to overcome the dimculties mentioned at the beginning of this eection is to approximate the hessian matrix directly. As an illustration, recall that in the example of Section 1, the (i,j) element of the Hessian $\nabla^{\boldsymbol{f}} \boldsymbol{f}(x)$ is

$$
\theta_{i, j} f(x)=\int_{0}^{1}\left[\left(\partial_{2,2} L\right) \varphi_{i} \varphi_{j}+\left(\partial_{2,3} L\right)\left(\varphi_{i} \dot{\varphi}_{j}+\dot{\varphi}_{i} \varphi_{j}\right)+\left(\partial_{3,3} L\right) \dot{\varphi}_{i} \dot{\varphi}_{j}\right) d \tau
$$

where the partial derivatives of $L$ are all evaluated at $(\tau, u(\tau), \dot{u}(\tau))$ and

$$
\begin{equation*}
u(\tau) \equiv \sum_{k=1}^{n} \xi_{k} \varphi_{k}(\tau) \tag{6.4}
\end{equation*}
$$

In principle, these integrals can be evaluated with an appropriate quadrature, and the results used to define an approximation to the Hessian matrix. This requires the storage of a symmetric matrix of order $n$ and the evaluation of $n(n+1) / 2$ integrals over [0,1]. Since the dimension $n$ must increase in order to refine the accuracy of $u$ as an approximation to the continuous problem, it is usually necessary to solve large dimensional problems, and clearly, the cost of these requirements can then be prohibitive even for moderate values of $\boldsymbol{n}$.

The above problems can be greatly reduced if we choose a basis $\left\{\varphi_{i}\right\}$ whose elements venish on most of the interval $[0,1]$. For example, we could choose a B-spline basis. To illustrate this possibility, let $\tau_{j}=j h \equiv j / \pi$, and define

$$
\varphi_{j}(\tau)=1-\frac{\left|\tau-\tau_{j}\right|}{h}, \tau \in\left[\tau_{j-1}, \tau_{j+1}\right], \quad \varphi_{j}(\tau)=0 \text { otherwise }
$$

These functions are smooth B -splines of order 2. It is a simple matter to verify that

$$
\varphi_{i} \varphi_{j}=\varphi_{i} \dot{\varphi}_{j}=\dot{\varphi}_{i} \dot{\varphi}_{j}=0, \quad|i-j|>1 .
$$

and therefore the Hessian matrix is tridiagonal. Thus the storage is now of order $\boldsymbol{n}$, and it is only necessary to evaluate $2 \boldsymbol{n}$ integrals over intervals of length $1 / \boldsymbol{n}$. Similar remarks hold for the computation of the gradient. If we had chosen a basis of smooth B-splines of order $k$ then the Hessian has bandwidth $2 k-1$. The computation of the gradient and Hessian is now more expensive, but there is an increase in the accuracy of (6.4) as an approximation to the continuous problem. For more information, see de Boor [1978] on splines, and Gill and Nurray [1973] on the numerical solution of problems in the calculus of variations.

Large scale optimization problems frequently exhibit special structure such as sparsity in the Hessian matrix. Approximation of sparse Hessians ry differences is attractive because the number of gradient differences required is often small compared to $n$. For example, if the Hessian matri $\because$ is tridiagoini ', as in the above example), then 3 gradient differences suffice to approximate the Hessian.

A technique for estimating general sparse Hessian matrices is based on the work of Curtis, Powell, and Reid [1974]. They pointed out that a group of columns of $\nabla^{2} f(x)$ can be approximated with one gradient difference if coiumns
in this group do not have a nonzero in the same row position. To see this, let $I$ be the indices of a group of columns with this property, and let $p$ be a vector with component $\rho_{j}=0$ il $j$ belongs to $I$ and $\rho_{j} \neq 0$ otherwise. Then

$$
\nabla^{2} f(x) p=\sum_{j \in I} \rho_{j} \nabla^{2} f(x) \varepsilon_{j}
$$

and since the columns with indices in $I$ do not have nonzeroes in the same row position, for each $(i, j)$ element of $\nabla^{\ell} f(x)$ with $j \in I$ we have that

$$
\left(\nabla^{2} f(x) p\right)_{i}=\rho_{j} e_{i} \nabla^{2} f(x) e_{j} .
$$

In view of (6.1), it follows that we can approximate all the columns with indices in $I$ with just one gradient difference.

For a tridiagonal matrix, it is easy to see that columns with indices of the form $l$ mud 3 can be placed in the $l$-th group. Hence, as noted above, a tridiagonal matrix can be estimated with 3 gradient differences.

For general sparsity patterns it is not straightforward to partition the columns of the matrix into the least number of groups so that columns in a group do not have a nonzero in the same row position Curtis, Powell, and Reid [1974] suggested an algorithm but did not analyze the problem. Coleman and More [1981] have approached this partitioning problem through its equivalence to certain graph coloring problems, and have used this point of view to analyze the partitioning problem and to suggest improved algorithms. Their numerical results show that these improved algorithms are nearly optimal on practical probiems.

The partitioning technique that we have described for estimating sparse Hessians does not make any use of the symmetry of the matrix. Pouell and Toint [1979] have pointed out that it is often possible to use symmetry to reduce the number of required gradient differences. They proposed several ways of doing this, and with one of their methods it is possible to estimate a tridiagonal Hessian malrix with 2 gradient differences. It turns out that their methods can also be analyzed with graph theory techniques; a treatment from this point of view is given by Coleman and More [1982].

## 7. Quen-Newton Methode

For some problems the objective function and its gradient are so expensive to calculate that we are not willing to compute a difference approximation to the Hessian matrix. These are not necessarily large dimensional problems. For example, the problem might be to minimize the $L_{g}$-norm of the solution to a differential equation that depends on a few parameters. In this case each function evaluation required by the optimization method actually involves a numerical solution of a differential equation.

In an effort to reduce the computational requirements of Newton's method, Davidon [1959] introduced a revolutionary idea which provides a way to approximate the Hessian matrix using only the gradient information gathered at each iterate. This idea has led to a highly successful class of methods which today are usually called quasi-Newton methods. There is a huge literature on quasi-Newton methods; our purpose in this section is to provide a brief introduction to the two most powerful members of this class and to contrast quasi-Newton methods with methods in the Newton class. For a thorough discussion of various aspects of quasi-Newton methods, see the survey paper of Dennis and More [1977].

In very simplistic terms a quasi-Newton method might be termed as an "earn while you learn" method. It is to be contrasted with methods in the Newton class through the manner of maintaining an approximate Hessian. In quasiNewton methods, the approximate Hessian must satisfy the quasi-Newton equation. To derive this equation, suppose that we have a positive definite approximation $B_{k}$ to the Hessian of $f$ at $\boldsymbol{x}_{\boldsymbol{k}}$. We can then compute a descent direction $\boldsymbol{p}_{\boldsymbol{k}}$ via

$$
\begin{equation*}
p_{k}=-B_{k}-1 \nabla f\left(x_{k}\right), \tag{7.1}
\end{equation*}
$$

and a steplength $\alpha_{k}$ in $\operatorname{SR}(\mu, \eta)$. This defines the step $s_{k}=\alpha_{k} p_{k}$ and the next iterate $x_{k+1}=x_{k}+s_{k}$. Since

$$
\left(\int_{0}^{1} \nabla^{2} f\left(x_{k}+\xi s_{k}\right) d \xi\right) s_{k}=\nabla f\left(x_{k+1}\right)-\nabla f\left(x_{k}\right)
$$

it might be reasonable to seek an update to the approximate Hessian which satisfles

$$
\begin{equation*}
B_{k+1} S_{k}=y_{k}=\nabla f\left(x_{k+1}\right)-\nabla f\left(x_{k}\right) \tag{7.2}
\end{equation*}
$$

This is the quasi-Newton equation and a method for generating $B_{k+1}$ from $B_{k}$ so that (7.2) holds is a quasi-Newton update. The quasi-Newton equation is essentially a gradient difference along the most recent search direction. Thus, quasiNewton methods only use the search direction to obtain curvature information, while methods in the Newton class use $n$ directions.

Various specific formulas exist for updating the matrix $B_{k}$, and we shall concentrate on those updates which guarantee that $B_{k+1}$ is symmetric and positive definite. Note that if $B_{k+1}$ is positive definite then ( 7.2 ) implies that $\boldsymbol{y}_{k}^{\top} s_{k}$ is positive. This condition is satisfed whenever $\alpha_{\mu}$ is in $\operatorname{SR}(\mu, \eta)$ because then

$$
v_{k}^{T} s_{k}=\nabla f\left(x_{k+1}\right) s_{k}-\nabla f\left(x_{k}\right) s_{k} \geq(1-\eta)\left|\nabla f\left(x_{k}\right)^{r} s_{k}\right|
$$

We shall show bslow that if $y_{k}{ }^{\prime} s_{k}$ is positive, then there are symmetric and positive defnite matrices which satis'y the quasi-Newton equation.

In a discussion of quasi-Newton updates, it is customary and convenient to drop subscripts. Assume, therefore, that we have an approximate Hessian $B$. and vectors $s$ and $y$ with $y^{F} s$ positive. We then want to obtain update formulas that produce matrices $B_{+}$according to the quasi-Newton equation
(7.3) $B_{+} s=y$.

The simplest derivaticin of such a formula is to ask for the nearest matrix to $B$ which satisfles (7.3). If $B_{+}=B+E$, then our problem is to find a solution to

$$
\begin{equation*}
\min \{\|E\|:(B+E) s=y\} \tag{7.4}
\end{equation*}
$$

where $\|\cdot\|$ is a suitable matrix norm. It is natural to choose the Frobenius norm defined by

$$
\|A\| \beta=\sum_{i=1}^{n}\left\|A v_{i}\right\|^{2}=\operatorname{tracs}\left(A^{T} A\right)
$$

for any set $v_{1}, \cdots, v_{n}$ of orthonormal vectors, because this is the Euclidean norm in the space of matrices. With the Frobenius norm it is a simple matter to verify that

$$
E=\frac{\left(y-B_{s}\right) s^{T}}{s^{T} s}
$$

solves problem (7.4). Just note that $E$ satisfies $(B+E) s=y$ and that if $\hat{E}$ is any other matrix that satisfles this equation then

$$
\|E\|_{F}=\left\|\frac{\left(y-B_{s}\right) s^{T}}{s^{T}}\right\|_{P}=\left\|\frac{E s s^{T}}{s^{T} s}\right\|_{r} \leqslant\left\|E_{\| F}\right\|_{s^{T}} \frac{s s^{T}}{s^{T}}\left\|_{F}=\right\| E \| P
$$

This $E$ is the unique solution to (7.4) since $\|\cdot\|_{r}$ is convex and the constraint in (7.4) is linear. The explicit updating formula for $B$ is therefore given by

$$
B_{+}=B+\frac{\left(y-B_{s}\right) s^{T}}{s_{s}}
$$

This is Broyden's [1985] rank-1 update formula; it is a rank-1 update because $\operatorname{rank}(E) \leq 1$. Broyden's update is the most powerful quasi-Newton update for the solution of systems of nonlinear equations. For minimization, however, there are more suitable updates. A reason for this is that $B_{+}$is usually neither symmetric nor positive definite even though $B$ might possess these properties. In Section 4 we saw the importance of these properties in obtaining convergence for descent methods. Therefore, we are very interested in updating formulas which maintain symmetry and positive definiteness in the matrices $B$. One way to obtain these properties is to require that $B=R^{\boldsymbol{T}} R$ and obtain $R_{+}=R+E$ such that $B_{+}=R_{+}^{\boldsymbol{\top}} R_{+}$satishes (7.3). It would be quite natural to seek the correction $E$ as a solution to the problem

$$
\begin{equation*}
\min \left\{\|E\|_{F}:(R+E)^{T}(R+E) s=y\right\} \tag{7.5}
\end{equation*}
$$

Variational techniques can be used to show that the correction $E$ which solves this problem is a rank-2 update to $R$. To our knowledge this approach has not been tried in practice because there is a rank-1 correction $E$ which meets our requirements and has proven to be extremely successful. We might motivate a derivation of this rank-1 update by considering the implications of the quasiNewton equation on the factors of $B_{+}$. If $B_{+}=R_{+}^{\top} R_{+}$satisfies (7.3) then $E$ must satisfy

$$
\begin{equation*}
(R+E)^{T} v=y, \quad(R+E) s=v, \quad v^{T} v=y^{T} s>0 \tag{7,6}
\end{equation*}
$$

Conversely, if $E$ satisfies (7.6) for a given vector $v$, then $B_{+}=R_{+}^{T} R_{+}$satisfies (7.3). Thus a reasonable alternative to solving problem (7.5) is to specify a vector $v$ of norm $\left(y^{T} s\right)^{h}$ and then obtain a correction matrix $E$ which satisfies (7.6) as well as

$$
\begin{equation*}
\min \left\{\|E\|_{F}:(R+E)^{T} v=y\right\} \tag{7.7}
\end{equation*}
$$

The solution to (7.7) for a given $v$ is

$$
E=\frac{v\left(v-R^{T} v\right)^{T}}{v^{T} v}
$$

and it follows that this $E$ satisfies (7.6) if and only if $v=\tau R s$ for some $\tau$. Since we must have $v^{\boldsymbol{T}} \boldsymbol{v}=\boldsymbol{y}^{\boldsymbol{T}} \boldsymbol{s}$, this condition determines $\tau$. We have thus shown that

$$
\begin{equation*}
R_{+}=R+\frac{v\left(y-R^{T} v\right)^{T}}{v^{T} v}, \quad v=\left(y^{T} s\right)^{Y} \frac{R s}{\|R s\|} \tag{7.8}
\end{equation*}
$$

induces a symmetric positive definite quasi-Newton update.
The updating formula we have just derived was discovered independently by Broyden[1969,1970]. Fletcher[1970]. Goldfarb[1970]. Shanno[1970], and is often referred to as the BFGS formula. We have concentrated upon this particular update because it appears to work best in practice. The derivation of the BFGS update which we have presented is due to Dennis and Schnabel [1981]. Davidon and Sorensen [1980] have provided another derivation of the BFGS update by obtaining the quasi-Newton equation (7.6) as interpolation conditions on the gradient of the local quadratic model, and then showing that $v=\tau R s$ is a consistent choice. However, while numerous derivations of this update formula have been given, the superior performance of the BFGS update has not yet received a satisfactory explanation.

A quasi-Newton method based on the BFGS update would generate a sequence $\left\{x_{k}\right\}$ defined by $x_{k+1}=x_{k}+p_{k}$ where $p_{k}$ is the direction (7.1) and $\left\{B_{k}\right\}$ is chosen by the BFGS lormula. If $B_{0}$ is symmetric and positive definite, and if $\alpha_{k}$ satisfics the stopping rules $\operatorname{SR}(\mu, \eta)$, then $y_{k}^{\boldsymbol{T}} s_{h}$ is positive and thus $B_{k}$ is wcil
defined and positive definite for $k>0$. For this method Powell [1975] has shown that if $f: R^{n} \rightarrow R$ satisfies the assumptions of Theorem (4.15), and if $f$ is convex on the level set $\Omega$, then $\left\{\nabla f\left(x_{k}\right)\right\}$ converges to zero. Moreover, if $\left\{x_{k}\right\}$ converges to $x^{\circ}$ and $\nabla^{2} f\left(x^{*}\right)$ is positive definite, then $\left\{x_{k}\right\}$ converges superlinearly to $x^{\circ}$. In practice this method converges for general functions $f$, so there is a wide gap between this result and what is observed in practice.

At first sight, it would seem that Powell's result is a rather straightforward extension of the analysis of Newton's method. However, this would be the case only if we could show that the condition numbers of $\left\{B_{k}\right\}$ are uniformly bounded. Interestingly enough, Powell shows this, but only after convergence has been established.

The form of the update (7.8) is quite amenable to stable numerical computation. In particular, it is possible to maintain the matrices $R$ in triangular form. This facilitates the solution of the system (7.1) and reduces the storage. The reduction to triangular form can be accomplished by standard (see, for example, Gill, Golub, Murray, and Saunders [1974]) matrix updating techniques. If $R$ is upper triangular, then a product of elementary rotations $Q=Q_{1} Q_{2} \cdots Q_{2 n}$ can be constructed in such a way that

$$
\begin{equation*}
R_{+}=Q R_{+}=Q\left(R+\frac{v\left(v-R^{T} v\right)^{T}}{v^{T} v}\right) \tag{7.9}
\end{equation*}
$$

is also upper triangular. Since $Q$ is orthogonal,

$$
R_{+}^{T} R_{+}=R_{+}^{T} Q^{T} Q R_{+}=R_{+}^{T} R_{+}
$$

and thus $\hat{R}_{+}$is the required factor of $B_{+}$. Since $Q$ is the product of $2 n$ elementary rotations, the arithmetic required in (7.9) is on the order of $n^{2}$ floating point operations. This is to be compared to the order of $n^{3}$ operations required to form $B_{+}$and then factor. Another advantage of keeping $R$ in triangular form is that the condition number of triangular matrices can easily be monitored. This provides the opportunity to alter these matrices when extreme illconditioning occurs.

## 8. Current Research.

It is fairly safe to say that Newton's method and quasi-Newton methods are understood well enough to provide reliable software for general smail icc medium size unconstrained minimization problems. Several subroutines are available through software libraries and others are under development.

Currently, researchers are focusing much of their attention upon large scale problems. The ground rules for what constitutes an effective algorithm can change drasticaily when the number of variables becomes large. We have tacitly
assumed that the solution of a linear system of order $n$ is, at worst, comparable in cost to the evaluation of the gradient and Hessian. This assumption may not be valid in large scale problems, and then it is necessary to take advantage of the special structure of the problem. With suitable modifications, Newton's method can still be an effective tool for large scale problems. We have already mentioned, in Section 6, one possible modification in connection with the estimation of sparse Hessian matrices by gradient differences. Modifications can also be made to the algorithms for determining the Newton direction. For example, since the Newton methods of this paper only require the Cholesky decomposition of a symmetric matrix, for sparse problems it is possible to reduce the amount of work and storage required by this decomposition. This is a well understood problem; see, for example, George and Liu [1979]. Another possibility is to only determine an approximation to the Newton direction. This possibility is explored, for example, by Dembo and Steihaug [1980].

So far modifications of quasi-Newton methods to account for sparsity have not had the resounding success that these methods have had in the dense case. This is despite intensive effort in this area. There may be fundamental reasons for this as noted by Sorensen [1981]. However, it would seem that this subject is just not fully understond at present, and thus this is still a very active research area. The interested reader should consult Steihaug [1980] and Toint [1981] for information and additional references.

The situation in greatest need of research at present arises when the Hessian matrix cannot be stored in fast memory. Currently the method of choice for this situation is a conjugate direction method. It would take a full article to describe these methods. Fletcher [1980] has a nice introduction to the basic ideas behind conjugate direction methods, while Buckley [1978a,1978b] and Gill and Murray [1979] describe some of the recent work in this area.

The development of methods for these very difficult and highly practical situations hinges upon a thorough understanding of Newton's method. It is our hope that this paper will provide a basis for work in these areas.
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