
                          Phillippo, D., Ades, T., Dias, S., Palmer, S., Abrams, K. R., & Welton,
N. (2016). NICE DSU Technical Support Document 18: Methods for
population-adjusted indirect comparisons in submissions to NICE.
(Technical Support Documents). NICE Decision Support Unit.
http://www.nicedsu.org.uk/Populationadjusted-ICs-TSD(3026862).htm

Publisher's PDF, also known as Version of record

Link to publication record in Explore Bristol Research
PDF-document

This is the final published version of the article (version of record). It first appeared online via NICE at
http://www.nicedsu.org.uk/Populationadjusted-ICs-TSD(3026862).htm. Please refer to any applicable terms of
use of the publisher.

University of Bristol - Explore Bristol Research
General rights

This document is made available in accordance with publisher policies. Please cite only the
published version using the reference above. Full terms of use are available:
http://www.bristol.ac.uk/red/research-policy/pure/user-guides/ebr-terms/

http://www.nicedsu.org.uk/Populationadjusted-ICs-TSD(3026862).htm
https://research-information.bris.ac.uk/en/publications/de957711-52fd-4143-b1f5-b15e20236858
https://research-information.bris.ac.uk/en/publications/de957711-52fd-4143-b1f5-b15e20236858


 

 1       

 

 

NICE DSU TECHNICAL SUPPORT DOCUMENT 18: 

METHODS FOR POPULATION-ADJUSTED INDIRECT 

COMPARISONS IN SUBMISSIONS TO NICE 

 

 

 

REPORT BY THE DECISION SUPPORT UNIT 

 

December 2016 

 

 

David M. Phillippo,1 A. E. Ades,1 Sofia Dias,1  

Stephen Palmer,2 Keith R. Abrams,3 Nicky J. Welton1 

  

 

1 School of Social and Community Medicine, University of Bristol, Canynge Hall, 39 Whatley Road, 

Bristol BS8 2PS, UK 

2 Centre for Health Economics, University of York 

3 Department of Health Sciences, University of Leicester 

 

 

 

Decision Support Unit, ScHARR, University of Sheffield, Regent Court, 30 Regent Street 

Sheffield, S1 4DA 

 

Tel (+44) (0)114 222 0734  

E-mail dsuadmin@sheffield.ac.uk  

Website www.nicedsu.org.uk 

Twitter @NICE_DSU 

mailto:dsuadmin@sheffield.ac.uk
http://www.nicedsu.org.uk/
https://twitter.com/NICE_DSU


 

 2       

ABOUT THE DECISION SUPPORT UNIT 

The Decision Support Unit (DSU) is a collaboration between the Universities of Sheffield, York and 

Leicester. We also have members at the University of Bristol, London School of Hygiene and Tropical 

Medicine and Brunel University. The DSU is commissioned by The National Institute for Health and 

Care Excellence (NICE) to provide a research and training resource to support the Institute's 

Technology Appraisal Programme. Please see our website for further information www.nicedsu.org.uk 

 

ABOUT THE TECHNICAL SUPPORT DOCUMENT SERIES 

The NICE Guide to the Methods of Technology Appraisali is a regularly updated document that 

provides an overview of the key principles and methods of health technology assessment and appraisal 

for use in NICE appraisals. The Methods Guide does not provide detailed advice on how to implement 

and apply the methods it describes. This DSU series of Technical Support Documents (TSDs) is 

intended to complement the Methods Guide by providing detailed information on how to implement 

specific methods. 

The TSDs provide a review of the current state of the art in each topic area, and make clear 

recommendations on the implementation of methods and reporting standards where it is appropriate to 

do so. They aim to provide assistance to all those involved in submitting or critiquing evidence as part 

of NICE Technology Appraisals, whether companies, assessment groups or any other stakeholder type.  

We recognise that there are areas of uncertainty, controversy and rapid development. It is our intention 

that such areas are indicated in the TSDs. All TSDs are extensively peer reviewed prior to publication 

(the names of peer reviewers appear in the acknowledgements for each document). Nevertheless, the 

responsibility for each TSD lies with the authors and we welcome any constructive feedback on the 

content or suggestions for further guides. 

Please be aware that whilst the DSU is funded by NICE, these documents do not constitute formal NICE 

guidance or policy. 

 

Professor Allan Wailoo 

Director of DSU and TSD series editor. 

 

_______________________ 

i National Institute for Health and Care Excellence. Guide to the methods of technology appraisal, 2013 (updated April 

2013), London 

http://www.nicedsu.org.uk/


 

 3       

Acknowledgements 

The authors wish to acknowledge the contributions of Richard Grieve, Jeroen Jansen, Andreas Karabis, 

James Signorovitch, Ian White and the NICE team led by Rosie Lovett, who provided peer comments 

on the draft document.  

 

The production of this document was funded by the National Institute for Health and Care Excellence 

(NICE) through its Decision Support Unit. The views, and any errors or omissions, expressed in this 

document are of the authors only. NICE may take account of part or all of this document if it considers 

it appropriate, but it is not bound to do so. 

 

 

This report should be referenced as follows: 

Phillippo, D.M., Ades, A.E., Dias, S., Palmer, S., Abrams, K.R., Welton, N.J. NICE DSU Technical 

Support Document 18: Methods for population-adjusted indirect comparisons in submission to NICE. 

2016. Available from http://www.nicedsu.org.uk 

 

  

http://www.nicedsu.org.uk/


 

 4       

EXECUTIVE SUMMARY 

This Technical Support Document examines methods for population-adjusted indirect comparisons, in 

which individual patient data (IPD) in one or more trials are used to adjust for between-trial differences 

in the distribution of variables that influence outcome. Recently proposed methods are the Matching-

Adjusted Indirect Comparison (MAIC) and the Simulated Treatment Comparison (STC). We look at 

the theory behind MAIC and STC methods, review published applications, briefly touch on alternative 

methods, and make recommendations on the use of population-adjusted estimates in submissions to 

NICE. 

 

Methods that “map” the treatment effects observed in one population into effects that would be observed 

in another population have existed for many years, coming under the general heading of 

“standardisation”. These methods have been applied to treatment effects from both randomised and 

non-randomised studies. We briefly review the literature on propensity score weighting and on outcome 

regression methods, which underlie MAIC and STC respectively, as well as doubly robust estimation 

which combines features of both approaches (Section 2.1). The properties of these methods have also 

been examined in the related literature on population average treatment effects. 

 

The novelty of MAIC and STC is that they apply the classic propensity score and regression methods 

to the specific case of indirect comparisons, with limited availability of IPD. Application of population 

adjustment methods to indirect comparisons is well-motivated. Standard methods for indirect 

comparisons and network meta-analysis, proposed by Bucher et al.1 and then Dias et al.2, are based on 

aggregate data. The key assumption behind these standard methods is that there is no difference between 

the trials in the distribution of effect-modifying variables. Given the high levels of heterogeneity often 

found in trial networks, as evidenced by the frequent use of “random effects” models, the validity of 

indirect comparisons in the very sparse networks seen in many submissions to NICE must be considered 

carefully. In networks consisting of only one or two trials per treatment, indirect comparisons are highly 

vulnerable to systematic variation (bias) resulting from imbalances in effect modifier distributions. 

Under these circumstances population-adjusted methods have a distinct attraction. 

 

Drawbacks of MAIC and STC as methods for population adjustment 

Despite the motivation for population adjustment methods, the actual form of population adjustment 

typically implemented by MAIC and STC suffers from several very considerable drawbacks. These are 

outlined in our analysis of MAIC and STC methodology (Section 2), and examples are given in our 

review of published MAIC and STC applications (Section 3). Principally: 

1. Both MAIC and STC can be used to carry out either an “anchored” indirect comparison, where 

there is a common comparator arm in each trial, or an “unanchored” indirect comparison, where 
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there is a disconnected treatment network or single-arm studies. An unanchored MAIC or STC 

effectively assumes that absolute outcomes can be predicted from the covariates; that is, it assumes 

that all effect modifiers and prognostic factors are accounted for. This assumption is very strong, 

and largely considered impossible to meet. Failure of this assumption leads to an unknown amount 

of bias in the unanchored estimate. We have suggested possible methods for providing a plausible 

range for the residual bias via estimation of the unexplained heterogeneity in absolute outcomes 

(Appendix C). 

2. In most applications of MAIC and STC (9 out of 11 published applications to date identified in our 

review), little evidence is presented that population adjustment will produce more accurate 

estimates than standard methods for indirect comparisons. Specifically, in the large majority of 

cases no evidence is presented prior to analysis that any given covariate is an effect modifier, or 

that the degree of imbalance is sufficient for adjustment to make a material difference.  

3. While standard methods for indirect comparisons assume additivity of effects on a pre-specified 

transformed scale, such as the logit scale for probabilities, MAIC and STC typically assume 

additivity on the natural outcome scale. This represents a major departure from the way in which 

relative treatment effects are usually conceptualised in health technology assessment (HTA). 

4. MAIC and STC have been designed to meet a very specific situation applying to companies making 

submissions to NICE, in which companies have access to individual patient data (IPD) from their 

own trials, say on treatments A  and B , labelled as AB , but only aggregate outcomes (as 

summarised in publication, for example as means and confidence intervals for outcomes in each 

arm) and marginal covariate information (for example proportion of females, mean and standard 

deviation of age) from a competitor’s trials, say on treatments A  and C , labelled as AC . By 

making certain assumptions about the joint distribution of covariates in the AC  trial(s), MAIC 

and STC set out to generate the AB  effect that would be observed in the AC  trial population. 

Thus, companies deploying MAIC or STC are not only arguing that the treatment effect is 

dependent on the population, but they are further assuming that the target population is closer to 

that represented in the competitor trial than in their own trial. In reality, the target population for a 

decision is likely to be represented by a UK cohort or registry study, and may differ from both AB  

and AC  trials. 

 

Population-adjusted estimates of treatment effects in the context of submissions to NICE 

While there is a clear rationale for considering population-adjusted estimates of treatment effects, there 

is a lack of clarity about exactly how, and when, they should be applied in practice, and even whether 

the results are relevant to the decision problem. This increases the risk that assumptions being made in 

one submission are fundamentally different from – even incompatible with – the assumptions being 

made a year later in another on the same condition. In the interests of transparency, and to ensure a 



 

 6       

degree of certainty for those making submissions, the recommendations below attempt to regularise 

how and when population-adjustment should be used, and set out additional analyses that should be 

presented to support their use and assist their interpretation. These recommendations can be no more 

than provisional, as comprehensive simulation studies are required to explore the properties of the 

various methods available. In Appendix A we provide flow charts which summarise how methods for 

indirect comparison should be chosen, how they are implemented, and how their results should be 

presented. In Appendix D we provide a worked example of MAIC and STC carried out according to 

our recommendations, complete with accompanying R code. 

 

Summary of recommendations 

1. When connected evidence with a common comparator is available, only “anchored” forms of 

population adjustment may be used. “Unanchored” population adjustment may only be considered 

in the absence of a connected network of randomised studies, or where there are single-arm studies 

involved. (Section 4.2.2.) 

2. Submissions using anchored population adjustment must produce evidence that population 

adjustment is likely to produce less biased estimates than would be available through standard 

indirect comparisons. This requires (i) showing there are grounds for believing one or more of the 

available covariates is an effect modifier, and (ii) showing that there is sufficient imbalance in 

those effect modifiers to result in a material bias, in relation to the observed relative  treatment 

effect. (Section 4.2.3.) 

3. Submissions using unanchored forms of population adjustment must provide evidence on the likely 

extent of error due to unaccounted for covariates, in relation to the observed relative treatment 

effect. (Section 4.2.4.) 

4. For anchored indirect comparisons performed via propensity score weighting methods (e.g. 

MAIC), all effect modifiers should be adjusted for to ensure balance and reduce bias, but no purely 

prognostic variables to avoid inflating standard error due to over-matching. For anchored indirect 

comparisons performed via outcome regression methods (e.g. STC), all effect modifiers in 

imbalance should be adjusted for to reduce bias, and further effect modifiers and prognostic 

variables may be adjusted for if this improves model fit to reduce standard error. For an unanchored 

indirect comparison, population adjustment methods should adjust for all effect modifiers and 

prognostic variables. (Section 4.2.5.) 

5. Indirect comparisons must be carried out on the usual linear predictor scale used for evidence 

synthesis of that outcome. (Section 4.2.6.) 

6. The target population for the decision problem must be explicitly stated, and the population 

adjustment must deliver treatment effect estimates for that target population. (Section 4.2.7.) 
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7. Strict reporting requirements are recommended, including the assessment of covariate 

distributions, evidence for effect modifier status, distribution of weights (if applicable), and 

appropriate measures of uncertainty. (Section 4.2.8.) 

 

Overall conclusions 

There is a clear role for population-adjusted indirect comparisons in Health Technology Assessment, 

although their use in each case must be justified. Unanchored methods for population adjustment are 

problematic and should not be used when anchored methods can be applied. We propose that 

population-adjusted indirect comparisons should be carried out on the same scale (log, logit, etc.) that 

would be used in a standard indirect comparison. Further, population-adjusted estimates of absolute and 

relative treatment effects can, and should, be constructed specifically for the target decision population. 

We show how this can be done algebraically and in a worked example. 

 

MAIC and STC and the versions of MAIC and STC that we recommend represent a class of methods 

that use IPD from one or more studies to predict a population-average outcome for one or more 

treatments in a different population, and they then effect indirect comparisons at the population level. 

Other approaches to estimating population-adjusted estimates of absolute and relative treatment effects 

are also available.  

 

Further research is needed:  

 to develop further methods for population adjusted indirect comparisons; 

 to assess their comparative vulnerability to failures in assumptions, through comprehensive 

simulation studies; 

 to find ways of estimating the systematic error due to unaccounted covariates in anchored, and 

especially unanchored, comparisons; 

 to investigate the extent of error following from the availability of only marginal, rather than joint, 

covariate distributions, and to obtain empirical data on the between-trial variation in the joint 

covariate distributions; 

 to extend the methods to larger networks; 

 to ensure appropriate uncertainty propagation in population-adjusted estimates; and 

 to prepare suitable software tools for population-adjustment with a range of worked examples. 

 

The recommendations made by this TSD should be amended and/or extended in light of subsequent 

results. 
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GLOSSARY OF TERMS 

Definitions, where stated here, are not intended to be fully rigorous in the mathematical sense, rather 

the aim is that they are accessible to the reader. More precise definitions may be found within the 

referenced literature. 

 

Additive – The effect of a treatment or covariate is said to be additive on a certain scale if the effect of 

receiving treatment or having a certain covariate value numerically adds or subtracts from a reference 

value on that scale (as opposed to multiplying or dividing the reference value). The linear predictor 

scale is by definition additive.  

 

Anchored indirect comparison – An indirect comparison between two treatments which relies on the 

presence of a common comparator, respecting randomisation within studies to remove bias due to 

imbalanced prognostic variables. An anchored indirect comparison between treatments B  and C in a 

population P  based upon an AB  trial and an AC  trial is of the form ( ) ( ) ( )BC P AC P AB P     

         ( ) ( ) ( ) ( )C P A P B P A P
g Y g Y g Y g Y    . Does not require as strong assumptions as an 

unanchored indirect comparison. 

 

Boundedness – An estimator ̂  for a quantity   has the property of boundedness if the estimated 

values always lie within the support of  ; e.g. estimates of probabilities lie between 0 and 1, or 

estimates of rates are always non-negative. 

 

Confounder – A covariate that is associated with both treatment assignment and outcome (but is not 

an intermediate variable), such that the treatment effect cannot be disentangled from the effect of the 

confounders without suitable adjustment. 

 

Consistent estimator – An estimator ̂  for a quantity   is consistent if, as the sample size increases 

to infinity, ̂  gets ever closer to  . 

 

Doubly robust – A doubly robust estimator involves specifying two models, one for outcomes and 

another for sample selection, which are combined in such a way that – as long as at least one model is 

correct – the estimator is consistent and unbiased. The primary advantage here is that the analyst has 

two chances to correctly specify a model, compared to using a single method alone. 
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Effect modifier – A covariate that alters the effect of treatment on outcomes, so that the treatment is 

more or less effective in different subgroups formed by levels of the effect modifier. Effect modifiers 

are not necessarily also prognostic variables. Effect modifier status is specific to a given scale: the 

positive status of a covariate as an effect modifier on one scale does not necessarily imply either 

positively or negatively effect modifier status on another scale; however, a covariate that is not an effect 

modifier on one scale is guaranteed to be an effect modifier on another. 

 

Effective Sample Size (ESS) – When estimates are made by weighting a sample, the effective sample 

size is the number of independent non-weighted individuals that would be required to give an estimate 

with the same precision as the weighted sample estimate. Weighting always reduces the effective 

sample size. 

 

Ignorability – A variable T  (usually treatment or sample assignment) is ignorable given covariates X  

if potential outcomes Y  are independent of T  given X . Strong ignorability requires further that every 

value of T  is possible (has probability not 0 or 1) given X . For example, strongly ignorable treatment 

assignment means that there are no unmeasured prognostic variables or effect modifiers in imbalance 

between the treatment groups, and any individual with given covariate values is not excluded from nor 

guaranteed either treatment or control. 

 

Linear predictor scale – The scale on which the effects of treatment, effect modification, and 

prognostic variables are assumed to be additive (that is, linear). For example, the log odds ratio scale is 

typically used as the linear predictor scale for binary outcomes.  

 

Matching-Adjusted Indirect Comparison (MAIC) – A form of propensity score weighting, 

applicable where IPD are available in one population and aggregate data in another. Individuals in the 

IPD population are weighted by the inverse of their propensity score, to balance the covariate 

distribution with that of target aggregate population. A novel approach to estimating the propensity 

score must be taken, due to IPD only being available in one of the two populations. 

 

Natural outcome scale – The scale on which an outcome is defined and observed. Typically a link 

function is used which transforms the data on the natural outcome scale to be modelled on the linear 

predictor scale. For example, the natural outcome scale for a binary outcome is the probability scale, 

and a logistic link function is typically used to define a model on the log odds ratio linear predictor scale 

(this is logistic regression). 

 

Outcome regression – A method for adjusting the outcomes observed in a sample population to those 

that would have been seen in a target population with a different covariate distribution. A statistical 
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model is created to describe the outcome in terms of the covariates, and then applied to predict outcomes 

for the target population. 

 

PATE – Population Average Treatment Effect; the treatment effect that would be observed if the entire 

population was given the treatment compared to the control.  

 

Prognostic variable – A covariate that affects (or is prognostic of) outcome. We make the distinction 

between prognostic variables and effect modifiers; effect modifiers are not necessarily also prognostic 

variables. 

 

Propensity score – The conditional probability of an individual being sampled into a trial, given their 

covariate values. Propensity scores are typically estimated via logistic regression. 

 

Propensity score weighting – A method for removing differences in the distribution of covariates 

between two populations (typically one a sample and the other a target population), based on the 

propensity score of individuals. Individuals in the sample population are weighted by the inverse of 

their propensity score to balance differences in the covariate distributions. 

 

RCT – Randomised Controlled Trial. 

 

Sandwich estimator – A form of variance estimator that does not rely upon strong assumptions about 

the data (or in the case of MAIC, the weights), but instead is derived empirically from the data. 

“Sandwich” refers to how the estimator is constructed, with the empirical approximation “sandwiched” 

between other matrices. 

 

SATE – Sample Average Treatment Effect; the treatment effect that would be observed in a sample if 

the entire sample was given the treatment compared to the control. This is the quantity estimated by a 

RCT, and is equivalent to the PATE when the sample is representative of the population. 

 

Simulated Treatment Comparison – A form of outcome regression, applicable where IPD are 

available in one population and aggregate data in another. A statistical model describing the outcomes 

in terms of the covariates is fitted in the IPD population, and used to predict the outcomes that would 

have been observed in the aggregate target population. The lack of IPD in both populations can lead to 

numerical methods being used at the prediction stage (hence “simulated”).  

 

Unanchored indirect comparison – An indirect comparison between two treatments which does not 

rely on the presence of a common comparator, and does not respect any randomisation within studies 
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(if available). An unanchored indirect comparison between treatments B  and C in a population P  is 

of the form    ( ) ( ) ( )BC P C P B Pg Y g Y   . Requires much stronger assumptions than an anchored 

indirect comparison. 

 

Unbiased estimator – An estimator ̂  for a quantity   is unbiased if it is correct in expectation, that 

is  ˆ 0   . 
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1. INTRODUCTION 

This Technical Support Document examines methods for population-adjusted indirect comparisons, in 

which individual patient data (IPD) in one or more trials are used to adjust for between-trial differences 

in the distribution of variables that influence outcome. Recently proposed methods are the Matching-

Adjusted Indirect Comparison (MAIC)3-5 and the Simulated Treatment Comparison (STC).4, 6 Other 

methods are based on network meta-regression with combined IPD and aggregate data.7-10 MAIC and 

STC are predicated on the belief that they can “adjust for” between-trial differences in “baseline 

characteristics”, and hence provide a valid estimate of relative treatment effects when standard indirect 

comparisons are either inappropriate or infeasible. The standard methods for indirect comparisons and 

network meta-analysis, proposed by Bucher et al.1 and then Dias et al.,2 are based on aggregate data, 

and make the assumption that the distribution of effect-modifying variables does not differ between 

studies (see TSDs 1-711-17). A very common scenario arising in submissions to NICE is that where the 

company has IPD on its own trial, but not on the competitor’s trial. There are two ways in which MAIC 

and STC may be used: (i) in an “anchored” fashion, where connected evidence is available and common 

comparator arms are taken account of, or (ii) in an “unanchored” fashion, where there is no connected 

evidence, or comparisons involve single-arm studies. 

 

Population adjustment methods such as MAIC and STC can account for between-trials imbalances in 

observed covariates. They are not capable of adjusting for differences in, for example, treatment 

administration, co-treatments, or treatment switching. Between-trials differences of this type are 

perfectly confounded with treatment. They may be adjusted for at the same time, but using other 

methods. 

 

The number of submissions to NICE based on MAIC and/or STC have grown since their publication. 

However, little is known about the reliability or the general properties of these methods, particularly in 

the context of NICE technology appraisals. 

 

1.1 SCOPE OF THIS TSD 

The scope of this document is limited to situations where IPD are available on one or more trials, but 

only aggregate data (on outcomes and covariates) are available on others. Our work complements 

TSD 1718 which focusses on deriving relative treatment effect estimates from non-randomised 

comparative studies in which IPD are available. There is an area of overlap where TSD 17 considers 

comparisons based on separate one-arm studies, but where IPD are available from all studies. Despite 

these differences, our analysis and recommendations dovetail with those of TSD 17. It will be seen that 

there are parallel themes between the two documents, for example in the families of methods discussed, 

the assumptions required, and the reliance upon sufficient overlap between population distributions. 
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In the next section we give a more formal statement of the problem that MAIC and STC set out to solve, 

and raise a series of issues which will be taken up in the remainder of this report. 

 

1.2 OVERVIEW OF THE PROBLEM 

We begin by focussing our attention on the scenario where a connected treatment network is available; 

the unconnected scenario then follows simply. Consider one AB  trial, for which the company has IPD, 

and one AC  trial, for which only published aggregate data are available. We wish to estimate a 

comparison of the effects of treatments B  and C  on an appropriate scale in some target population P , 

denoted by the parameter ( )BC Pd . Throughout this text we make use of bracketed subscripts to denote 

a specific population. Within the AB  population there are parameters ( )A AB , ( )B AB  and ( )C AB  

representing the expected outcome on each treatment (including parameters for treatments not studied 

in the AB  trial, e.g. treatment C ). The AB   trial provides estimators ( )A ABY  and ( )B ABY   of ( )A AB  

and ( )B AB  respectively, which are the summary outcomes, for example the probability of success, on 

each arm ( ( )C AB  is not estimated by the AB  trial). There is a parallel system of parameters 

( ( ) ( ) ( ), ,A AC B AC C AC   ) and estimators ( ( ) ( ),A AC C ACY Y ) in the AC  trial. 

 

Having selected a suitable scale, for example a logit, log, risk difference, or mean difference scale, we 

form estimators ( )
ˆ

AB AB  and ( )
ˆ

AC AC  of the trial level (or marginal) relative treatment effects ( )AB ABd  

and ( )AC ACd  in each trial using the appropriate link function  g  : 

        ( ) ( ) ( ) ( ) ( ) ( ),ˆ ˆ
AB AB B AB A AB AC AC C AC A ACg gY Y Y Yg g   . (1) 

For example, if a logit scale is selected then the link function is     log 1g y y y  ; for a log 

scale, the link function is    logg y y . If the suitable scale is that of the outcome (so no 

transformation is required), then the identity link is  g y y . 

 

Throughout this text we make a clear and necessary distinction between prognostic variables and effect 

modifiers: prognostic variables are covariates that affect (or are prognostic of) outcome; effect modifiers 

are covariates that alter the effect of treatment as measured on a given scale, so that treatment is more 

or less effective depending on the level of the effect modifier. Effect modifiers are not necessarily also 

prognostic variables, and will be specific to each treatment. Effect modifier status on one scale does not 

necessarily imply (either positively or negatively) effect modifier status on another scale.  
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Standard methods for indirect comparison make the assumption that there is no difference in the 

distribution of trial-level effect modifiers, specific to the chosen scale, between the populations in the 

AB  and AC  trials or the target population P , so that marginal relative treatment effects are equal 

across populations: ( ) ( ) ( )AB AB AB AC AB Pd d d   and ( ) ( ) ( )AC AB AC AC AC Pd dd  . Under this assumption 

the standard indirect comparison estimator of the relative effect ( )BC Pd  is  

 ( ) ( ) ( )
ˆ ˆ ˆ

BC P AC AC AB AB   , (2) 

which takes account of the fact that patients are only randomized within trials.  

 

The final step is to apply these relative effects to a specified target population P  in which the summary 

absolute effect (such as the mean change from baseline, or probability of response) of treatment A  is

( )A PY .  We can now estimate the summary absolute effects of treatments , ,A B C  in the target 

population, ( ) ( ) ( ), ,A P B P C P   , which have estimators 

      1 1

( )( ) ( ) ( ) ( ) ( ( ))
ˆ ˆ ˆ ˆ, ,

A P B P A P CAB P AA CP P P
g gY g YgY Y Y
     . (3) 

 

(Here we differentiate between: estimators which arise as statistics within the population, denoted with 

a bar, in this case ( )A PY  is observed in the P  population, and; estimators which are in some sense 

derived from additional external information and/or assumptions, denoted with a hat, in this case ( )B̂ PY  

and ( )Ĉ PY  require the transfer of information on ( )AB ABd  and ( )AC ACd  from the AB  and AC  

populations under the assumption that ( ) ( )AB P AB ABd d  and ( ) ( )AC P AC ACdd  .) 

 

Between trial differences in the distribution of prognostic variables (variables related to the outcome) 

that are not effect modifiers do not affect inference, because, as a result of the within-trial 

randomization, these variables do not impact on the relative treatment effects (assuming that the sample 

size is sufficiently large and that proper randomisation occurred). Note that effect modifiers X  are 

assumed to have a linear effect on the transformed scale, such that, at any given value of X , the 

conditional relative effect is    0AB ABd X d X  , conceptualised as an “intercept” term (the 

relative effect  0ABd  at 0X  ) plus an interaction effect. 

 

If there are effect modifiers and if these are distributed differently between the populations, the relative 

treatment effects ( ) ( ),AB AB AC ACd d  that can be estimated directly from each trial are only valid for a 

population with the distribution of effect modifiers observed in that trial.  For example, we would have 



 

 17       

estimates  ( ) ( ),ˆ ˆ
AB AB AC ACd d ,  but it would not be possible to identify a coherent set of estimates,  either 

for the population represented in the AB  trial ( ) ( ) ( ) ( ) ( )
ˆ ˆ ˆ ˆ ˆ, ,AB AB AC AB BC AB AC AB AB ABd d d d d  , or for 

the population represented in the AC  trial ( ) ( ) ( ) ( ) ( )
ˆ ˆ ˆ ˆ ˆ, ,AB AC AC AC BC AC AC AC AB ACd d d d d  , or, 

indeed, in any other target population. It should be noted that adjusting for effect modifiers in a decision-

making context is not merely a case of reducing bias in an indirect comparison; the existence of an 

effect modifier can change the nature of the decision problem: for example if age is considered to be an 

effect modifier, it raises the possibility that a treatment that is effective at one age might not be effective 

at another. 

 

The premise of MAIC and STC is to “adjust for” between-trial differences in “baseline characteristics”, 

in order to identify a coherent set of estimates where standard methods of indirect comparison cannot. 

We describe these methods in detail in Section 2.2. 

 

Briefly, IPD on the AB  trial is used to form predictors ( ) ( )
ˆ ˆ,A AC B ACY Y  of the summary outcomes that 

would be observed on treatments A  and B  in the AC  trial if the AB  trial population was the same 

as the AC  trial population. These predicted outcomes can be based on a regression of the outcome 

against covariates in the AB  trial using IPD, with the regression coefficients then applied to the 

covariate distribution in the AC  trial (STC), or they may be based on a propensity score weighting or 

matching approach, aimed at reweighting the individuals in the AB  trial so that the covariate 

distribution matches that of the AC  trial (MAIC).  

 

The predicted outcomes ( ) ( )
ˆ ˆ,A AC B ACY Y  may then be used in two ways: relative effects may be estimated 

by a form of  “adjusted” indirect comparison, to use the terminology originated by Glenny et al.19: 

         ( ) ( ) ( ) ( ) ( )
ˆ ˆ ˆ

BC AC C AC A AC B AC A ACg Y g Y g Y g Y     . (4) 

The term “anchored” is also used in the MAIC/STC literature, and this may be more appropriate because 

for MAIC/STC the adjusted comparison in (4) typically takes place on the natural outcome scale (see 

below). Alternatively, an “unadjusted” or “unanchored” indirect comparison can be generated:4, 5 

    ( ) ( ) ( )
ˆ ˆ

BC AC C AC B AC
g Y g Y   . (5) 

 

This creates a degree of ambiguity about how MAIC/STC is supposed to be used. Furthermore, the 

literature on MAIC and STC frequently presents indirect comparisons directly on the natural outcome 

scale, i.e. with  g   the identity function in (4) and (5) above, even when a transformed scale is 
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commonly used for standard indirect comparisons and meta-analysis. Using the anchored version, the 

required estimators of the summary outcomes on treatments , ,A B C  on the natural outcome scale are 

( ) ( ) ( ) ( ) ( )
ˆ, ,ˆ

A AC B AC A AC A AC C ACY YYY Y   , while in the unanchored version they are 

( ) ( ) ( )
ˆ, ,A AC B AC C ACY Y Y . The alternative approach, which would be more consistent with the way in 

which indirect comparisons are usually carried out,1, 2, 14 would be to carry out the indirect comparison 

on the transformed scale, obtaining the estimators       ( ) ( )

1

( ) ( )
ˆ ˆ, B AC A AC A AC CA AY Y g Y g Yg g

   , 

( )C ACY . 

 

The potential advantage of methods such as MAIC and STC is that it is only necessary to have IPD on 

one trial, say the company’s AB  trial. Specifically, there is no need to have outcome data at the IPD 

level in the competitor’s AC  trial, only the aggregate outcomes ,A CY Y  alongside the covariate 

distribution in the AC  trial. Note, however, that when IPD are available on the AB  trial, MAIC and 

STC set out to generate a “fair comparison” of treatments , ,A B C  that is specific to the population in 

the AC  trial. The issue of whether the AC  population is in fact the target population for decision 

makers, rather than the population sampled in the company’s own AB  trial, or some other population 

represented by a UK cohort or register, is therefore a critical issue. 

 

There is a considerable literature on model-based standardisation based on regression adjustment and 

reweighting, from which MAIC and STC derive. Like MAIC and STC these methods have been aimed 

at mapping the absolute and relative effects observed in one population into effects that would be 

predicted in another, in both randomized and observational study settings. The novel aspect of MAIC 

is to apply specific versions of these methods in the context of indirect comparisons, whilst only having 

limited access to IPD. 

 

1.3 OBJECTIVES OF THIS REPORT 

Based on the above characterization of the problem that MAIC and STC seek to address, this TSD will 

focus on three key issues: 

1. Do MAIC or STC succeed in creating a valid comparison of treatments , ,A B C  where standard 

indirect comparisons are deemed inappropriate or infeasible? 

2. Given that the entire rationale for MAIC/STC is premised on the idea that the treatment effects 

will depend on the population, for which population is the comparison made by MAIC/STC 

valid, and is this the target population for the decision? 
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3. Are the uncertainties in the data and assumptions appropriately propagated through to the final 

estimates? 

 

This TSD also seeks to make recommendations on: 

1. The circumstances under which population-adjusted estimates should be used in NICE 

submissions, 

2. The way in which population adjustment should be carried out, 

3. Reporting requirements, 

4. Priorities for further research 

 

1.4 STRUCTURE OF THIS REPORT 

We begin by reviewing the earlier literature on standardisation, generalisation, and calibration (Section 

2).  Based on this review, we characterise MAIC and STC as “special cases” of the methods developed 

in the previous literature, pointing out the particular assumptions that are made when MAIC and STC 

are applied in practice. 

 

In Section 3 we will list the published applications of MAIC and STC, with comments on any specific 

issues that arise, and with tabulated summaries. In Section 4 we explain our position on the role of 

population adjustment in the context of submissions to NICE, and outline recommendations on the 

circumstances in which MAIC and STC might be best applied, along with research recommendations. 

 

The appendices provide additional material, including a flow chart describing the process of making 

population-adjusted indirect comparisons (Appendix A), proofs and examples of the shared effect 

modifier assumption (Appendix B), initial suggestions for quantifying residual systematic error in 

unanchored indirect comparisons (Appendix C), and a worked example of MAIC and STC carried out 

according to our recommendations complete with accompanying R code (Appendix D). 
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2. METHODS FOR POPULATION ADJUSTMENT  

This section starts with a brief review of earlier literature surrounding population adjustment, including 

the more recent literature on calibration. We then describe MAIC and STC, noting the similarities and 

differences with the previous methods, and highlighting the particular assumptions that are made by 

MAIC and STC. We discuss specific issues which arise from practical application of these methods, 

focussing on the scenario of submissions to NICE. 

 

2.1 OTHER LITERATURE ON POPULATION ADJUSTMENT  

We begin with a brief review of the earlier literature on population adjustment based on propensity 

score weighting and outcome regression. We then look at a related literature on generalisation of 

treatment effects, and finally at some recent work on calibration. 

 

2.1.1 PROPENSITY SCORE WEIGHTING 

Standardisation is a method closely related to the kinds of adjustment proposed by MAIC and STC. 

Here, the mean outcomes/responses to be predicted for a target population are based on those observed 

in an unrepresentative sample, taking into account differences in the distributions of characteristics 

between the sample and full target population. In our discussion of the methods developed for the 

standardisation problem, we refer to outcomes under different treatments to remain consistent with our 

treatment effect calibration scenario; however, in the original context of the standardisation methods, 

the “treatments” are often exposure classes (e.g. exposed vs. unexposed to a risk factor or intervention) 

in an observational context, sampled from a larger target population. 

 

Crude direct standardisation, also known as poststratification, subclassification, or direct adjustment, is 

a basic method of estimating outcomes in a target population of which the sample is an unrepresentative 

subpopulation, achieved by stratifying the sample population and reweighting the sample means within 

each subgroup according to the population frequencies.20 Problems arise with direct standardisation 

when some subgroups have small (or zero) membership in the sample population, leading to inflated 

(or even infinite) weights for these subgroups; application is further limited by the number of 

stratification variables (e.g. age, gender, other clinically relevant risk factors), which must also be 

categorical (or at least quantised in such a manner). 

 

Rosenbaum21 proposed a modification known as model-based direct standardisation, in which the 

weights are found using a parametric model rather than observed population frequencies. Individuals in 

each subgroup are weighted by the inverse of a propensity score, estimated using a logistic model. The 

propensity score22 is defined in this context as the conditional probability that an individual from the 

target population is assigned to the sample given the covariates. When the propensity score model is 
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correctly specified, weighting removes any imbalance in the distribution of covariates between the 

sample and target populations. However, incorrect specification of the propensity score model (e.g. 

wrongly omitting effect modifiers or prognostic variables, higher order terms, or interactions) or the 

presence of unmeasured effect modifiers or prognostic variables that are in imbalance will result in a 

biased estimate. 

 

The propensity score has been used in a variety of ways to adjust for imbalances in covariates between 

a sample population and a larger target population. Propensity score weighting methods in general 

weight individuals or groups of individuals by the inverse of their propensity score. Differences between 

the various weighting methods are found in the coarseness of the weights applied: at the finest scale to 

individuals, at the coarsest scale to whole groups or subclasses, or somewhere in between.23 MAIC is 

based on inverse propensity score weighting (IPW), which applies weights at the finest possible scale; 

each individual in the trial population is given their own weight as a form of Horvitz-Thompson 

estimator (see Horvitz and Thompson24). However, IPW can result in unstable estimates if extreme 

weights are estimated – a problem not evident in coarser weighting schemes which stabilise the weights. 

Furthermore, simulation studies have shown that IPW is heavily reliant on correct specification of the 

propensity score model, and that bias and imprecision are increased by misspecification.25 

 

2.1.2 OUTCOME REGRESSION 

Outcome regression is an alternative to propensity score weighting. In this method, instead of modelling 

the propensity score and applying a weighting scheme to the sample individuals, a model for the 

conditional mean response (or outcome) given treatment and observed covariates is fitted. This model 

(the outcome model) is then used to predict outcomes for each individual in the target population, which 

are then averaged. 

 

The resulting estimator is unbiased if the outcome model is correctly specified and there are no 

unmeasured effect modifiers or prognostic variables in imbalance between the populations. Simulation 

studies have shown that estimators based on a misspecified outcome regression model are less biased 

and more efficient than estimators based on a misspecified propensity score model,25 however the 

associated precisions are overestimated. 

 

2.1.3 DOUBLY ROBUST ESTIMATION 

Both propensity score weighting and outcome regression provide methods to estimate outcomes in a 

target population from a sample subpopulation that differs in covariate balance. However, the estimators 

are only unbiased if their respective models (for propensity score or outcome) are correctly specified, 

and if there are no unmeasured effect modifiers or prognostic variables. Doubly robust (DR) estimators 
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aim to reduce the impact of model misspecification by incorporating both outcome regression and 

propensity score models into one estimator, which is consistent (and for some estimators unbiased) if 

at least one of the constituent models is correct.25-28 

 

Doubly robust methods “give the analyst two chances” to specify correct models,28 and demonstrate 

little loss of efficiency in practice (and sometimes greater efficiency than either method alone). If neither 

model is correctly specified then the resulting estimator will still be biased and inconsistent. 

 

2.1.4 GENERALISING TREATMENT EFFECTS TO A TARGET POPULATION 

There is substantial literature on generalising estimates of relative treatment effects obtained from a 

RCT into a target population. The methods used are broadly similar to the standardisation literature 

discussed so far, including propensity score methods23, 29, 30 and outcome regression. Here, the quantity 

of interest is the average relative treatment effect in the target population (the population average 

treatment effect, or PATE) – in contrast to the standardisation literature, which in general is interested 

in standardising expected outcomes (or absolute effects) to a target population.  

 

The PATE may be estimated by generalising the relative treatment effect from the trial sample – known 

as the sample average treatment effect (SATE) – into the wider target population. This generalisation 

is typically effected using similar methods to the standardisation literature discussed above, including 

propensity score weighting and outcome regression methods. Some authors (e.g. Hartman et al.31) focus 

on estimating a related quantity for the treated population only, the population average treatment effect 

on the treated (PATT), from the sample average treatment effect on the treated (SATT), which is 

pertinent in some policy decisions. The PATT and SATT are analogous to the PATE and SATE, but 

the treatment effect is based only on the individuals actually assigned treatment. In a RCT, SATE and 

SATT are equal due to randomisation (assuming sufficiently large sample size and proper 

randomisation). 

 

Of particular significance in this literature are the introduction of a rigorous decomposition of the biases 

in estimating PATE,32 and tests for generalisability which provide means to verify the assumptions 

required. 

 

The underlying assumptions required for generalisability and valid estimation of PATE are given by 

several authors:23, 31 

1. Homogeneity of outcomes on each treatment. Outcomes on treatment and control are the 

same whether the individual is assigned to the trial or not. 

2. Stable unit treatment value. The outcomes of one individual are not affected by any other 

individuals. 
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3. Strongly ignorable treatment assignment. Treatment assignment is random and independent 

of sample selection from the target population given the observed covariates. This means that 

there are no prognostic factors or effect modifiers in imbalance between arms of a study. 

4. Strongly ignorable sample assignment. There are no unmeasured variables related to both 

sample selection and outcome and, given observed covariates, each individual in the target 

population has a non-trivial probability (i.e. not zero or one) of being selected into the trial 

sample. 

 

Assumption 1 may be violated by, for example, protocol differences in inclusion/exclusion criteria.31 

Assumption 2 is met by appropriate study design, and is necessary for causal inference. Assumption 3 

is met in RCTs by proper randomisation. Assumption 4 is violated if there are unmeasured effect 

modifiers or prognostic variables in imbalance between the populations. 

 

In order to assess the assumptions required for generalisability, several authors have proposed what are 

known as placebo tests, suggested by Stuart et al.23 in the context of propensity score models and more 

generally by Hartman et al.31 In their most general form, placebo tests involve checking whether 

observed outcomes on a common treatment (not necessarily placebo) in the target population match 

those predicted by generalisation. The null hypothesis is that there is no difference in the average 

outcome between populations; however tests of this null hypothesis can have low power, particularly if 

conditional outcomes by subgroup are investigated, or if the outcome measure has a large variance.31 

An alternative proposition is to use the reverse null hypothesis that there is a difference in average 

control outcome between populations, a test of which will then only support generalisability if there is 

sufficient evidence and sufficient power to reject the null.33 Tests of this form involve specifying a cut-

off value; differences smaller than this mean that the control outcomes between populations are 

considered equivalent. 

 

Placebo tests can demonstrate failures of assumptions 1, 2, and 4 above, however they cannot ascertain 

which assumption or assumptions are violated, nor can they detect multiple violations whose resulting 

biases cancel each other out.31 Furthermore, a placebo test comparing observed and predicted placebo 

outcomes only has capacity to check for unobserved prognostic variables in imbalance in assumption 4 

and not for unobserved effect modifiers in imbalance. A placebo test comparing observed and predicted 

outcomes on a common active comparator (if available) would additionally be able to detect unobserved 

effect modifiers in imbalance (but would not be able to discern whether the unobserved covariate was 

an effect modifier or prognostic variable). 

 

When propensity score methods are used to generalize relative treatment effects, Stuart et al.23 suggest 

examining the difference in average propensity scores between the trial population and target 
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population; a difference in the mean propensity score greater than 0.25 standard deviations indicates 

that the generalisation is largely based on extrapolation, and will be heavily dependent on the propensity 

score model used. 

 

2.1.5 CALIBRATION OF TREATMENT EFFECTS  

The literature reviewed thus far seeks to generalise either the absolute outcomes (Sections 2.1.1-2.1.3) 

or the relative treatment effects (Section 2.1.4) observed in a sample sub-population, under some strict 

assumptions, to those that would be observed in a target population. There has however been no attempt 

to perform indirect treatment comparisons in the target population, which is our problem of interest. 

Additionally, we now wish to consider the sample and target populations as distinct and independent 

(e.g. from two non-overlapping clinical trials), whereas previously the sample was considered an 

unrepresentative subpopulation of the target population. Several authors have framed this as a treatment 

effect calibration problem, where information on treatment effects and covariates in one population is 

used to estimate treatment effects in another population with different known covariate values,34-37 and 

note that it is similar to the generalisation problem (Section 2.1.4).  

 

The work on calibration assumes that IPD are available on both the AB  and AC  trials, so the methods 

proposed are not strictly relevant to the problem that MAIC and STC set out to address. However, we 

review this literature here because it contains some clear statements of the assumptions made by MAIC 

and STC. 

 

Recently there has been a specific interest from the US Food and Drug Administration (FDA) in 

calibration methods for the analysis of non-inferiority studies, which compare a treatment B  with an 

active comparator A  and thus lack a placebo arm C . When the quantity of interest is treatment effect 

relative to placebo, a historical placebo-controlled trial with the active comparator (i.e. an AC  trial) 

may be used to calibrate the treatment effect by estimating the placebo effect that would be observed in 

the AB  trial (known as a putative placebo analysis). Calibration methods are interested in estimating 

the average relative treatment effect of B  vs. C  in the AB  population on an appropriate scale, which 

can be done in one of several ways depending on the assumptions one is willing to make. (This is in 

contrast with MAIC/STC, where the target of inference is the B  vs. C  effect that would be observed 

in the AC  trial if the B  arm was included.) 

 

The first possibility is an approach based on the assumption of constancy of absolute effects, which 

requires that there are no prognostic variables or effect modifiers in imbalance between the two 

populations. This is of course absurd, as there is no randomisation between trials – only within. No 
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accepted methods for evidence synthesis or indirect comparison, whether population-adjusted or not, 

make this impossibly strong assumption (see Table 2). 

 

Another possibility is an approach based on the assumption of conditional constancy of absolute effects 

(also known as treatment-specific conditional constancy in the calibration literature). This means that 

the expected absolute outcomes under treatment C  are identical between the two trial populations at 

any given set of covariate values. This assumption is very strong (if not implausibly so), as it requires 

all effect modifiers and prognostic variables to be available.37 Estimation of the indirect comparison 

under this assumption proceeds via one of the previously discussed methods (e.g. propensity score 

weighting, outcome regression), which is used to predict absolute outcomes in the AB  population. We 

note that conditional constancy of absolute effects is equivalent to ignorable sample assignment as 

described in the generalisation literature (assumption 4, Section 2.1.4). 

 

To avoid making such a strong assumption about prognostic variables, inferences could be made instead 

using an assumption of constancy of relative effects (sometimes referred to simply as constancy), 

meaning that the relative C  vs. A  effect observed in the AC  trial is identical to that which would be 

observed in the AB  trial. However this is often questionable, as constancy of relative effects requires 

that all effect modifiers (whether measured or unmeasured) are perfectly balanced between the two trial 

populations. This is akin to the consistency assumption (on the transformed scale) that is standard in 

NMA:38 consistency is assumed to hold exactly for a fixed effect analysis, and is relaxed in a random 

effects analysis where consistency is only assumed to hold in expectation. The consistency assumption 

in random effects models is reasonable when contrasts are informed by many trials, allowing the impact 

of effect modifiers to “balance out”, but less so in sparse networks. Development of population 

adjustment for the very sparse networks of comparisons often seen in submissions to NICE is therefore 

well motivated. 

 

Instead of making any of the three strong assumptions above, calibration methods rely on an assumption 

of conditional constancy of relative effects (sometimes referred to simply as conditional constancy). 

This states that the relative C  vs. A  effect observed in the AC  trial at a given covariate value (e.g. 

the effect at age 55) is equal to the C  vs. A  effect which would be observed in the AB  trial at that 

same covariate value. This assumption may be more valid, as only effect modifiers are required to be 

adjusted for; estimators based on the conditional constancy of relative effects assumption respect 

randomisation which balances prognostic variables within studies. 

 

Calibration methods have been proposed in various forms: covariate adjustment, which is a form of 

outcome regression;34 likelihood reweighting, which is a form of propensity score weighting;36 and 
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doubly robust methods.37 Another estimator recently proposed by Zhang et al.37 is known as a 

conditional effect (CE) estimator, which models the conditional relative treatment effect directly rather 

than modelling (transformed) outcomes, and may also be combined into doubly robust estimators. In 

practice, all of the above methods require IPD on the historical AC  trial in order to infer comparisons 

in the AB  population; this differs from the calibration scenarios into which MAIC and STC have been 

proposed, where IPD on the AC  trial are unavailable and comparisons are inferred in the AC  

population. Zhang34 notes that covariate adjustment may be performed using aggregate data from the 

AC  trial if the coefficients in the outcome regression and their covariance matrix are published, 

although this seems unlikely. 

 

2.2 POPULATION ADJUSTMENT WITH LIMITED IPD  

The core principles of MAIC and STC remain the same as in the general calibration literature, however 

the problem scenario is modified slightly: rather than individual patient data (IPD) being available in 

all study populations, IPD are only available in the AB  trial, with aggregate data in the AC  trial along 

with information on the covariate distribution. Ideally the full joint distribution of X  is known, but 

frequently in practice only the marginal mean and standard deviation of each covariate is known. Due 

to the lack of IPD from the AC  trial, standard approaches to fitting both propensity score and outcome 

models may not be used. We outline both MAIC and STC approaches below. A worked example of 

MAIC and STC as conforming to our recommendations is included in Appendix D. 

 

2.2.1 MATCHING-ADJUSTED INDIRECT COMPARISON (MAIC) 

MAIC is a form of the non-parametric likelihood reweighting method previously discussed in our 

review of the calibration literature (Section 2.1.5), which allows the propensity score logistic regression 

model to be estimated without IPD in the AC  population. The mean outcomes ( )t AC  on treatment 

,t A B  in the AC  target population are estimated by taking a weighted average of the outcomes 

( )it ABY  of the ( )t ABN  individuals in arm t  of the AB  population 
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, (6)  

where the weight itw  assigned to the i -th individual receiving treatment t  is equal to the odds of being 

enrolled in the AC  trial vs. the AB  trial. Conceptually this is very similar to the previously discussed 

inverse propensity weighting method in the standardisation literature (Section 2.1.1). As with likelihood 

reweighting (from which MAIC is derived), the weights themselves are estimated using logistic 
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regression as   0 1log T

it itw   α X , where 
itX  is the covariate vector for the i -th individual 

receiving treatment t ; however, the regression parameters are not estimable using standard methods 

due to the lack of IPD in the AC  trial, in particular a lack of information on the joint distribution of 

covariates. If the joint covariate distribution was available in the AC  trial, then the likelihood 

reweighting approach of Nie et al.36 would be feasible, with the possibility of the sufficient statistics 

replacing the full IPD. Because only marginal information is available, Signorovitch et al.3 propose 

using a method of moments to estimate 1α̂  so that the weights exactly balance the mean covariate values 

(and any included higher order terms, for example squared covariate values to balance the variance) 

between the weighted AB  population and the AC  population. When ( )AC X 0 , Signorovitch et al. 

show that this is equivalent to minimising  ( )

, 1 1exp
t ABN T

t A B ti i   α X . The estimator in equation (6) 

is then equal to 

 

 

 

( )

( )

( ) 1

1
( )

1

1

exp
ˆ

xp

ˆ

e ˆ

t AB

t AB

N

T

it AB it

i
t AC N

T

it

i

Y

Y









α

α

X

X

, 

noting that  0
ˆexp   cancels from the top and bottom of the fraction. Anchored and unanchored 

indirect comparisons are then formed using equations (4) and (5) respectively. Although MAIC can be 

used to facilitate indirect comparisons on any scale, the MAIC literature almost exclusively performs 

comparisons on the natural outcome scale (i.e. with  g   the identity function). Typically, standard 

errors for MAIC estimates are calculated using a robust sandwich estimator39 (see the appendix of 

Signorovitch et al.3). Sandwich estimators are derived empirically from the data rather than making 

overly strong assumptions about the weights, to account for the fact that the weights are estimated rather 

than fixed and known. Signorovitch et al.3 suggest that the effective sample size (ESS) of the pseudo-

population formed by weighting the AB  population is approximated by 

  ( ) ( )

, 1 , 1
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2E S ˆ ˆS

t AB t AB

it i

N N

t A B i i tt A B
w w

   
     .  (7) 

 

This approximate ESS is only accurate if the weights are fixed and known, or if they are uncorrelated 

with outcome – neither of which is true here; as such, this approximation is likely to be an underestimate 

of the true ESS.40 However, small effective sample sizes are an indication that the weights are highly 

variable due to a lack of population overlap, and that the estimate may be unstable. The distribution of 

weights themselves should also be examined directly, to diagnose population overlap and to highlight 

any overly influential individuals. It is not possible to apply traditional propensity score tools for 

“balance checking” here, as propensity scores are only estimated for the AB  trial, and the method of 
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moments by definition ensures covariate balance (at least in the means, and up to the level of 

information published in the AC  trial). 

 

2.2.2 SIMULATED TREATMENT COMPARISON (STC) 

STC is a modification of the covariate adjustment method previously discussed in our review of the 

calibration literature (Section 2.1.5). Firstly, an outcome model is fitted using the IPD in the AB  trial: 

       ( ) 0 1 2

T T EM

t AB Bg I t B      X X Xβ β  (8) 

where 0  is an intercept term, 1β  is a vector of coefficients for prognostic variables, 
B  is the relative 

effect of treatment B  compared to A  at X 0 , 2β  is a vector of coefficients for effect modifiers 

EM
X  (a subvector of the full covariate vector X ), and  ( )t AB X  is the expected outcome of an 

individual assigned treatment t  with covariate values X  which is transformed onto a chosen linear 

predictor scale with link function  g  . 

 

The model in equation (8) is a more general form of that given by Ishak et al.4, which does not include 

any effect modifier terms. Ishak et al. then form (on the natural outcome scale) either an unanchored 

indirect comparison ( ) ( ) ( )
ˆ ˆ

BC AC C AC B ACY Y  , or an anchored indirect comparison 

 ( ) ( ) ( ) ( ) ( )
ˆ ˆ ˆ

BC AC C AC A AC B AC A AC
Y Y Y Y    , where ( )Â ACY  and ( )B̂ ACY  are predicted from the 

outcome regression by substituting in mean covariate values to obtain  1

( ) 0 1 ( )
ˆ ˆˆ T

A AC AC
gY   β X  

and  1

( ) 0 1 ( ) 2 ( )
ˆ ˆ ˆ ˆˆ T T EM

B AC AC B AC
Y g    β X β β X . Ishak et al. note that these estimators (and hence 

an indirect comparison on the natural outcome scale based on them) are systematically biased whenever 

 g   is not the identity function (i.e. not  g y y ), because the mean outcome depends on the full 

distribution of the covariates and not just their mean. Instead of substituting in mean covariate values 

in this case, Ishak et al. suggest that estimates are obtained by first drawing samples from the joint 

covariate distribution in the AC  trial and then averaging over the predicted outcomes based on the 

regression model. (We discuss how this is typically achieved using published data, and the additional 

assumptions required, in Section 2.3.4.) This simulation approach however introduces additional 

variation as, rather than computing an average over the distribution of covariates in the AC  population, 

the estimated quantity is now the expected effect for a randomly selected individual from the AC  

population (i.e. the predictive distribution), leading to an underestimate of the precision of the final 

indirect comparison estimate. 
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Forming indirect comparisons directly on the natural outcome scale, as advocated by the STC literature 

and described above, causes several problems (see Section 2.3.1.2). To avoid these, we strongly 

recommend that anchored and unanchored indirect comparisons are formed on the linear predictor scale 

using equation (4) or (5) respectively. Standard tools for model checking (such as AIC/DIC, examining 

residuals, etc.) may be used when constructing the outcome model in the AB  trial; however (as with 

MAIC), additional assumptions are required to predict outcomes in the AC  population, which are 

difficult to test when there is little data available. 

 

Whilst the above formulation of STC is seen in Ishak et al.4 and in all the published applications of STC 

to date, an earlier paper6 suggests that an indirect comparison may be performed in the AB  population 

via extension to the above steps. We have not identified any applications employing this method. 

 

2.2.3 NETWORK META-REGRESSION WITH LIMITED IPD 

If individual patient data are available on both the AB  and AC  studies, a network meta-regression 

using IPD is the gold standard approach.12, 41-44 There has, understandably, been interest in generalising 

network meta-regression to situations where only limited IPD are available in a network of treatment 

comparisons; our scenario with one AB  IPD study and one AC  aggregate study is then a special case. 

Currently, there are two main forms of network meta-regression which combine both IPD and aggregate 

data, which primarily differ in how the regression model is defined at the individual level and at the 

aggregate level. We discuss both approaches here, in the context of our two-study scenario. 

 

The first approach builds upon that of Sutton et al.45 for pairwise meta-regression.7-10 Two regression 

models are fitted simultaneously, one describing individual level outcomes in the AB  trial, and another 

describing the aggregate outcome in the AC  trial: 
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  (9) 

 

Due to the lack of data, there are some restrictions on the more general models which have been 

proposed for larger networks:8, 9 a fixed effects model must be used, and the treatment by effect modifier 

interaction coefficient 2β  must be shared between treatments B  and C  and between the individual 

and aggregate level. This second restriction is at first glance akin to the shared effect modifier 

assumption discussed later in Section 4.1.3, although on further inspection it is far stronger – the effect 

modifier is required to act in the same manner on both the aggregate level and on the individual level. 
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This assumption is only valid if the identity link is used and all effect modifiers are accounted for (and 

proper randomisation has occurred); imposing this assumption when it does not hold results in 

aggregation bias (a form of ecological bias).8, 9, 41, 46 

 

The second approach derives from a type of model proposed by Jackson et al.47, 48 known as hierarchical 

related regression. This model avoids the pitfalls of the first by correctly relating the individual and 

aggregate levels so that aggregation bias does not occur. The basic idea is a natural one; the aggregate 

data arise from averaging over a population of individuals, so the aggregate level model arises from 

averaging (i.e. integrating) the individual model over a population. The resulting model may be written 

in most general form as 
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where  ( )ACf X  is the joint distribution of X  in the AC  trial population. If the full joint distribution 

is not available for the AC  trial (as is likely with published data), an approximation may be used – for 

example by assuming a normal distribution (or another appropriate distribution, such as log normal) for 

continuous covariates with the reported mean and standard deviation, and either imputing correlations 

between covariates from the AB  trial or assuming that they are zero. Note that this model reduces to 

the gold-standard IPD network meta-regression when IPD are available for all studies, and is equally 

applicable for analysing larger networks of treatments with a mixture of IPD and aggregate data 

available. When used in our simple two-study scenario, model (10) does require the shared effect 

modifier assumption in order to estimate the parameters due to lack of data; however, this assumption 

may not be required when a larger network of studies is available, or perhaps if external information on 

the effect modifiers of treatment C  is available. Model (10) is equivalent to model (9) if an identity 

link is used and all effect modifiers are accounted for. 

 

The individual level model here is of the same form as above in model (9). The aggregate level model 

however is found by integration of this individual level model, and therefore may not be straightforward 

to explicitly write down. Jansen7 describes a special case of model (10) for the simple case of a binary 

outcome and binary covariates. When all covariates are binary (or categorical), it is simple to rewrite 

the integration as a sum over each level of the covariates, so that the aggregate level model becomes 

       1

( ) 0( ) 1 ( )2

j

T T EM

t AC AC j j AC jC I C ftg      
X

β X X Xβ   (11) 
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where 
jX  is a discrete level of the covariates, and  ( )AC jf X  is simply the proportion of AC  trial 

individuals in the category 
jX . We are not currently aware of any more general applications of model 

(10) in the literature; in the absence of a more sophisticated approach, model (11) may be used to 

incorporate continuous covariates by splitting them into discrete categories (e.g. splitting ages into 5 

year bands), at the expense of loss of information.  

 

The hierarchical network meta-regression approach in model (10) represents an alternative class of 

methods to those such as MAIC and STC. The hierarchical approach models individual-level 

relationships and is able to provide internally consistent inferences at both the individual level and at 

an aggregate level like a standard indirect comparison. Methods such as MAIC and STC use IPD to 

predict average outcomes on study arms, and then effect the indirect comparison at the aggregate study 

level. We could therefore refer to MAIC and STC as forms of population-adjusted study-level indirect 

comparisons, and the hierarchical approach as a form of population-adjusted individual-level indirect 

comparison. Despite the apparent benefits of the hierarchical approach, we focus on MAIC and STC 

for the remainder of this report. We do however expect many of the properties of STC to hold for these 

methods, and the recommendations made in Section 4.2 are applicable to general forms of population 

adjustment including those based on network meta-regression as well as MAIC and STC. We comment 

further on network meta-regression for mixed IPD and aggregate data in Section 4.3. 

 

2.2.4 OTHER FORMS OF POPULATION REWEIGHTING 

The application of weights to individuals in the IPD population in order to balance the covariate 

distributions between trials is a general technique which we shall refer to as population reweighting. 

MAIC as described in Section 2.2.1 is currently the most widely used form of population reweighting 

when IPD are only available for the AB  trial. Another form of population reweighting is based on 

entropy balancing,49 and was first suggested for treatment effect calibration by Belger et al.50, 51 Rather 

than seeking to estimate a propensity score with which to create weights, entropy balancing methods 

are designed to estimate weights by directly matching moments of the covariate distributions (such as 

the mean and standard deviation). As MAIC uses the method of moments to estimate weights, the 

methods up to this point are effectively identical. However, entropy balancing methods apply an 

additional constraint when estimating the weights; the optimal entropy balancing weights are those 

which are as close as possible to uniform weights (that is, as close as possible to no weighting at all). 

This additional constraint means that entropy balancing methods should have equal or reduced standard 

error compared to MAIC, whilst achieving the same reduction in bias. 

 

Different schemes for applying weights have also been proposed. MAIC, as described in Section 2.2.1, 

estimates weights for the entire AB  population at once to balance covariate distributions with the entire 
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AC  population. Belger et al.50, 51 compare anchored and unanchored MAIC with other possible 

approaches, which involve splitting apart trial arms and balancing covariate distributions separately 

between the control arms ( A )  and between the treatment arms ( B  and C ) in the IPD and aggregate 

populations. The properties of such “splitting” approaches in comparison with a more typical population 

reweighting are largely unknown, and require further investigation. For this reason we do not comment 

further on these approaches in this TSD. 

 

2.3 ASSUMPTIONS AND PROPERTIES OF MAIC AND STC IN ANCHORED AND 

UNANCHORED COMPARISONS 

We now examine in detail the assumptions made by MAIC and STC which are required to achieve a 

valid indirect comparison in the target population. If these assumptions are violated, the resulting 

estimate may be biased. It is critical to observe that the necessary assumptions differ between the 

anchored and unanchored forms of indirect comparison (equations (4) and (5) respectively), with the 

unanchored indirect comparison requiring stronger assumptions. We do not discuss the first three core 

assumptions specified in the generalisation literature (homogeneity of effects, stable unit treatment 

value, and ignorable treatment assignment), as they must generally be assumed to hold for any form of 

indirect comparison or meta-analysis. If there are issues with the randomisation within studies (violating 

assumption 3 in Section 2.1.4) then these may be addressed prior to MAIC/STC analysis by the 

application of typical weighting/regression adjustment methods. 

 

2.3.1 ANCHORED COMPARISONS 

The MAIC and STC literature typically advocates performing indirect comparisons directly on the 

outcome scale, with  g   the identity function in equation (4) for an anchored comparison, so that 

  ( ) ( ) ( ) ( ) ( )
ˆ ˆ ˆ

BC AC C AC A AC B AC A AC
Y Y Y Y    . (12) 

 

2.3.1.1 MAIC, and STC with a linear model 

When making an anchored indirect comparison in the AC  population on the outcome scale as in 

equation (12), both MAIC and STC (using a linear outcome model with identity link) rely on an 

assumption of conditional constancy of relative effects on the outcome scale – that the differences in 

the relative effects that would be observed between studies are entirely accounted for by an imbalance 

in the effect modifier variables 
EM

X  (see Section 2.1.5). The implication of this assumption is that 

EM
X  must contain every effect modifier that is in imbalance between the two studies, otherwise the 

indirect comparison is still biased. Note that both effect modifiers and conditional constancy of relative 

effects here are defined on the outcome scale due to the indirect comparison being made on this scale. 
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STC requires the correct specification of the form of the outcome model in order to provide unbiased 

estimates. When an anchored comparison is made, an unbiased estimate is still obtained even if some 

or all prognostic variables (that aren’t also effect modifiers) are omitted from or misspecified in the 

model (and an intercept term is included). However, inclusion of prognostic variables in the outcome 

model should in theory lead to more precise estimation of the treatment effect and effect modifier 

parameters within the model and the resulting indirect comparison, as a portion of the variability is 

accounted for by the prognostic variables.  

 

In the present MAIC literature,3-5 there is no discussion of which variables (prognostic and/or effect 

modifying) should be included in the weighting model; the prevailing choice in applications of MAIC 

to date appears to be to include as many variables as possible, regardless of effect modifier status or 

level of imbalance (see Section 3). However, the choice of variables to be matched/weighted on should 

be carefully considered: including too many variables will reduce the effective sample size, negatively 

affecting the precision of the estimate; conversely, failure to include relevant variables will result in a 

biased estimate. Therefore, for an anchored indirect comparison, the weighting model must include all 

effect modifiers (both those in balance and imbalance between the studies), but no prognostic variables. 

Including effect modifiers that are already balanced in the weighting model ensures that they remain 

imbalanced after the weighting, and there will be negligible impact on the standard error due to their 

inclusion. Imbalances in prognostic variables are taken care of by the randomisation within studies (and 

the subsequent “adjustment” to the comparison with the control arms), and their inclusion in the 

matching model only reduces the effective sample size. 

 

2.3.1.2 STC with a non-identity link 

In the case that STC is carried out with a non-identity link function, there arises a conflict of scale when 

equation (12) is used to form an indirect comparison on the natural outcome scale: the outcome model 

defines a specific transformed linear predictor scale, upon which additivity is assumed and effect 

modifiers and prognostic variables are defined, whereas the indirect comparison is formed on the natural 

outcome scale. Effect modifier status is mathematically demonstrable to be scale-specific (e.g. 

Brumback and Berg52), and the status of a variable as an effect modifier on one scale does not imply 

(either positively or negatively) the effect modifier status on any other scale. Therefore, performing the 

indirect comparison on one scale whilst fitting the outcome model on another raises questions about the 

interpretation of the model and of the indirect comparison.  

 

The advantage of an anchored indirect comparison over an unanchored indirect comparison is also in 

doubt in this case, as the aim of cancelling out prognostic variables on the outcome scale in the anchored 

indirect comparison is in contradiction with their definition on the linear predictor scale in the outcome 

model. It is unclear at present whether the anchored comparison leads to a reduction in bias and reliance 
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on model specification or an increase, compared to the unanchored comparison. However, it is clear 

that, as prognostic variables (defined on the linear predictor scale) will not cancel in the anchored 

indirect comparison (defined on the outcome scale), any misspecification or omission of prognostic 

variables in the outcome model will lead to a biased estimate. Therefore, an indirect comparison made 

using STC with a non-identity link makes the assumption that X  contains both all effect modifiers and 

all prognostic variables (i.e. conditional constancy of absolute effects) with respect to the linear 

predictor scale, and that the outcome model is correctly specified. 

 

Performing the indirect comparison on the transformed linear predictor scale as in equation (4) (instead 

of the outcome scale) would eliminate these concerns, and once again lead to reliance upon the weaker 

assumption of conditional constancy of relative effects. This is the usual method employed in standard 

indirect comparisons.1, 2 We discuss the choice of scale further in Section 2.3.3. 

 

2.3.2 UNANCHORED COMPARISONS 

If an unanchored comparison is made (equation (5)), whether on the outcome scale or transformed scale, 

then both MAIC and STC rely on the conditional constancy of absolute effects assumption; the 

differences between absolute outcomes that would be observed in each trial are entirely explained by 

imbalances in prognostic variables and effect modifiers X  with respect to the chosen scale. Under this 

assumption, X  must contain both every prognostic variable and every effect modifier that is in 

imbalance between the two studies – an assumption that is largely deemed unreasonable (if it were, 

there would be no reason to undertake randomised controlled trials). Conditional constancy of absolute 

effects may be partially assessed in a connected scenario through the use of placebo tests using the 

common comparator (see Section 2.1.4). If the conditional constancy of absolute effects assumption 

fails then the unanchored estimator is invalid and an anchored estimator making use of the conditional 

constancy of relative effects assumption should be used. However, such tests cannot be used to justify 

an unanchored comparison for two reasons: (i) lack of statistical power; and (ii) conditional constancy 

of absolute effects is only partially assessed if the common comparator is placebo, as residual 

imbalances in observed or unobserved effect modifiers cannot be evaluated. It should also be noted that, 

whilst the traditional approach is to adjust for all available variables, these may nevertheless be limited 

(especially in the published aggregate data), and therefore such an approach alone is not sufficient 

justification for the conditional constancy of absolute effects assumption. 

 

STC furthermore assumes that the outcome model is correctly specified in both prognostic variables 

and effect modifiers; it is thus more burdensome to specify an outcome model for an unanchored 

comparison than for an anchored comparison, as the prognostic variables and their model specification 

become critical in the unanchored case. The impact of performing an unanchored indirect comparison 
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on a different scale to that of the linear predictor is currently unknown, although the concerns over 

interpretability raised for the anchored case in Section 2.3.1.2 still stand. 

 

If a MAIC is to be performed, the weighting model must include every effect modifier and prognostic 

variable – compared to the anchored case, where only effect modifiers are required. An immediate 

consequence of this is that an unanchored indirect comparison performed using MAIC will always have 

less precision than an anchored indirect comparison using MAIC in the presence of an imbalance of 

prognostic variables, and – more importantly – is more likely to be biased given that all prognostic 

variables in imbalance must be included in the weighting model as well as effect modifiers. 

 

2.3.3 CHOICE OF SCALE FOR INDIRECT COMPARISON 

The standard practice for indirect comparisons is that they are made on a transformed scale (e.g. on the 

log scale for odds ratios and risk ratios), rather than on the natural outcome scale;1, 2 for the purposes of 

a CEA, the resulting estimates may be back-transformed onto the (possibly more interpretable) natural 

scale. The reasons for this choice include approximate normality and the stabilisation of variance, 

however the most critical reason with regards to indirect comparisons is that effects are assumed to be 

additive and linear on the transformed scale. Therefore the apparently pervasive choice amongst present 

applications of MAIC and STC to perform comparisons directly on the natural outcome scale in the 

face of a more usual transformed scale is disconcerting, and somewhat of a contradiction of 

assumptions. We cannot be certain of the impact of such conflicts of scale without comprehensive 

simulation studies. 

 

This is made most clear by STC when an outcome model is (quite correctly) specified with a non-

identity link function (see Section 2.3.1.2): the outcome model defines effects linearly and additively 

on the transformed linear predictor scale, which is in direct contradiction with the subsequent 

assumption of linearity and additivity on the outcome scale used by the indirect comparison. 

Furthermore, the definition and interpretation of effect modifiers and prognostic variables is entirely 

scale-specific, and results in conflicts and contradictions when the outcome model and indirect 

comparison are on differing scales. 

 

A potential and oft-cited advantage of MAIC is that it is perceived to be “scale-free”, in the sense that 

the definition of the weighting model does not require any fixed outcome scale to be chosen.3, 4 We 

however express caution at this notion: it is true that no outcome model need be assumed to create the 

weighting model, but the subsequent indirect comparison does assume additivity on a specific scale, 

and therefore neither MAIC nor STC are “scale-free” in this important sense. 
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2.3.4 IMPACT OF HAVING ACCESS TO ONLY MARGINAL COVARIATE DISTRIBUTION 

Thus far we have considered MAIC and STC in the scenario where, despite not having access to IPD 

on the AC  trial, sufficient information on the joint covariate distribution is available. In practice even 

this level of detail is unlikely, as published trials frequently report only details of the marginal covariate 

distributions (e.g. mean/median and standard deviation for continuous covariates, or proportion of 

individuals with a binary/categorical trait). This leads to an additional assumption being required for 

both MAIC and STC: either that (i) the joint distribution of covariates in the AC  trial is the product of 

the (published) marginal distributions, or (ii) the correlations between covariates in the AC  trial are 

the same as those observed in the AB  trial. 

 

This assumption is most explicit when STC is used. Ishak et al.4 propose that, in order to create 

predictions into the AC  population, missing correlations between covariates in the AC  population are 

assumed to be the same as those observed in the AB  population.  

 

MAIC does not explicitly specify any form of outcome model, however there is an implicit outcome 

model which is inferred when the indirect comparison is formed. Specifically, effects are assumed to 

be additive on the scale of the indirect comparison, as are the actions of effect modifiers and prognostic 

variables. When covariate correlations are not available from the AC  population (and therefore cannot 

be balanced by inclusion in the weighting model), they are assumed to be equal to the correlations 

amongst covariates in the pseudo-population formed by weighting the AB  population.  

 

However, if an anchored indirect comparison is made (from either MAIC or STC), then, due to the 

cancellation of prognostic variables, only correlations amongst effect modifiers will affect the indirect 

comparison, and the assumption of identical correlations amongst prognostic variables between the two 

trial populations can be dropped. Furthermore, if there are no multi-way treatment by effect modifier 

interactions in the (for MAIC, implicit) outcome model (or any interactions at all, for an unanchored 

comparison), then the estimated indirect comparison will remain unbiased even if the correlations 

between covariates differ between the two trial populations. 

 

2.3.5 CHOICE OF TARGET POPULATION 

The premise of both MAIC and STC is that the treatment effect depends on the population. It is therefore 

not sufficient to use MAIC or STC to generate an “unbiased” comparison in just any population; they 

only achieve this purpose if they can produce a fair comparison in the target population for the decision. 

In general, the target population should be a UK cohort or registry study population relevant to the 

clinical decision, which is unlikely to match the population of the AC  trial. However, MAIC and STC 

as currently proposed are unable to achieve estimates in any population other than that of the AC  study. 
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We present an extension in Section 4.2.7 which enables indirect comparisons to be made in any target 

population, given an additional assumption. 

 

The population-specific nature of MAIC and STC analyses can lead to apparently contradictory 

conclusions being drawn from the same pair of trials, simply by taking the alternate company’s 

perspective and swapping the roles of the AB  and AC  studies, having instead IPD on the AC  trial 

and aggregate data on the AB  trial. This problem has already arisen in analyses from competing 

companies: Novartis and AbbVie presented MAIC analyses of the same two trials comparing 

secukinumab and adalimumab to placebo as treatments for ankylosing spondylitis (AS).53, 54 Each 

company had IPD on their own trial, but not on their competitor’s trial. The results from each company’s 

MAIC appear to be in conflict, with one company claiming significant differences in efficacy in favour 

of secukinumab, and the other claiming comparable efficacy but improvements in cost effectiveness for 

adalimumab. Importantly we note that, as MAIC (and STC) attempts to produce estimates in the AC  

population, the two MAIC analyses are aiming to provide estimates in two different target populations 

– the population of the competitor’s trial in each case. Furthermore, the Novartis trial population 

included both treatment experienced and treatment naïve patients, whereas the AbbVie trial population 

included only treatment naïve patients. Due to the lack of population overlap concerning treatment 

experienced patients, it is impossible for a MAIC from AbbVie’s perspective to generate estimates for 

the full Novartis trial population. However, even if both trial populations overlapped perfectly, we 

would still expect there to be differing estimates depending on which company’s perspective is taken – 

precisely because the two study populations have been deemed incomparable directly due to an 

imbalance in effect modifiers; if there were no such imbalance, then there would be no need to conduct 

an anchored indirect comparison instead of the usual indirect comparison. The real conflict, therefore, 

lies not in the results produced by the two MAICs, but in deciding which of the two study populations 

better represents the true target population. Ironically, each company is left in the position of implicitly 

assuming that their competitor’s trial is more representative than their own. 

 

This prospect of conflicting estimates from different companies becomes exponentially worse as 

MAIC/STC is extended to multiple trials and multiple treatments. For example in a star-like structure 

of , , ,AB AC AD AE  studies, if each company performed a MAIC/STC using IPD available on their 

own trial, and effect modification was present, they would generate among them four incoherent sets of 

three pair-wise indirect comparisons, none of which could be compared to each other.  
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2.3.6 SAMPLING VARIATION IN THE TARGET POPULATION 

MAIC and STC, as currently portrayed, produce estimates of mean outcomes on each treatment in the 

AC  study sample, rather than in the AC  population. In other words, the sampling uncertainty of the 

AC  trial sample is ignored. 

 

There is substantial literature on super-population average treatment effects (SPATE), which addresses 

precisely this issue (for an introduction, see Imbens and Rubin,55 chapter 6). In the context of our 

calibration scenario, the AB  and AC  trials are seen as samples from a larger super-population (the 

true target population), and the estimates in the AC  trial can be turned into estimates in the target 

population by accounting for the additional sampling variation. A notable special case occurs when the 

inclusion/exclusion criteria of the AC  trial match exactly the true target population and the individuals 

enrolled in the AC  trial are randomly sampled from the true target population; then the point estimates 

provided by MAIC or STC in the sample population are exactly carried over to the true target 

population, with an increase in standard error reflecting the sampling uncertainty. 

 

2.4 UNCERTAINTY PROPAGATION 

We break down the uncertainty in the estimates resulting from MAIC and STC into three sources: 

sampling variation within the studies, uncertainty due to the imbalance in covariate distributions, and 

uncertainty due to estimation of the weighting/outcome model. Both MAIC and STC fully account for 

the sampling variation within the studies, and propagate this through to the final estimate.  

 

MAIC inherently accounts for the uncertainty due to the imbalance in covariate distributions: greater 

differences between the covariate distributions lead to an increase in the variation of weights (some 

become larger, some become smaller) and hence a reduction in effective sample size. Standard errors 

for MAIC estimates are typically obtained using robust sandwich estimators,3 which account for the 

fact that the weights are estimated rather than fixed and known. Alternative methods for incorporating 

all sources of uncertainty in MAIC include bootstrapping techniques,56 or incorporating the analysis in 

a Bayesian framework. 

 

Whether or not STC takes into account the latter two sources of variation depends upon how the 

predicted outcomes into the AC  study are treated. If the predicted outcomes are treated as fixed and 

known (as if they had actually been observed), then the estimates resulting from STC will not take into 

account either the uncertainty due to covariate imbalance (which may lead to extrapolation if there is 

insufficient overlap between the two populations), or due to the estimation of the outcome model 

parameters. However, if the predicted outcomes are correctly considered along with their associated 

prediction error, then the resulting estimates will account for all three sources of variation. 
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2.5 CALIBRATING POPULATION-ADJUSTED ESTIMATES TO THE CORRECT TARGET 

POPULATION 

In Section 2.3.5 it was pointed out that MAIC and STC as presently used, although based on the idea 

that the size of a relative treatment effect depends on the population, do not in general succeed in 

generating comparisons calibrated to the target population for the decision (unless the target population 

matches the AC  trial population, which is unlikely). We propose that an additional assumption is made, 

which we call the shared effect modifier assumption, which will allow relative treatment effects to be 

projected into any population. One of the results of this assumption is that active-active treatment 

comparisons (e.g. B  vs. C ) may be transported into any target population, as any effect modifiers 

cancel out; indeed, the shared effect modifier assumption is required in order for this to be possible. 

 

The shared effect modifier assumption applies to a set of active treatments , and states that (i) the 

effect modifiers of all treatments in  are the same, and (ii) the change in treatment effect caused by 

each effect modifier is the same for all treatments in . 

 

This assumption is not required for MAIC or STC as currently used. However, if this assumption is 

deemed reasonable, then it may be leveraged to produce indirect comparisons in any given target 

population; we provide mathematical proof and examples in Appendix B. The shared effect modifier 

assumption is evaluated on a clinical and biological basis; treatments in the same class (i.e. sharing 

biological properties or mode of action) are likely to satisfy the shared effect modifier assumption, and 

those from different classes are not. In some circumstances, where effect modification is an artefact of 

the scale of measurement (possibly indicating a poor choice of scale), it will be valid for all active 

treatments. This assumption is, in fact, commonly made when meta-regression is used.57 One of the 

reasons for assuming that treatments in the same class have the same effect modifiers, in the absence of 

overwhelming evidence to the contrary, is that relaxing this assumption could lead to seemingly 

perverse decisions. For example, it is not uncommon to switch from recommending no treatment to 

recommending a given treatment past a certain age, but it would be most unusual to switch among 

several treatments within the same class at various ages (say treatment B  is most effective at age 50, 

treatment C  at age 60, and treatment D  at age 70, and so on). In the present “anchored” scenario, it is 

common that A  is placebo or a standard treatment, and we might make the shared effect modifier 

assumption for the set of treatments  ,B C . 

 

The shared effect modifier assumption allows us to transpose indirect comparisons from any population 

where a relative effect has been observed, such as an AC  trial, to any other population of interest P , 
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and recreate a full set of relative or absolute effects given an observed relative or absolute effect in the 

P  population. In general, we make use of the following two relations concerning the marginal relative 

effects for a set of treatments  for which the shared effect modifier assumption holds: 

 

 ( ) ( )At P At Qd cd t    , (13) 

 

 ( ) ( ) ,tu P tu Qd t ud    . (14) 

 

(We assume here that A  is not in , otherwise the situation is trivial.) That is, for any two populations 

P  and Q , the difference in the relative A  vs. t  effects on the transformed scale is constant for all t  

in (equation (13)), and relative t  vs. u  effects are constant across populations for any two active 

treatments ,t u  in (equation (14)). 

 

Therefore, if all relative effects are known in one population (say, the AC  population) and for another 

population (say P ) we are given an estimate of any single relative effect ( )At Pd , where t  is in , then 

immediately we can calculate estimates of all other relative effects ( )Au Pd , where u  is in , in the 

new population via equation (13) and/or (14). If we are given an estimate of a single absolute effect 

( )t P , where t  is in , in the P  population, then we can calculate estimates of all ( )u P  absolute 

effects for all u  in  via equation (14). Proofs are given in Appendix B, along with a step-by-step 

illustration of the calculations.  

 

Equation (14) is of particular importance: if the shared effect modifier assumption holds for treatments 

B  and C , then the estimated BCd  marginal relative treatment effect (whether obtained using anchored 

or unanchored MAIC/STC) will be applicable to any population.  
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3. MAIC AND STC APPLICATIONS IN THE LITERATURE 

In the short time since the first papers on MAIC3 and STC6 were published, the use of these methods 

has increased dramatically – in particular MAIC, which has at least 10 published peer reviewed  

applications to date, along with numerous applications reported in conference abstracts. In this section 

we review the published applications of MAIC and STC in the literature, to examine how these new 

methods are being used in practice, and how well the methodology and assumptions underlying them 

are understood. Applied papers were found using a simple search amongst titles, abstracts, and 

keywords for “matching-adjusted indirect comparison” and “simulated treatment comparison” in 

Scopus and PubMed on 07/07/2016, by checking citing articles of the methodological papers,3, 4, 6 and 

examining papers identified in a published scoping review.58 

 

3.1 APPLICATIONS OF MAIC IN THE LITERATURE 

In Table 1 we list the ten published applications of MAIC that our search identified in the literature to 

date, along with particular features and properties of the analyses, which we now discuss.  

 

3.1.1 ANCHORED AND UNANCHORED COMPARISONS 

The majority (60%) of the analyses involved randomised controlled trials with a common comparator. 

Of these, four out of six performed anchored indirect comparisons. Three out of six analyses involved 

an unanchored indirect comparison (one performed both anchored and unanchored indirect comparisons 

on different outcomes). In two of these, the unanchored approach was due to the outcome of interest 

being overall survival (OS) in a trial subject to treatment switches, where the placebo arm is 

contaminated by individuals crossing-over to active treatment after disease progression. The problem 

is avoided if progression free survival (PFS) rather than OS is the primary outcome (one analysis by 

Signorovitch et al.59 performed an anchored indirect comparison for PFS and an unanchored indirect 

comparison for OS). An analysis by Sikirica et al.60 had common placebo arms between the two trials, 

yet made an unanchored indirect comparison. The authors’ justification was that, in the matching 

procedure, weights were additionally constrained to exactly balance placebo outcomes across trials. 

This method has yet to be evaluated either formally or through simulation studies, and its properties 

and performance in comparison with anchored methods are uncertain; in particular it is unlikely that 

balancing placebo outcomes is equivalent to relying on randomisation to remove residual differences 

due to unobserved prognostic variables. 

 

A sizable proportion (40%) of analyses applied MAIC to single-arm trials, or in situations with no 

common comparator. The only choice in such a scenario is to perform an unanchored indirect 

comparison. As in all cases where unanchored indirect comparisons are performed, a strong assumption 

is made that all prognostic variables and all effect modifiers are accounted for and correctly specified – 
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an assumption largely considered to be implausibly strong. The published applications of unanchored 

MAIC acknowledge the possibility of residual bias due to unobserved prognostic variables and effect 

modifiers; however, it is not made clear that the accuracy of the resulting estimates is entirely unknown, 

because there is no analysis of the potential magnitude of residual bias, and hence no idea of the degree 

of error in unanchored MAIC estimates. Moreover, the inclusion of single-arm studies in an analysis is 

subject to the additional assumptions and biases incurred by these study designs.61 

 

3.1.2 AVAILABILITY OF MULTIPLE STUDIES FOR A TREATMENT COMPARISON 

In half of the published analyses, issues arose with multiple IPD or aggregate populations for the same 

treatments. In both cases where multiple populations with IPD were available, the populations were 

simply pooled and treated as one large population. There was seemingly no attempt to account for the 

clustering of individuals within the component trials, which has been seen to incur bias and reduce 

power in the closely related context of IPD meta-analysis.62 A better option in this scenario, in the 

absence of MAIC methodology which accounts for clustering, is to perform identical MAICs based on 

each IPD population, and then pool the relative effect estimates (on the linear predictor scale) with 

standard meta-analysis methods.14, 63 

 

Multiple aggregate populations were pooled in two out of three cases, and analysed in separate MAICs 

in one other. When aggregate populations are pooled, this should always be done with relative effects 

on the linear predictor scale to avoid complications such as conflicts of scale (see Section 2.3.3). There 

are two equivalent ways in which such an analysis may be done: (i) perform identical MAICs into each 

AC  population, and then pool the relative estimates ( )
ˆ

BC ACd ; or (ii) pool the aggregate AC  

populations and the relative estimates ( )
ˆ

AC ACd , and then perform a single MAIC into the pooled 

population. In either case, the pooling of relative effect estimates should take place on the linear 

predictor scale using standard methods,14, 63 and the resulting target population will be the (appropriately 

weighted) combination of the aggregate populations – which may or may not match the true target 

population for the decision. 

 

3.1.3 LARGER TREATMENT NETWORKS 

Two papers presented analyses involving more than three treatments, one by Signorovitch et al.64 with 

four treatments arranged in a square network (Figure 1L) – essentially giving two possible common 

comparators (placebo and another active treatment) between the treatments of interest B  and C , and 

another by Kirson et al.65 with four treatments in a star network (Figure 1R), in this case having two 

competitor treatments C  and D  to make indirect comparisons with B .  

 



 

 43       

Signorovitch et al. had access to IPD on the AB  and BD  studies, with aggregate data on the AC  and 

CD  studies; therefore two possible MAIC analyses could be performed, one via treatment A , and 

another via treatment D . The two resulting indirect comparison estimates are valid for different target 

populations – one for AC  and one for CD  – which were then pooled. The target population of the 

MAIC in this case is therefore a weighted combination of the AC  and CD  populations, which is 

unlikely to match the true target population for the decision. 

 

Kirson et al. faced a similar scenario, where there were two competitor treatments C  and D  with 

aggregate AC  and AD  trial data with which to form an indirect comparison. Again, two MAICs were 

performed, this time giving an estimate of ( )BC ACd  and of ( )BD ADd . These relative estimates are not 

comparable as they are both valid for different target populations ( AC  and AD  respectively), unless 

the two target populations have balanced distributions of effect modifiers. There is no way with current 

MAIC methods to achieve a coherent comparison of all four treatments in this case. 

 

 

Figure 1:  Network diagrams for analyses involving more than three treatments:  

(L) Signorovitch et al.64 perform two MAICs via alternate common comparators; (R) Kirson et al.65 perform two 

MAICs for two different competitor treatments. Thick edges indicate availability of IPD, thin edges indicate only 

aggregate data being available. 

 

3.1.4 EFFECTIVE SAMPLE SIZE AND WEIGHT DISTRIBUTIONS 

Only 40% of the published MAIC analyses made any mention of either effective sample size or the 

distribution of weights: three included an ESS, and one other included a summary of the distribution of 

weights. The reporting of at least one of these is fundamental to understanding and diagnosing poor 

overlap between the IPD and aggregate populations. When the ESS is markedly reduced, or equivalently 

the weights are highly variable, estimates become unstable and inferences depend heavily on just a 

small number of individuals. The three papers reporting ESS saw an 80% average reduction from the 

original sample size (range: 57–98%). 
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3.1.5 CHOICE OF MATCHING VARIABLES 

The number of matching variables used in the published MAIC analyses varied between 2 and 17. Most 

analyses balanced the standard deviations of covariates as well as means or other summary statistics 

between the populations, but only one (Sikirica et al.60) included any interactions or higher order terms 

in the weighting model. The majority of published MAIC analyses therefore are subject to the additional 

assumptions set out in Section 2.3.4 due to the use of marginal covariate distributions instead of the 

joint distribution; in particular, an assumption must be made either regarding the balance of covariate 

correlations between populations, or regarding the lack of interaction terms in the implicit outcome 

model induced on the scale of the indirect comparison. 

 

In no anchored analysis was there any attempt to justify the effect modifier status of the variables 

included in the weighting model, either with clinical expertise or with prior empirical evidence. The 

NICE Methods Guide66 is explicit that effect modifier status should be justified prior to analysis. For 

unanchored comparisons, every prognostic variable as well as effect modifier should be included; only 

three analyses justified the included variables as being prognostic or effect modifying in any manner.  

 

In general, published anchored MAIC analyses reported comparative estimates before and after the 

weighting adjustment, and noted any difference. However, the observation of a difference in relative 

effects after an analysis has been done should not be used to justify that an anchored MAIC should be 

preferred over a standard indirect comparison; such arguments amount to post hoc reasoning, whereas 

in the context of NICE technology appraisals all analyses should be clearly pre-specified.66 No attempts 

were made prior to any analysis to assess the magnitude of impact of effect modifier imbalance on the 

indirect comparison (see Section 4.2.3). 

 

In some cases where common placebo arms were present, placebo tests were performed as an attempt 

to justify the validity of the MAIC. However, such tests can only detect imbalance in observed or 

unobserved prognostic variables, and are completely unable to detect imbalances in observed or 

unobserved effect modifiers. It is arguable whether placebo tests in this context add any value at all: 

anchored indirect comparisons by design account for differences in prognostic variables between the 

two populations, so any imbalanced prognostic variables will not lead to bias in the indirect comparison 

but will cause a placebo test to “fail”; placebo tests should not be used to “justify” unanchored indirect 

comparisons due to their low power. 

 

3.1.6 CHOICE OF SCALE 

The choice of scale for an indirect comparison is important, as assumptions are implied on the indirect 

comparison scale regarding additivity of effects, definition of prognostic and effect modifying variables, 
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and distributional properties (see Section 2.3.3). Almost all published MAICs carried out the indirect 

comparison on the natural outcome scale. In many cases this led to indirect comparisons being made on 

scales not commonly used for meta-analyses, such as probability differences rather than log odds ratios. 

As in meta-analysis, the appropriate scale should be considered on a case-by-case basis, in light of the 

biological and clinical knowledge, with the default scale determined by existing literature. 
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Table 1:  Applications of MAIC in the literature 

Paper Trials and treatments AB sample size 

AC 

sample 

size 

Number of 

matching 

variables 

Variables 

where 

evidence for 

effect 

modifier 

status is 

presented 

Variables 

where 

evidence of 

imbalance is 

presented 

Anchored or 

unanchored 

indirect 

comparison 

Scale of 

outcome in 

indirect 

comparison 

Usual 

scale of 

outcome 

Signorovitch et 

al.3  

Company: 

Adalimumab (B) vs. Placebo (A) 

Pooled two AB populations. 

 

Competitor: 

Etancercept (C) vs. Placebo (A) 

Original: 1359 

After excl. criteria: 1025 

MAIC ESS: 591 

330 10 (5 with SD) 2 – based on 

clinical 

reasoning. 

 

 

4 (statistically 

significant) 

Anchored Response 

probability, 

percent change 

in PASI 

logit 

(log OR), 

identity 

Chang et al.67 Company: 

Bevacizumab + cisplatin (B) 

 

Competitor: 

Pemetrexed + cisplatin (C) 

 

Two single-arm trials. 

Original: 2172 

After excl. criteria: 72 

MAIC ESS: 46 

67 2 (0 with SD) 0 

 

Variables 

described as 

"potentially 

prognostic". 

2 (numerically 

different) 

Unanchored Median PFS Identity 

Signorovitch et 

al.68 

 

Company: 

Nilotinib (B) vs. Imatinib (A) 

 

Competitor: 

Dasatinib (C) vs. Imatinib (A) 

Original: 

A: 282 

B: 283 

After excl. criteria: 

A: 280 

B: 273 

A: 260 

C: 259 

10 (0 with  SD) 0 3 (numerically 

different) 

Unanchored Proportion of 

MMR, PFS, 

and OS at 1 

year 

logit 

(log OR) 
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Paper Trials and treatments AB sample size 

AC 

sample 

size 

Number of 

matching 

variables 

Variables 

where 

evidence for 

effect 

modifier 

status is 

presented 

Variables 

where 

evidence of 

imbalance is 

presented 

Anchored or 

unanchored 

indirect 

comparison 

Scale of 

outcome in 

indirect 

comparison 

Usual 

scale of 

outcome 

Signorovitch et 

al.64  

Company: 

Vildagliptin (B) vs. Placebo (A) 

Vildagliptin (B) vs. Voglibose (D) 

 

Competitors: 

Sitagliptin (C) vs. Placebo (A) 

Sitagliptin (C) vs. Voglibose (D) 

Two AC populations pooled for one 

analysis at one dose level. 

Original: 

AB: 148 

BD: 380 

After excl. criteria: 

AB: 148 

BD: 363 

AC: 145 

CD: 319 

6 (5 with SD) 0 

 

Noted large 

heterogeneity 

in previous 

meta-

analyses. 

3 (statistically 

significant) 

Anchored 

 

Two MAICs 

performed with 

Placebo and 

Voglibose as 

common 

comparators, 

results then 

pooled. 

Mean HbA1c Identity 

Kirson et al.65 Company: 

Adalimumab (B) vs. Placebo (A) 

 

Competitors: 

Etancercept (C) vs. Placebo (A) 

Infliximab (D) vs. Placebo (A) 

Original: 313 

After excl. criteria:  

296 (for AC) 

234 (for AD) 

AC: 205 

AD: 200 

For AC: 12 (6 

with SD) 

 

For AD: 17 (11 

with SD) 

0 2 for AC and 

4 for AD 

(statistically 

significant) 

Anchored Response 

rates, percent 

change 

logit 

(log OR), 

identity 

Signorovitch et 

al.59 

 

Company: 

Everolimus (B) vs. Placebo (A) 

 

Competitor: 

Sunitinib (C) vs. Placebo (A) 

Original: 410 

After excl. criteria: 394 

171 9 (0 with SD) 0 3 (statistically 

significant) 

Anchored for 

PFS 

Unanchored for 

OS 

log hazard 

ratios 

log hazard 

ratios 
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Paper Trials and treatments AB sample size 

AC 

sample 

size 

Number of 

matching 

variables 

Variables 

where 

evidence for 

effect 

modifier 

status is 

presented 

Variables 

where 

evidence of 

imbalance is 

presented 

Anchored or 

unanchored 

indirect 

comparison 

Scale of 

outcome in 

indirect 

comparison 

Usual 

scale of 

outcome 

Sikirica et al.60  Company: 

Guanfacine (B) vs. Placebo (A) 

Pooled two AB populations. 

 

Competitor: 

Atomoxetine (C) vs. Placebo (A) 

Original: 631 

After excl. criteria: 

A: 136 

B: 82 

A: 83 

C: 84 

4 (with SDs, 

pairwise 

interactions, 

quadratic and 

cubic terms) 

0 1 (statistically 

significant) 

Unanchored 

 

Weights are 

constrained such 

that placebo 

arms match 

exactly. 

Mean ADHD 

scores 

Identity 

Sherman et al.69 

 

Company: 

Everolimus (B) 

 

Competitor: 

Axitinib (C) 

 

No common comparator, other arms 

ignored. 

Original: 277 

After excl. criteria: 43 

194 3 0 

 

Variables 

found using 

latent class 

model as 

being 

influential on 

PFS. 

3 (numerically 

different) 

Unanchored Median PFS Identity 

Van Sanden et 

al.70 

Company: 

Simeprevir + peginterferon alfa 2a 

+ ribavirin (B) 

 

Competitor: 

Peginterferon alfa 2a + ribavirin 

(C1-5) 

 

Single arms, multiple C 

populations. 

Original: 107 

After excl. criteria 

(MAIC ESS): 

For C1: 35 (29) 

For C2: 35 (15) 

For C3: 57 (14) 

For C4: 35 (26) 

For C5: 19 (17) 

C1: 30 

C2: 18 

C3: 95 

C4: 40 

C5: 109 

5-6 0 

 

Consulted 

two 

experienced 

hepatologists 

for variables 

"relevant to 

treatment 

response". 

Some 

numerical 

differences. 

Unanchored Proportion 

achieving 

sustained 

virologic 

response 

logit 

(log OR) 
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Paper Trials and treatments AB sample size 

AC 

sample 

size 

Number of 

matching 

variables 

Variables 

where 

evidence for 

effect 

modifier 

status is 

presented 

Variables 

where 

evidence of 

imbalance is 

presented 

Anchored or 

unanchored 

indirect 

comparison 

Scale of 

outcome in 

indirect 

comparison 

Usual 

scale of 

outcome 

Swallow et al.71  Company: 

Daclatasvir + sofosbuvir (B) 

 

Competitor: 

Sofosbuvir + ribavirin (C) 

Pooled two C populations. 

 

All open label, single-arm. 

Original: 153 

After excl. criteria: 91 

455 14 (3 with SD) 0 4 (statistically 

significant) 

Unanchored Proportion 

achieving 

sustained 

virologic 

response 

logit 

(log OR) 
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3.2 APPLICATIONS OF STC IN THE LITERATURE 

Our literature search returned only one published application of STC to date. Nixon et al.72 present an 

analysis of oral therapies for the treatment of relapsing-remitting multiple sclerosis. A network diagram 

is shown in Figure 2. The AB  population consisted of 1556 patients randomised to either fingolimod 

( B ) or placebo ( A ) across two original trials with IPD. Unlike any MAIC analyses using pooled IPD, 

Nixon et al. correctly accounted for the clustering induced in the data by pooling across two study 

populations, by including a study-level baseline risk term in the outcome model (i.e. a separate intercept 

for each study). There were three trials with aggregate data: two comparing dimethyl fumarate (C ) to 

placebo in a total of 2301 patients, and another comparing teriflunomide ( D ) to placebo in 1088 

patients. Risk ratios and covariate distributions of the two AC  trials were pooled simply using inverse 

variance weighting (essentially a fixed-effect meta-analysis of the two trials). Differences in covariate 

and outcome definitions between the AC  and AD  studies led Nixon et al. to produce two STC models, 

one using the AC  definitions for prediction into the AC  population, and the other using the AD  

definitions for prediction into the AD  population. 

 

 

Figure 2:  Network diagram for the STC analyses performed by Nixon et al.72 
Nodes represent treatments, and edges between nodes represent studies comparing the corresponding treatments. 

 

Of all published applications across MAIC and STC, Nixon et al.72 are the only authors to attempt to 

justify effect modifier status of any variables; both expert clinical opinion and the results of previous 

subgroup analyses were used in evidence. There was no analysis of the imbalance in any covariates 

between the three populations beyond simple numerical differences, however the use of an AIC-based 

backwards selection algorithm to choose the final model suggests that the remaining covariates were 

significantly predictive of outcome. The outcome model itself was a linear probability model, using an 

identity link function to regress the probability of response against the covariates. As noted earlier this 

is an uncommon modelling choice, not least because such models can lead to predicted probabilities 

that lie outside the range 0 to 1.  Similarly, this choice of model scale in this case also leads to problems 

with the anchored indirect comparison, which is constructed naturally on the (log) relative risk scale. It 
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therefore breaks the “anchoring” which is taken advantage of by the anchored indirect comparison. In 

the outcome regression, prognostic variables (and effect modifiers) are defined with respect to the linear 

probability scale, however the use of the log RR for the anchored indirect comparison means that 

prognostic variables will not cancel. 
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4. SUMMARY AND RECOMMENDATIONS 

 

4.1 METHODOLOGICAL SUMMARY OF MAIC/STC IN RELATION TO EARLIER 

METHODS 

 

4.1.1 OVERVIEW OF ASSUMPTIONS MADE BY DIFFERENT METHODS 

MAIC and STC are both based upon methods of standardisation which date back several decades. In 

Section 2.1 we outlined the history and development of such methods, starting with model-based 

standardisation as an alternative to crude direct standardisation based on propensity score weighting or 

matching, and outcome regression models. The generalisation literature brought these methods into the 

context of generalising treatment effects to a target population, and described the assumptions necessary 

for such a process. The literature on treatment effect calibration utilised propensity score and outcome 

regression methods in the indirect comparison scenario with which we are concerned; however IPD 

were required in all studies. MAIC and STC extend these methods to deal with a lack of IPD, enabling 

the estimation of indirect comparisons with IPD on only one study ( AB ) and aggregate data on the 

other ( AC ). MAIC uses inverse propensity score weighting to form weighted mean estimators of the 

expected mean outcomes on treatments A  and B  in the AC  population, where the propensity scores 

are found using a method of moments. STC estimates the mean outcomes by first fitting an outcome 

regression model to the IPD in the AB  population, and then predicting outcomes for the AC  

population, if necessary by simulating individuals from the AC  population. 

 

As highlighted by the literature on generalisation (Section 2.1.4), identification of treatment effects 

relies on four core assumptions, regardless of the chosen methods with which the population adjustment 

or subsequent indirect comparison are to be made. These assumptions are summarised in Table 2. The 

first three of these assumptions are met by appropriately designed randomised studies. They are required 

by standard synthesis methods such as pair-wise meta-analysis and its extensions to indirect 

comparisons and network meta-analysis, and by MAIC/STC. In what follows we will assume that these 

three core assumptions have been met. 

 

The fourth assumption is some form of constancy assumption, on an appropriate scale. The strength 

and scope of the constancy assumption varies depending on the method applied. A standard indirect 

comparison or network meta-analysis assumes constancy of relative effects on the linear predictor scale. 

Anchored forms of MAIC and STC rely on conditional constancy of relative effects, typically on the 

natural outcome scale. This means that the relative treatment effects are assumed constant between 

studies at any given level of the effect modifiers. No assumptions are needed regarding between-study 
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differences in the distribution of prognostic variables, because the first three assumptions guarantee 

balance within each study.  

 

Unanchored MAIC and STC make the much stronger assumption of conditional constancy of absolute 

effects (called treatment-specific conditional constancy by Zhang et al.37 in the calibration literature). 

This means that the absolute treatment effects are assumed constant at any given level of the effect 

modifiers and prognostic variables, and all effect modifiers and prognostic variables are required to be 

known. This is a far more demanding assumption, and it is widely accepted that it is very hard to meet. 

Unanchored comparisons based on disconnected networks and/or involving single-arm studies are 

therefore problematic. 

 

4.1.2 THE IMPORTANCE OF SCALE AND ITS RELATION TO EFFECT MODIFICATION 

Standard indirect comparison and network meta-analysis are carried out on a pre-specified scale, known 

as the linear predictor scale. This is typically the logit scale for proportions or the log scale for rate 

outcomes. When we refer to effect modifiers, we refer specifically to variables that modify treatment 

effects on the scale of the comparison (i.e. on the linear predictor scale for standard indirect comparison 

and network meta-analysis). MAIC and STC as currently practiced are typically carried out on the 

natural outcome scale, regardless of the conventional linear predictor scale, so that variables that are 

effect modifiers in standard indirect comparison might not be in MAIC/STC, and variables which are 

effect modifiers in MAIC/STC may not be effect modifiers in a standard indirect comparison analysis. 

 

Although the identification of the “correct” scale for any specific outcome is debatable, there is a 

considerable literature (e.g. Deeks73) that shows that relative treatment effects for binary or rate 

outcomes are more stable across trials when they are expressed on logit or log scales, compared to 

absolute scales such as the risk difference, meaning there are fewer effect modifiers or that effect 

modification is weaker. Another concern of scale choice in the context of indirect comparisons is that 

different scales can lead to reverse conclusions, particularly for binary and rate outcomes when baseline 

event rates are diverse.74 This reversal is due to the additivity assumption not being valid on all scales 

(indeed, it is impossible for additivity to hold on all scales).75 The choice of an appropriate scale is 

therefore critical, and should be made using biological and clinical knowledge;76 moreover, where a 

standard scale exists for a given outcome upon which additivity is commonly accepted, the use of an 

alternative scale is hard to justify. 

 

In a decision making context, the possibility of effect modification has to be handled thoughtfully. The 

NICE Guide to the Methods of Technology Appraisal66 is explicit that effect modifiers must be pre-

specified and clinically plausible, and that supporting evidence must be provided from a thorough 

review of the subject area or from expert clinical opinion (see Section 5.2.7 of the NICE Methods 
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Guide). Moreover, although in the present context controlling for effect modifiers is undertaken to 

generate less biased population-average relative effects, the existence of an effect modifier can change 

the nature of the decision problem: for example if age is considered to be an effect modifier, it raises 

the possibility that a treatment that is effective at one age might not be effective at another.  

 

For this reason, we make three related recommendations for how population-adjusted estimates should 

be obtained and presented. First, population adjustment, whether by propensity score weighting or by 

regression adjustment, should be performed with respect to the linear predictor scale usually employed 

in evidence synthesis for that outcome. Second, the propensity score weighting or regression adjustment 

should be applied to calibrate the relative-treatment effects and not to estimate individual absolute 

outcomes. Third, each variable used in population adjustment must be justified. This requires that (i) its 

status as an effect modifier needs to be supported by external quantitative evidence, expert opinion, or 

systematic review (as per the NICE Methods Guide66), and (ii) the degree of imbalance needs to be 

made explicit. These two factors should then be quantitatively combined to show the extent of bias 

reduction that is being achieved. This can be compared to the size of the unadjusted relative treatment 

effects obtained from a standard indirect comparison. Details of how this might be done are given below 

(Section 4.1.4). 

 

One of the properties of the approach we are recommending is that, if there were no effect modifiers, 

no adjustment would occur even if we carried out propensity score weighting or regression adjustment: 

the estimates would be expected to be exactly those produced by standard indirect comparison and 

NMA methods. This is a desirable property for many reasons. First, anchored MAIC and STC methods 

as currently practiced represent a major departure from the models that are usually used. Second, as the 

methods stand, they open the prospect of different submissions adjusting for different variables, 

increasing the likelihood of inequitable and inconsistent decisions about different products for the same 

condition. 

 

4.1.3 CALIBRATING POPULATION-ADJUSTED ESTIMATES TO THE CORRECT TARGET POPULATION 

In Section 2.5 we proposed an additional assumption, called the shared effect modifier assumption, 

which is required to transport relative treatment effects into any population. The shared effect modifier 

assumption applies to a set of active treatments, and means that the effects of each treatment in this set 

are altered only by the same effect modifiers in the same way. In the present “anchored” AB  and AC  

study scenario, it is common that A  is placebo or a standard treatment, and we might make the shared 

effect modifier assumption for treatments B  and C . This would then mean that there are no effect 

modifiers acting on the B  vs. C  comparison (since they all cancel out), and therefore the B  vs. C  

estimate can be transported into any target population. The rationale for making the shared effect 
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modifier assumption is based on clinical and biological knowledge; the assumption will likely apply to 

treatments in the same class (i.e. sharing biological properties or mode of action).  

 

4.1.4 UNANCHORED MAIC AND STC  

Regulators are, increasingly, approving new products on the basis of single-arm studies, especially in 

oncology (50% of all FDA accelerated oncology approvals in 2015 were based on single-arm trials77), 

and reimbursement authorities are increasingly asked to assess treatments where only single-arm studies 

or disconnected networks are available. In this case unanchored MAIC or STC can be used to improve 

on “unadjusted” or naïve indirect comparisons by taking into account the different distributions of 

prognostic factors and effect modifiers in the two studies. (In the same way that MAIC and STC may 

improve upon standard “adjusted” indirect comparison by taking account of the distribution of effect 

modifiers.) However, it is essential that decision makers understand the different sources of error that 

attach to standard (“adjusted”) indirect comparisons, naïve “unadjusted” indirect comparisons, and 

MAIC/STC in their anchored and unanchored forms. When non-randomised IPD are available on both 

studies, TSD 17 should be followed.18 

 

In a standard adjusted indirect comparison, as long as there is no imbalance in effect modifiers, the only 

source of error in the relative effect estimates is the statistical sampling error, which depends on the 

sizes of the studies. If there is imbalance in effect modifiers this will cause an additional systematic 

error (bias). Population adjustment for those effect modifiers using propensity score weighting or 

regression adjustment will reduce this systematic error. Indeed, the systematic error will be eliminated 

if there are no further unobserved or uncontrolled effect modifiers.  This is quite a strong assumption, 

but, given that standard indirect comparison assumes there are no effect modifiers in imbalance – 

whether observed or not – the assumption that there are no unobserved effect modifiers in imbalance 

represents a weaker assumption than standard indirect comparison, and seems a reasonable basis for a 

decision. 

 

In the case of disconnected network or one-arm studies, the situation is quite different. A crude 

“unadjusted” indirect comparison will include sampling error plus systematic error due to the imbalance 

in both prognostic factors and effect modifiers. The size of this systematic error can certainly be 

reduced, and probably substantially, by appropriate use of MAIC or STC. Much of the literature on 

unanchored MAIC and STC acknowledges the possibility of residual bias due to unobserved prognostic 

variables and effect modifiers; however, it is not made clear that the accuracy of the resulting estimates 

is entirely unknown, because there is no analysis of the potential magnitude of residual bias, and hence 

no idea of the degree of error in the unanchored estimates. It is, of course, most unlikely that systematic 

error has been eliminated. Hoaglin,72, 73 in a series of letters critiquing an unanchored comparison by Di 

Lorenzo et al.78 based upon a matching approach similar to MAIC, remarked that, without providing 
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evidence that the adjustment compensates for the missing common comparator arms and the resulting 

systematic error, the ensuing results “are not worthy of consideration”.  

 

Therefore, if unanchored forms of population adjustment are to be presented, it is essential that 

submissions include information on the likely bias attached to the estimates, due to unobserved 

prognostic factors and effect modifiers distributed differently in the trials. The way in which residual 

systematic error is quantified is an area that requires further research. Some preliminary suggestions 

can be found in Appendix C.  

 

4.1.5 NETWORK META-REGRESSION WITH LIMITED IPD 

In Section 2.2.3 we discussed a further class of methods based upon network meta-regression, in 

particular one derived from the hierarchical related regression introduced by Jackson et al.47, 48 This 

approach differs conceptually from MAIC and STC, in that it models individual-level relationships and 

is able to provide internally consistent inferences at both the individual level and at an aggregate level 

like a standard indirect comparison. Methods such as MAIC and STC use IPD to predict average 

outcomes on study arms, and then produce an indirect comparison at the aggregate study level. We 

presented the general form of the model in equation (10). We regard this as a promising approach with 

some attractive properties. Most importantly: (i) it reduces to the gold-standard IPD network meta-

regression if IPD are available for all trials, and (ii) it generalises naturally to connected networks of 

any size. This method requires much the same assumptions as our proposed forms of MAIC and STC; 

namely that all effect modifiers in imbalance are accounted for (conditional constancy of relative 

effects), and the shared effect modifier assumption. Although this method appears to represent a viable 

and attractive alternative to MAIC and STC, and their derivatives, we are not specifically 

recommending its use until the exact properties of this method, and its performance relative to methods 

such as MAIC and STC, has been investigated with thorough simulation studies.  

 

4.1.6 CONSISTENCY ACROSS APPRAISALS 

The existing MAIC/STC literature has – quite appropriately – introduced methods for adjusting for 

differences in effect modifiers in anchored comparisons and both prognostic factors and effect modifiers 

in unanchored comparisons, using only limited IPD. There is a clear rationale for the use of such 

methods. However, our examination of the applied and methodological literature on MAIC/STC reveals 

that the ways in which these methods are being used represent new and unfamiliar models for relative 

treatment effect. Setting aside their failure to generate coherent population-adjusted estimates for the 

chosen target population, MAIC and STC also give very considerable leeway to investigators to choose 

anchored, or unanchored approaches, and to pick and choose variables to be adjusted for. Moreover, 

the existence of effect modifiers raises several issues which complicate the decision context, including 
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the possibility that different treatments might be optimal for different patients, and whether or not 

different treatments are affected by the same effect modifiers in the same way. 

 

Following from this there is a high risk that the assumptions being made in one appraisal are 

fundamentally different from – even incompatible with – the assumptions being made a year later in 

another appraisal on the same condition.  Therefore, in the interests of transparency and consistency, 

and to ensure equity for patients and a degree of certainty for those making submissions, it is essential 

to regularise how and under what circumstances these procedures should be used, and which additional 

analyses should be presented to support their use and assist interpretation. 

 

We believe that the suggestions set out above in Sections 4.1.2-4 go a long way towards meeting these 

objectives. Some further proposals which have the same purpose are included in the recommendations 

below. 
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Table 2:  Assumptions made by different methods for indirect comparisons.  

 Method 

Assumptions made 

Standard indirect 

comparison, NMA 

Network meta-

regression* 

Unanchored 

MAIC 

Anchored 

MAIC Unanchored STC Anchored STC 

Homogeneity of outcomes 

on each treatment 

Y Y Y Y Y Y 

Stable unit treatment value Y Y Y Y Y Y 

Within-study covariate 

balance (proper 

randomisation, ignorable 

treatment assignment) 

Y Y N Y N Y 

Constancy       

Constancy of absolute 

effects 

N N N N N N 

Conditional constancy 

of absolute effects 

N N Y 

Typically on natural 

outcome scale. 

N Y 

Typically on natural 

outcome scale. 

N 

Constancy of relative 

effects 

Y 

On linear predictor scale. 

For RE NMA relaxed to 

constancy in expectation. 

N N N N N 

Conditional constancy 

of relative effects 

N Y 

On linear predictor scale. 

N Y 

Typically on 

natural outcome 

scale. 

N Y 

Typically on 

natural outcome 

scale. 

Shared effect modifiers N/A Y 

On linear predictor scale. 

Not required if IPD are 

available on both studies. 

N† N† N† N† 

*The assumptions set out here are applicable to all forms of network meta-regression with varying combinations of IPD and aggregate data (both studies IPD, both studies aggregate data, one 

IPD and one aggregate), with the exception of the shared effect modifier assumption which is not required if IPD are available on both studies. 

†The shared effect modifier assumption is not required, but may be additionally assumed in order to present estimates for another target population.
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4.2 RECOMMENDATIONS FOR USE OF POPULATION-ADJUSTED INDIRECT 

COMPARISONS 

The exact properties of population adjustment methodologies such as MAIC and STC, in anchored and 

unanchored forms, and their performance relative to standard indirect comparisons, can only be 

properly assessed by a comprehensive simulation exercise. For this reason we do not express any 

general preference for population reweighting or outcome regression. Similarly, we have not included 

the forms of network meta-regression that combine IPD and aggregate data7, 47, 48 in our 

recommendations. These methods have attractive properties, but at this point there is no way telling 

how they would compare with MAIC or STC under failures in assumptions. Based on general principles 

and on the empirical findings presented in earlier sections, we can however draw some useful 

conclusions about the role of population-adjusted estimates of treatment effects, including the types 

proposed by MAIC and STC, in submissions to NICE. 

 

These recommendations cover five areas: 

1. The rationale for the use of population adjustment in submissions; 

2. Justifying the use of population adjustment in both anchored and unanchored scenarios; 

3. Variables for which population adjustment is required; 

4. Generation of indirect comparisons for the appropriate target population; 

5. Reporting guidelines for analyses involving population adjustment. 

 

Appendix A provides flow charts summarising these recommendations, and describing the process of 

selecting a method for indirect comparison, undertaking the analysis, and presenting the results. 

 

4.2.1 SCOPE OF POPULATION ADJUSTMENT METHODS 

The rationale for employing population adjustment stems principally from two scenarios: (i) connected, 

comparative evidence is available, but standard synthesis methods are deemed inappropriate due to 

suspected effect modifiers in imbalance; (ii) no connected evidence is available, or comparisons are 

required involving single-arm studies. In either case, population-adjusted analyses must be fully 

justified following the criteria below. Population adjustment can only adjust for differences in observed 

covariate distributions between populations. Most notably, population adjustment cannot adjust for 

differences between trials relating to the treatments, such as treatment dosing formulation, treatment 

administration, co-treatments, treatment titration, or treatment switching. 
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4.2.2 ANCHORED VERSUS UNANCHORED FORMS OF POPULATION-ADJUSTED INDIRECT 

COMPARISON 

The use of unanchored forms of population-adjusted indirect comparison requires that absolute 

outcomes can be reliably predicted into the aggregate AC  trial. In practice, reliable prediction of this 

kind is very hard to obtain – it can only be achieved if the joint covariate set includes every prognostic 

variable and effect modifier acting in the AC  trial. It is impossible to guarantee that all prognostic 

variables and effect modifiers are known or available, and therefore – by universal agreement: (i) 

randomized studies are required to infer the causal effects of treatment, rather than relying upon some 

form of covariate adjustment; and (ii) only relative treatment effects may be generalised from a trial, 

not the absolute outcomes. 

 

For this reason we recommend that unanchored versions of population adjustment are avoided in 

situations where connected evidence is available (i.e. when a standard indirect comparison would be 

feasible). Only when anchored comparisons are not feasible, for example due to unconnected networks 

or comparisons involving single-arm trials, may unanchored comparisons be considered. 

 

Recommendation 1: When connected evidence with a common comparator is available, a 

population-adjusted anchored indirect comparison may be considered. Unanchored indirect 

comparisons may only be considered in the absence of a connected network of randomised evidence, 

or where there are single-arm studies involved. 

 

4.2.3 JUSTIFYING THE USE OF POPULATION-ADJUSTED ANCHORED INDIRECT COMPARISONS 

Because the use of population adjustment itself makes a number of assumptions and complicates the 

process of treatment comparison in a connected network, evidence should be presented that population 

adjustment is likely to lead to superior estimates of treatment differences compared to standard methods.   

 

Recommendation 2: Submissions using population-adjusted analyses in a connected network need 

to provide evidence that they are likely to produce less biased estimates of treatment differences than 

could be achieved through standard methods. 

 

The argument for the use of population adjustment in a connected network is that (i) there are effect 

modifiers among the covariates on which data are available, that (ii) these effect modifiers are 

distributed differently in the AB  (company) and AC  (competitor) trials, and therefore (iii) that 

treatment effects estimated in the company’s AB  trial do not represent what would be expected in the 

(aggregate data) AC  trial. To support the use of these methods in specific cases, Recommendation 2 

therefore implies two forms of preliminary analysis. Specifically, is necessary to both establish that one 
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or more of the covariates is a known effect modifier, or can be plausibly considered as a potential effect 

modifier, and that these variables are in imbalance between the trials being considered. 

 

4.2.3.1 Effect modifier status 

Evidence that a variable is, or could be, an effect modifier for the outcome in question should therefore 

be presented. Such evidence could be based on external quantitative evidence, expert opinion, or 

systematic review (as per the NICE Methods Guide66). The concept of effect modification is scale 

dependent, and the relevant scale is the standard transformed scale used for the indirect comparison. 

 

Recommendation 2a: Evidence must be presented that there are grounds for considering one or more 

variables as effect modifiers on the appropriate transformed scale. This can be empirical evidence, or 

an argument based on biological plausibility. 

 

4.2.3.2 Evidence of substantial imbalance 

Evidence should be brought forward that these specific effect modifiers are distributed differently in 

the AB  and AC  trials. A population-adjusted analysis should only be submitted if, putting together 

the magnitude of the supposed interaction with the extent of the imbalance, a material difference in the 

estimated treatment comparisons would be obtained. The case for controlling for a covariate needs to 

be presented in a quantitative way. For example, if the suspected effect modifier is represented as an 

interaction term of size  , and the degree of imbalance between the AB  and AC  trials is 

( ) ( )

EM EM

AC ABx xu   , the potential bias reduction compared to a standard indirect comparison will be u . 

It needs to be shown that u  would represent a materially significant bias in relation to the observed 

treatment effects; the qualification of “substantial” bias should be considered in both a clinical (e.g. 

minimal clinically important difference) and statistical context. (If multiple effect modifiers are to be 

adjusted for, and if their joint distribution is available, then interaction terms may be taken into account 

to give a more accurate estimate of the potential overall bias reduction.) 

 

Recommendation 2b: Quantitative evidence must be presented that population adjustment would 

have a material impact on relative effect estimates due to the removal of substantial bias. 

 

4.2.4 JUSTIFYING THE USE OF POPULATION-ADJUSTED UNANCHORED INDIRECT COMPARISONS 

In the scenario where a comparison is to be made using disconnected evidence or single-arm trials, an 

unanchored indirect comparison may be considered. The use of population adjustment in an unanchored 

indirect comparison requires that absolute outcomes can be reliably predicted. Those presenting such 

estimates should give evidence that the degree of bias due to imbalance in unaccounted for covariates 
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is acceptable, bearing in mind the size of the observed treatment effect. If this evidence cannot be 

provided or is limited, then any estimates or conclusions from the unanchored comparisons should be 

heavily caveated by noting: the amount of bias (systematic error) in these estimates is unknown, is likely 

to be substantial, and could even exceed the magnitude of treatment effects which are being estimated. 

 

Recommendation 3: Submissions using population-adjusted analyses in an unconnected network 

need to provide evidence that absolute outcomes can be predicted with sufficient accuracy in relation 

to the relative treatment effects, and present an estimate of the likely range of residual systematic error 

in the “adjusted” unanchored comparison. 

 

The manner in which this evidence is provided is likely to vary with the specific situation at hand, 

especially due to a likely lack of study evidence in the cases where population-adjusted unanchored 

indirect comparisons are suggested. We propose several potential avenues for quantifying the likely 

range of residual systematic error in Appendix C. Sensitivity analyses are advisable to assess how 

decisions are affected by a range of plausible biases in the effect estimates. 

 

4.2.5 VARIABLES TO BE ADJUSTED FOR 

The variables to be adjusted for in a population-adjusted analysis depend on whether an anchored or 

unanchored indirect comparison is to be formed. 

 

For anchored indirect comparisons performed via population reweighting methods (e.g. MAIC), all 

effect modifiers, whether in imbalance or not, should be adjusted for to ensure balance and reduce bias. 

To avoid loss of precision due to over-matching, no prognostic variables which are not also effect 

modifiers should be adjusted for, as variables which are purely prognostic do not affect the estimated 

relative treatment effect. 

 

For anchored indirect comparisons performed via outcome regression methods (e.g. STC), all effect 

modifiers in imbalance should be adjusted for, to reduce bias; further effect modifiers and prognostic 

variables may be adjusted for if this improves model fit (e.g. as measured by AIC or DIC). The inclusion 

of additional prognostic variables and effect modifiers can result in a gain in precision of the estimated 

treatment effect if the variable accounts for a substantial degree of variation in the outcome, but will 

not reduce bias any further.  

 

For an unanchored indirect comparison, reliable predictions of absolute outcomes are required. 

Therefore, population adjustment methods should adjust for all effect modifiers and prognostic 

variables. 
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Recommendation 4: The following variables should be adjusted for in a population-adjusted 

analysis: 

(a) For an anchored indirect comparison, propensity score weighting methods should adjust for all 

effect modifiers (in imbalance or not), but no prognostic variables. Outcome regression methods 

should adjust for all effect modifiers in imbalance, and any other prognostic variables and effect 

modifiers that improve model fit. 

(b) For an unanchored indirect comparison, both propensity score weighting and outcome regression 

methods should adjust for all effect modifiers and prognostic variables, in order to reliably predict 

absolute outcomes. 

 

4.2.6 SCALE OF INDIRECT COMPARISONS 

In the absence of comprehensive simulation studies that might reveal the advantages and disadvantages 

of different methods in the circumstances of submissions to NICE, population-adjusted estimates should 

be generated in a way that is closely in line with general modelling practice, as expressed in the NICE 

Guide to the Methods of Technology Appraisal66 and in ISPOR guidance.79 To this end we recommend 

that methods are used which would yield the same results as standard methods in the case where there 

is no imbalance in effect modifiers. 

 

Recommendation 5: Indirect comparisons should be carried out on the linear predictor scale, with 

the same link functions that are usually employed for those outcomes.  

 

Accordingly, an anchored population adjustment of the AB  treatment effect to estimate the relative 

BC  effect in the AC  population is formed as 

 

         ( ) ( ) ( ) ( ) ( )
ˆ ˆ ˆ

BC AC C AC A AC B AC A ACg Y g Y g Y g Y     , (15) 

 

where ( )t ACY  is the observed summary outcome under treatment t  in the AC  trial,  ( )t̂ ACY  is the 

estimated summary outcome under treatment t  in the AC  trial, and  g   is a suitable link function. 

Whichever population adjustment method the indirect comparison in (15) is reached by, an assumption 

must be made that all effect modifiers in imbalance are available and properly included in the analysis. 

If a link function is chosen that differs from the default as determined by existing literature for that 

outcome and condition, thorough justification must be given. 
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Similarly, an unanchored estimator is 

 

    ( )( ) ( )
ˆ ˆ

C ACBC AC B AC
g Y g Y   . (16) 

 

Whichever population adjustment method the indirect comparison in (16) is reached by, the assumption 

must be made that all effect modifiers and prognostic variables are available and properly accounted 

for. 

 

4.2.7 APPLICATION OF POPULATION ADJUSTMENT TO THE APPROPRIATE TARGET POPULATION 

Population adjustment methods such as MAIC and STC as currently proposed are unable to achieve 

estimates in a target population other than that of the AC  study. However, with the aid of an additional 

assumption (the shared effect modifier assumption) and by considering relative effects, we can take 

advantage of the mathematical relationships inherent in conditional consistency to derive estimates for 

the relevant target population (see Section 4.1.3). 

 

Recommendation 6: The target population for any treatment comparison must be explicitly stated, 

and population-adjusted estimates of the relative treatment effects must be generated for this target 

population. 

 

4.2.8 REPORTING OF POPULATION-ADJUSTED ANALYSES 

When reporting population-adjusted analyses, the following themes should be considered and addressed 

explicitly: 

1. The variables available in each study should be listed, along with their distributions (e.g. through 

box plots or histograms). Sufficient covariate overlap between the populations should be assessed: 

for population reweighting methods (such as MAIC), the number of individuals assigned zero 

weight should be reported; for outcome regression methods (such as STC), the amount of 

extrapolation required should be considered. For anchored comparisons this applies only to effect 

modifiers (see point 2); for unanchored comparisons all variables relevant to outcome should be 

presented. 

2. Evidence for effect modifier status should be given (Section 4.2.3.1), along with the proposed size 

of the interaction effect and the imbalance between the study populations. The resulting potential 

bias reduction compared with a standard indirect comparison may be calculated by multiplying the 

interaction coefficient by the difference in means (see Section 4.2.3.2). 

3. The distribution of weights should be presented for population weighting analyses, and used to 

highlight any issues with extreme or highly variable weights. Presentation of the effective sample 
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size may also be useful. ESS may be approximated using equation (7) – which is likely to be an 

underestimate – but provides clear warning where inferences are being made based on just a small 

number of individuals. 

4. Measures of uncertainty, such as confidence intervals, should always be presented alongside any 

estimates. Care should be taken that uncertainty is appropriately propagated through to the final 

estimates (Section 2.4). For outcome regression methods, uncertainty is fully propagated for 

predictions into the aggregate population by the outcome regression model. For population 

reweighting methods, a robust sandwich estimator (as typical for MAIC) provides estimates of 

standard error which account for all sources of uncertainty.  Other techniques include bootstrapping 

and Bayesian methods. 

5. For an unanchored comparison, estimates of systematic error before and after population 

adjustment should be presented (Sections 4.1.4 and 4.2.4). 

6. Present estimates for the appropriate target population using the shared effect modifier assumption 

if appropriate (Section 4.2.7), or comment on the representativeness of the aggregate population to 

the true target population. 

7. In order to convey some clarity about the impact of any population adjustment, the standard 

indirect comparison estimate should be presented alongside the population-adjusted indirect 

comparison if an anchored comparison is formed; for an unanchored comparison, a crude 

unadjusted difference should be presented alongside the MAIC/STC estimate.  

 

4.3 RESEARCH RECOMMENDATIONS  

1. Development of new methods for population-adjusted treatment effects 

MAIC and STC are methods for deriving population-adjusted average treatment effects that use IPD on 

one or more trials to estimate population average outcomes of treatments in other populations. The 

indirect comparison step is undertaken at the marginal (population average) level, as in a standard 

indirect comparison.  The modified forms of MAIC and STC that we have recommended share this 

characteristic. Doubly robust methods, combining both propensity scores and outcome regression, are 

already established in the related literature, including that on calibration (Section 2.1.3). The advantage 

of doubly robust methods is that only one of the constituent models needs to be correct in order to 

provide valid estimates. However there has, to our knowledge, been no publication of doubly robust 

methods in the limited IPD scenario with which we are concerned (e.g. combining MAIC and STC 

methods into one doubly robust estimator). Another approach which has been seen to perform at least 

as well as traditional doubly robust estimators in other contexts is known as regression-adjusted 

matching, where regression adjustment is applied to propensity score matched data;80 it is claimed that 

this approach reduces sensitivity to model specification. A similar approach could be used to combine 

MAIC and STC. 
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In Section 2.2.3 we drew attention to another class of methods based on network meta-regression with 

mixed IPD and aggregate data7, 47, 48 which, in effect, combine the two levels of data by modelling the 

aggregate data as an integration over the IPD level data. This can be seen as a different class of model 

because the indirect comparison is also possible at the level of the conditional effects (at the individual 

level), as well as the marginal effects (at the aggregate level); we have referred to this different class of 

models as methods for population-adjusted individual-level indirect comparisons, as opposed to 

population-adjusted study-level indirect comparisons. Like the study-level methods, we suspect that 

these individual-level methods can be realised in several variants, and it would be of interest to explore 

these more fully. 

 

2. Simulation studies 

We have described the assumptions that must be made by population adjustment methods in order to 

achieve valid inference (Section 2.3). At present, it is entirely unknown how such methods might 

perform under varying degrees of failure in these assumptions. The priority must be that the properties 

of population adjustment methods in practical scenarios are probed through rigorous simulation studies, 

and the recommendations in this report reviewed and extended in the light of subsequent results. 

 

3. Extent of error due to unaccounted for covariates 

A robust and pragmatic approach is needed to quantify the possible extent of systematic error in 

unanchored indirect comparisons, the amount by which this systematic error is reduced by population 

adjustment, and therefore the residual systematic error inherent to the population-adjusted indirect 

comparison estimates. We provide initial suggestions of how this might be achieved in Appendix C, 

although further research is necessary to refine and validate these methods. This issue is of particular 

importance if comparative evidence based on single-arm studies or disconnected networks is to be 

seriously considered for the purposes of technology appraisal or guideline development. Methods are 

also needed for the assessment of error in anchored comparisons due to unaccounted for effect modifiers 

 

4. Impact of availability of joint covariate distributions 

At present, it is uncommon for published trials to report the full joint distribution of covariates. As such, 

population adjustment methods rely on additional assumptions in order to work with the reported 

marginal covariate distributions. The extent of error following the failure of these assumptions when 

working with marginal covariate distributions should be investigated through simulation studies; it is 

also likely that different population adjustment methods will perform differently in these scenarios. It 

would also be useful to obtain empirical data on the between-trial variation in the joint covariate 

distributions, to better inform population-adjusted analyses when only marginal covariate information 

is available, and to help understand the likely error in such scenarios.  
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5. Extension to larger networks 

The scenario in which population adjustment methods such as MAIC and STC have been proposed is a 

“small network” scenario, where as few as two studies are available to inform an indirect comparison 

between two treatments. However, the motivation for and methodology underlying population 

adjustment methods is applicable to larger evidence bases, involving multiple treatments and several 

studies, which might typically be analysed using network meta-analysis. The extension of population 

adjustment into a larger network scenario with mixtures of IPD and aggregate data is therefore an area 

of interest, and should be compared with existing methods for network meta-regression.7-10   

 

6. Uncertainty propagation 

Full propagation of uncertainty through to the final estimates is important for informed decision-

making. Formulating population adjustment in a Bayesian framework could be a convenient approach 

to fully accounting for all sources of variation, as well as enabling the inclusion of prior evidence into 

the models, and being readily integrated into a formal decision framework such as cost-effectiveness 

analysis. The properties of a Bayesian approach should be compared to current methods in simulation 

studies. A semi-Bayesian formulation of unanchored MAIC was previously proposed in a PhD thesis,81 

though we are yet to see any published applications of such an approach. 

 

7. Software tools 

Standardised computational tools for carrying out population adjustment, perhaps in the form of R 

packages (akin to GeMTC82 for network meta-analysis) or code for Bayesian computation (e.g. for 

WinBUGS, JAGS, STAN), would help regularise the contents of submissions using these methods. 
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APPENDICES 

Appendix A  

A.1 PROCESS FOR POPULATION-ADJUSTED INDIRECT COMPARISONS 

 

Figure 3:  Flow chart for selecting methods for indirect comparisons 
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Figure 4:  Anchored methods for population-adjusted indirect comparisons 

 

Propensity score reweighting Outcome regression 

1. Provide evidence for effect modifier status on a suitable transformed scale (Section 4.2.3.1). 

2. Provide evidence that effect modifiers are in substantial imbalance between studies (Section 

4.2.3.2). 

3a. Create a logistic propensity score model, 

which includes all effect modifiers but no 

prognostic variables. This is equivalent to a 

model on the log of the weights: 

 

3b. Estimate the weights using the method of 

moments to match effect modifier distributions 

between trials. This is equivalent to minimising 

 

when . 

4. Predict outcomes on treatments  and  

in the  trial by reweighting the outcomes of 

the  individuals: 

 

3. Fit an outcome model in the  trial, 

which includes all effect modifiers in 

imbalance and any other prognostic variables 

or effect modifiers that improve model fit: 

 

4. Predict transformed outcomes on 

treatments  and  in the  trial using the 

outcome model: 

 

5. Form the anchored indirect comparison in the  population as: 

 

6. Calculate standard errors using a robust 

sandwich estimator, bootstrapping, or Bayesian 

techniques. 

7. If justified, use the shared effect modifier assumption to transport the  estimate into the 

target population for the decision. Otherwise, comment on the representativeness of the  population 

to the true target population. 

6. Calculate standard errors using the outcome 

model. 

8. Present the distribution of estimated 

weights, and effective sample size. 

8. Present standard model fit statistics. 
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Figure 5:  Unanchored methods for population-adjusted indirect comparisons 

Propensity score reweighting Outcome regression 

1a. Create a logistic propensity score model, 

which includes all effect modifiers and 

prognostic variables. This is equivalent to a 

model on the log of the weights: 

 

 

1b. Estimate the weights using the method of 

moments to match effect modifier distributions 

between trials. This is equivalent to minimising 

 

when . 

2. Predict outcomes on treatment  in the  

trial by reweighting the outcomes of the  

individuals: 

 

1. Fit an outcome model in the  trial, which 

includes all effect modifiers and prognostic 

variables: 

 

2. Predict transformed outcomes on 

treatments  and  in the  trial using the 

outcome model: 

 

3. Form the unanchored indirect comparison in the  population as: 

 

4. Calculate standard errors using a robust 

sandwich estimator, bootstrapping, or Bayesian 

techniques. 

6. If justified, use the shared effect modifier assumption to transport the  estimate into the 

target population for the decision. Otherwise, comment on the representativeness of the  population 

to the true target population. 

4. Calculate standard errors using the outcome 

model. 

7. Present the distribution of estimated 

weights, and effective sample size. 

5. Provide evidence that absolute outcomes can be predicted with sufficient accuracy in relation to 

the relative treatment effects, and present an estimate of the likely range of residual systematic error 

(Section 4.2.4 and Appendix B). If this evidence cannot be provided or is limited, then state that the 

amount of bias in the indirect comparison is likely to be substantial, and could even exceed the 

magnitude of treatment effects which are being estimated. 

7. Present standard model fit statistics. 
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Appendix B  

B.1 TRANSPOSING INDIRECT COMPARISONS TO OTHER TARGET POPULATIONS 

Under the assumption of shared effect modifiers for a set of treatments , we have the relations on the 

marginal relative treatment effects from equations (13) and (14): 

 

Proposition 1: ( ) ( )At P At Qd cd t     

Proposition 2: ( ) ( ) ,tu P tu Qd t ud     

 

which hold for any two populations P  and Q . 

 

Proof 

Using additivity on an appropriate linear predictor scale, we write the transformed conditional absolute 

treatment effects  ,t X U  as 

      0 1 1 2, 2,, T T T EM T EM

t t t t AI t       X U X φ U X Uβ β φ ,  (17) 

where X  and U  are vectors of observed and unobserved covariates respectively (possibly with 

interactions or higher order terms), with corresponding subvectors of effect modifiers 
EM

X  and . 

Equation (17) represents the underlying (transformed) outcome model, which cannot be estimated 

directly as U  are unobserved. 

 

Using the shared effect modifier assumption on the set of treatments , which means that 2, 2t β β  

and 2, 2t φ φ  t   we rewrite the outcome model (17) for t  as 

      0 1 1 2 2, T T T EM T EM

t t I t A      X U Xβ β φ Uφ U X .  (18) 

 

We are now ready to proceed in proving the two propositions. 

 

Firstly to prove proposition 1 see that, for any treatment t  and any two populations P  and Q , we 

can write the marginal relative effects in terms of the conditional absolute effects by taking expectation 

over the population P  and using equation (18): 

EM
U
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The difference in the marginal relative effects is then 

    ( ) ( ) ( ) 2 2 ( ) 2 2

T EM T EM T EM T EM

At P At Q P Qd d    β φ U β φX X U . (19) 

Note that the RHS of (19) does not depend on t . Therefore, for any two populations P  and Q , 

( ) ( )At P At Qdd c   holds for all t . 

 

To prove proposition 2 we proceed similarly, writing the marginal relative effects between any two 

treatments ,t u  in any two populations P  and Q  as 
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Therefore ( ) ( )tu P tu Qd d  holds for all ,t u . 

 

B.2 EXAMPLE 

To see the application of these propositions in practice, consider an example where the following log 

odds ratios in the AC  population have been estimated to be: 

 ( ) ( )
ˆ ˆ1.3 0.8AB AC AC ACd d  . 

Furthermore, in a population P  the log odds ratio for treatment B  compared to A  is estimated to be 

( ) 0.7ˆ
AB Pd  . We make the shared effect modifier assumption for treatments  ,B C  . 
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Using proposition 1 we have that ( ) ( ) 0.ˆ 6ˆ
AB P AB ACd dc     , and the log odds ratio for treatment C  

compared to A  can be inferred to be ( ) ( ) 0.ˆ 2ˆ
AC P AC ACd cd   . 

 

Alternatively, from the AC  trial we have that ( )
ˆ

BC ACd ( ) ( ) 0.5ˆ ˆ
AC AC AB ACd d    . Now using 

proposition 2, we have that ( ) ( )
ˆ ˆ

BC AC BC Pd d , and the log odds ratio for treatment C  compared to A  

is again inferred to be ( ) ( ) ( )
ˆ ˆ 0.ˆ 2AC P AB P BC Pd d d  . 
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Appendix C  

C.1 QUANTIFYING SYSTEMATIC ERROR IN UNANCHORED INDIRECT 

COMPARISONS 

Unanchored indirect comparisons are not protected from imbalances in prognostic variables, unlike 

anchored indirect comparisons, as they do not rely on within-study randomisation. Unanchored indirect 

comparisons are therefore susceptible to large amounts of systematic error unless all prognostic 

variables and effect modifiers are accounted for. It is therefore necessary to attempt to quantify the 

possible extent of any residual systematic error resulting from unobserved prognostic variables and 

effect modifiers. The simplest way to quantify residual systematic error is by comparing observed and 

predicted outcomes on the company’s treatment B  in a range of different studies in the target 

population, however this might not be a viable option if there are no such studies available. It should be 

noted however that unobserved covariates are only one source of heterogeneity between studies (and 

bias in an ensuing indirect comparison); for example, differences in study design and conduct will also 

introduce heterogeneity, but cannot be accounted for with methods such as MAIC or STC. The way in 

which residual systematic error is quantified is therefore an area that requires further research. We 

present some initial suggestions here.  

 

C.1.1 OUT-OF-SAMPLE METHODS 

Firstly, the possible extent of systematic bias present in a crude “unadjusted” indirect comparison can 

often be quantified as follows. First identify a set of external studies in the target population with 

aggregate data on the relevant outcome. Then carry out a random-effects pooling across absolute 

outcomes on study arms in the target population, controlling for treatment. Usually one finds that the 

between-studies standard deviation   in absolute outcomes far exceeds the AB  relative treatment 

effect, let alone the effect of an active treatment B  against an active competitor C , whether in the same 

class or not. Predicted outcomes on treatment B  in each of the study arms used in the pooling can be 

obtained using MAIC or STC, and a similar pooling performed. If all prognostic variables and effect 

modifiers are accounted for, then the between-studies variation of the predicted outcomes, say 
2

* , will 

match that of the observed outcomes 
2  (that is, residual variation will be minimised). Conversely, 

lower between-studies variation of predicted outcomes would be expected if some prognostic variables 

and/or effect modifiers remain unaccounted for. The ratio of the between-studies variance in predicted 

to observed outcomes, 
2 2

*  , could be interpreted as the proportion of systematic error “explained” 

by the included covariates. It is likely that, in practice, limited study data will be available, and therefore 

the estimation of between-studies variance may be difficult. Robust frequentist methods such as the 
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Hartung-Knapp-Sidik-Jonkman estimator,83-85 or Bayesian methods using the same plausibly vague 

prior distributions for 
2  and 

2

*  may be appropriate here. 

 

Methods based on between-studies variance should be underpinned by a protocol-driven systematic 

review to prevent selection of an overly homogeneous sample of studies for inclusion. Likewise, the 

company’s own trials would be expected to be more homogeneous than a wider selection of trials in the 

target population. 

 

C.1.2 IN-SAMPLE METHODS 

Other approaches for quantifying the systematic error in unanchored comparisons are possible. For 

example, if STC is used, cross-validation methods (e.g. Picard and Cook86) enable the estimation of the 

prediction error in the outcome model, which is largely due to missing prognostic variables and/or effect 

modifiers. k -fold cross-validation is a frequently used method, in which the IPD are split into k  equal-

sized sets. Each of the k  sets is omitted in turn at the model fitting stage, and used as a validation set 

to check the model predictions. Prediction error may then be averaged over the k  sets. A value of 

10k   is often used, although the choice of k  should be based on the situation at hand, particularly 

with reference to the available sample size, as there is a bias-variance trade-off. If outcome regression 

is used, 
2

R  values may be used to assess the predictive performance of the model; 
2

R  may be 

interpreted as the proportion of variance explained by the model, similarly to the between-studies 

variance ratio described above. A general disadvantage in our context of cross-validation, 
2

R , and other 

“in-sample” methods for checking predictive accuracy (as opposed to the “out-of-sample” methods 

above), is that the individuals in the IPD trial are likely to be more homogeneous than those of the wider 

target population, thus leading to overconfidence in the abilities of STC to predict outcomes in the target 

population. In-sample methods in general will most likely underestimate the true amount of residual 

variation. 

 

Methods for estimating the likely error in unanchored population-adjusted indirect comparisons are a 

key area for further research. 
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