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ABSTRACT

This paper presents a novel method of no-reference
image quality assessment for JPEG encoded im-
ages by means of multiresolution analysis using Haar
wavelet decomposition. The proposed method takes
advantage of the fact that JPEG encoded images
are usually contaminated with blockiness artifacts.
Blockiness artifact is modeled as a particular edge
structure that transforms into a different edge struc-
ture when edge detection algorithm is applied. Sub-
sequently after edge detection is performed, a 3-level
Haar Wavelet Transform (HWT) is employed to con-
struct an edge map, from which some features are
derived. These features give meaningful information
for blockiness distortions identification and quality
assessment. The proposed quality metric was tested
against publicly available JPEG subset of LIVE Im-
age Database, whilst the detection algorithm was
evaluated subjectively in terms of how well the auto-
matic detection agrees with human’s perceived view.
The detection algorithms as well as the proposed
JPEG quality metric demonstrate satisfying perfor-
mances.

Keywords: No-Reference, Image, Quality Assess-
ment, Haar, wWvelet, Blockiness

1. INTRODUCTION

Compression is indispensable in various digital im-
age and video applications nowadays. Its purpose is
to reduce bit rate requirement of the signals. Ideally,
this should be done without compromising the visual
quality of the compressed image/video. However, in
reality, compression or encoding process may intro-
duce unique visual impairments to the picture and
consequently degrades the quality. In some applica-
tions, a perceived quality of digital image or video is
very important. A typical multimedia system may
enhance and restore digital images prior to use them
in subsequent applications. By measuring the per-
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ceived quality of digital image, the system can dy-
namically adjust the enhancement and restoration
parameters to generate better quality image. Subjec-
tive quality assessment is traditionally used to mea-
sure the perceived quality. Unfortunately, subjective
evaluation is impractical for real-time applications
because it is time consuming, laborious, and expen-
sive. For that reason, objective quality assessment
methodologies are usually preferred than the subjec-
tive ones.

The objective quality assessment can be cate-
gorized into three different approaches: 1) Full
Reference (FR) model such as traditional peak-
signal-to-noise ratio (PSNR), Universal Quality Index
(UQI) [1], Structural Similarity (SSIM) [2], human vi-
sual system (HVS) based wavelet domain analysis [3],
neural network approach [4], and modifications of
other FR models in wavelet sub-bands [5], all of which
require the availability of the original image as a ref-
erence to perform quality evaluation; 2) Reduced Ref-
erence (RR) model, such as Local Harmonic Strength
(LHS) proposed in [6], which uses some features ex-
tracted from the original image to perform quality
assessment; and 3) No-Reference (NR) model, which
uses no additional information whatsoever when per-
forming the evaluation. Some examples of NR meth-
ods can be found in [7–11].

The NR approach is attractive compared to the
other two because it does not require any informa-
tion with respect to the original, undistorted pic-
ture during evaluation process. It is very practical
and suitable for typical applications that do not have
the luxury of access to the reference image informa-
tion. However, to some degree, the practicality of NR
model depends on prior knowledge of the distortion
that could be present on the image.

For example, in JPEG coded images (and in most
block-based video compression systems such as H.263
or MPEG-2) blockiness distortion is the dominant ar-
tifact that impairs picture quality. It is characterized
by the visibility of the underlying block structure as
a result of coarse quantization of spatial frequency
components during the encoding process [12]. Block-
iness appears as visible discontinuities at the bound-
ary of adjacent blocks of 8× 8 pixels, as well as sud-
den intensity changes in uniform region. Such arti-
ficial block boundaries might appear in the images
at low bit rates. Due to these characteristics, it is
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usually easier to perform blockiness distortion mea-
sure by utilizing frequency analysis, Discrete Cosine
Transform (DCT), or spatial analysis. Examples of
such analyses are NPBM in [7, 9] and blockiness iden-
tification in compressed data [13] using the Laplacian
model of DCT, to name a few.

Encoding method other than JPEG, such as
wavelet-based JPEG 2000, is also available. JPEG
2000 differs from JPEG in terms of the distortions
introduced in the compressed image; e.g., blur and
ringing impairments. Wavelet-based analysis is con-
sidered more suitable for quality assessment of JPEG
2000 encoded images. For example, quality assess-
ment methods presented in [3–5] use wavelet-based
multi-resolution approach in a full-reference manner.
In [3], local contrast is re-defined by means of wavelet
coefficients at different resolutions, and the re-defined
contrast is subsequently used to develop a fidelity
measure based on perceptual differences. A neural
network approach to wavelet-based image quality as-
sessment is presented in [4]; this is a direct application
of neural network to the existing works of [1, 2] us-
ing a full-reference framework. In [5], the application
of PSNR and Picture Quality Score (PQS) metrics
in wavelet sub-bands are investigated. In another
work [10], an NR model is proposed to assess spe-
cific wavelet-based coded image; it uses mean squared
error (MSE) reduction estimation for an embedded
wavelet image coder such as set portioning in hierar-
chical tree (SPIHT) coding algorithm. Such wavelet-
based analyses have emerged as powerful tools to
analyse information on the image because of its abil-
ity to perform the analysis at various scales. This is
similar to conventional frequency analysis; however,
unlike the frequency analysis, wavelet-based analysis
preserves the spatial information of the signal.

Since JPEG encoding and other similar DCT
block-based compression methods are still widely
used nowadays, we focus our attention to this par-
ticular type of encoded images in this paper. Dif-
ferent from previous works described above, in this
paper we proposed a wavelet-based NR quality assess-
ment method for JPEG images by employing a 3-level
Haar Wavelet Transform (HWT) to decompose edges
information of an image and derive certain features
based on the resulting wavelet detail coefficients. We
adopted a method originally proposed by [14] which
used the HWT to classify blurred images against
unblurred ones. Since our purpose is to measure
and identify blockiness distortions in JPEG images,
we decided to choose decomposition based on Haar
wavelet due to its simple and fast discrete implemen-
tation. We considered Haar wavelet was appropriate
for our analysis since our proposed method does not
require specific characteristic of wavelet function such
as arbitrary regularity of Daubechies wavelet [15] or
linear phase for exact reconstruction in Biorthogonal
wavelet [15], for example. We also reckoned 3-level

decomposition was sufficient to extract useful features
for our JPEG image quality assessment and blocki-
ness distortions identification method. In retrospect,
our method is similar to [3] in terms of using constrast
information, however ours was used in the absence of
any reference information. We will show in the sub-
sequent section the rationale of such arrangement.

This paper is organized as follows. We describe our
proposed method in more detail in Section 2.. Subse-
quently, experimental results using LIVE JPEG Im-
age Database [16] is presented in Section 3.. Finally,
we give conclusions to our works in Section 4.

2. METHOD

Our proposed method is divided into four parts as
follows:

1. Pre-processing stage. This part starts with
edge detection, followed by spatial masking and tex-
ture filtering process to the detected edge image. Me-
dian filtering may also subsequently be used to re-
move unwanted noise. Edges are classified according
to [14]; however, for our blockiness distortion qual-
ity measurement we only used two of them, namely
Astep and Roof edge structures. We modeled the
blockiness distortion as an Astep edge structure (Fig-
ure 1(a)) having a low-to-moderate intensity varia-
tion. We observed that when we applied Sobel oper-
ators [17] to detect edges on the image, this particular
type of edge structure will transform into Roof edge
structure (Figure 1(b)), also having low-to-moderate
transition. Based on our experiment and observation
which will be described later, we devised some new
rules to characterize the Roof edge structure that cor-
responds to blockiness distortion on the image.

2. Feature extraction stage. This part derives
some features from the edge image using 3-level
HWT. An edge map is constructed using horizon-
tal and vertical wavelet detail coefficients. From this
edge map, useful features are constructed by finding
some local maxima in pre-defined window sizes; e.g.,
8 × 8, 4 × 4, and 2 × 2 pixels for level-1, -2, and -3
decompositions, respectively.

3. Blockiness distortions identification. This part
is mainly responsible for locating and identifying
blockiness artifacts on the images using the informa-
tion from the features that have been extracted in the

(a) (b)

Fig.1: (a) Basic Astep edge structure and (b) Basic
Roof edge structure from [14]
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Fig.2: Illustration of Pre-Process Stage. The first
input is a grayscale image transformed from original
Sailing1 category image from LIVE JPEG Database.
A Sobel Operator applied to the input and generate the
edge image. The edge image then is masked (spatial
masking process). After the spatial masking process,
the image undergo a texture filtering process. Addi-
tionally, a median filter is applied to the image and
the final pre-processed image is generated.

previous stage. The blockiness artifact can be char-
acterized by wavelet coefficients computed from the
HWT of edge image.

4. Quality metric calculation. This final part is
responsible for computing the quality score of the
JPEG image based on the extracted features.

The detailed explanation of the method is given in
the following sub sections.

2.1 Pre-Processing Stage

An illustration of pre-processing stage is given in
Figure 2. Consider an image I(m,n) of size M ×N ,
where M and N represent its width and height, re-
spectively, and m ≤ M,n ≤ N . We compute the edge
of the image, E(m,n), by applying the horizontal and
vertical Sobel operators [17] Gx and Gy, respectively:

Gx =



−1 0 1
−2 0 2
−1 0 1


 (1)

Gy =




1 2 1
0 0 0
−1 −2 −1


 . (2)

The edge image E(m,n) is calculated by applying
each of the Gx and Gy to the image I(m,n) and com-
bining both the horizontal edge H(m,n) and vertical
edge V (m,n) according to the following equations:

H(m,n) = I(m,n) ∗Gx (3)

V (m,n) = I(m,n) ∗Gy (4)

E(m,n) =
√
H(m,n)2 + V (m,n)2. (5)

The E(m,n) is then converted into image data for
subsequent process. After the edge image is gener-
ated, we need to perform spatial masking by remov-
ing any strong edges having intensities above a certain
threshold δstrong. We use δstrong to differentiate visi-
ble strong edges from the weak ones. In our method,
we assume that the former have much higher intensity
than the latter.

The spatial masking is applied for three pixels in
both directions of vertical neighbourhood with re-
spect to the reference edge pixel. This part is mainly
responsible to introduce simplified Human Visual
System (HVS) characteristics [18] to the algorithm.
It is important because strongly visible edges may
hide blockiness artifacts from human vision. This is
a particular property of the HVS that will surely af-
fect the identification and the quality metric derived
later on. Therefore, any strongly visible edges on the
image must be compensated first before getting any
further treatment. The spatial masking is illustrated
by the equation below:

E(m,n+ k)

=

{
0, E(m,n) > δstrong

E(m,n+ k), E(m,n) ≤ δstrong
(6)

for −3 ≤ k ≤ 3. We decided to extend the mask-
ing for three pixels in both directions of the vertical
neighbourhood to compensate the spread characteris-
tics of the strongly visible edges. We considered three
pixels are sufficient to simulate the masking effect of
dominant edges to their neighbourhood [12]. We only
selected the vertical neighbourhood of the reference
edge pixel to be masked because the horizontal orien-
tation was automatically masked when we repeated
the vertical masking of adjacent pixels.

The next part of the proposed method is texture
masking. It is used to reduce misclassification error
that may occur in the identification process due to
random characteristics of texture. This part is also
another contribution of HVS to the proposed method,
since textural structures may hide the visibility of
blockiness artifacts from human vision. In this tex-
ture masking, we define an entropy threshold δentropy
to measure the busyness of the observed block. The
entropy ε is calculated for every 8 × 8 blocks of the
edge images Bi,j , i ≤ M/8, j ≤ N/8, Bi,j ∈ E. Addi-
tional 8 × 8 grid mask g is applied for every Bi,j to
shift the focus of entropy calculation to the area inside
the grid boundary and excludes blockiness distortion
boundary from the computation of block busyness.
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The grid mask g can be expressed as:

g =




0 0 0 0 0 0 0 0
0 1 1 1 1 1 1 0
0 1 1 1 1 1 1 0
0 1 1 1 1 1 1 0
0 1 1 1 1 1 1 0
0 1 1 1 1 1 1 0
0 1 1 1 1 1 1 0
0 0 0 0 0 0 0 0




. (7)

The entropy ε itself is calculated from the his-
togram of the block by applying the following equa-
tion:

ε(B, g) = −
∑

[p(B · g)× log2 p(B · g)] (8)

where p represents the histogram function. Higher en-
tropy of a block corresponds to higher activity within
the block, and it is more than likely that it is a tex-
tured area. We cannot set the δentropy as zero since
it will overfilter the texture masking process. Hence,
it is better to set the δentropy as small as possible
and close to zero since any blockiness distortion that
appears will remove the detail of a block and thus re-
ducing the entropy of the block. The texture masking
algorithm compares the entropy ε with the δentropy
according to the following equation:

Bi,j =

{
0ij , ε > δentropy

Bij , ε ≤ δentropy.
(9)

The pre-processed edge image, Êp(m,n) is then
constructed by concatenating the blocks from texture
masking process:

Êp(m,n) =




B1,1 B1,2 · · · B1,j

B2,1 B2,2 · · · B2,j

...
...

. . .
...

B(i−1),1 B(i−1),2 · · · B(i−1,j)

Bi,1 Bi,2 · · · Bi,j




.

(10)
Additionally, median filtering can also be used to

remove unwanted noise in Êp(m,n) that may still be
left on the pre-processed edge image after texture fil-
tering.

2.2 Feature Extraction

When the pre-processed edge image Êp(m,n) is
ready, we need to extract some features from it for
further processing. We extract local maxima from an
edge map of the pre-processed image. The edge map
is constructed from the detail coefficients of the HWT
decomposition of the pre-processed image. The local
maxima feature, based on [14], is used for quality as-
sessment and blockiness distortion identification pur-
poses. The followings describe our proposed feature
extraction method in detail.

First, we compute the 3-level Haar Wavelet De-
composition (HWD):

[Ai|Hi|Vi|Di](ki, li) = HWD(Êp(m,n)) (11)

where i = 1, 2, 3 represent the decomposition level.
Hi(ki, li), Vi(ki, li), and Di(ki, li) are horizontal de-
tail coefficients (LH subband), vertical detail coeffi-
cients (HL subband), and diagonal detail coefficients
(HH subband) at decomposition level i, respectively.
We use Ai−1 as the input for HWD at level i, given

A0 = Êp(m,n)
We construct the edge map ρmapi

for each level
of decomposition i from the horizontal and vertical
detail coefficients, Hi(k, l) and Vi(k, l). We exclude
the diagonal detail coefficients since in JPEG encoded
images the blockiness pre-dominantly appears in hor-
izontal and vertical direction. The edge map ρmapi

is
constructed by applying the following equation:

ρmapi
(ki, li) =

√
|Hi(ki, li)|2 + |Vi(ki, li)|2 (12)

for i = 1, 2, 3. After we get the edge map ρmapi

for each decomposition level, we calculate the local
maxima feature φ̃pqi of the edge map as follows: for
a Ki × Li edge map at decomposition level i, the
feature matrix φ̃pqi is computed by finding the lo-
cal maxima for every 2(4−i) × 2(4−i) non-overlapped
window W̃pq at each level of decomposition i, given
p ≤ ⌊Ki/2

(4−i)⌋, q ≤ ⌊Li/2
(4−i)⌋ and p, q repre-

sent block coordinates tha correspond to the non-
overlapped window W̃pq. This can be summarized
as follows:

φ̃pqi = arg max(W̃pq); i = 1, 2, 3. (13)

Subsequently, the local maxima feature matrix
φ̂max
i is constructed by collecting each of the φ̃pqi ac-

cording to

φ̂max
i (p, q) =




φ̃11i φ̃12i · · · φ̃1qi

φ̃21i φ̃22i · · · φ̃2qi
...

...
. . .

...

φ̃(p−1)1i φ̃(p−1)2i · · · φ̃(p−1)qi

φ̃p1i φ̃p2i · · · φ̃pqi




.

(14)

This feature matrix φ̂max
i will be used to identify

any possible locations of blockiness artifact and to
assess the quality of the images.

2.3 Blockiness Distortions Identification

On the edge image Êp(m,n), the blockiness arti-
facts can be modeled as a Roof edge structure [14]
due to gradient transformation, and characterized by
φ̂max
i features. Referring to [14], the criteria to char-

acterize Roof edge structure in the image is φ̂max
1 (p, q)

< φ̂max
2 (p, q) < φ̂max

3 (p, q). If this criteria holds, then
a Roof edge structure is identified at coordinate p, q.
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This rule, however, is good if it was applied to an
ideal blockiness. We found that the rule set out by
[14] did not really work well when randomness oc-
cur in the block. Therefore, we propose a modified
version of the rule to characterize Roof edge struc-
ture at coordinate p, q based on our experiments and
observation summarized in Table 1.

Since we know that φ̃pqi is computed for every

2(4−i) × 2(4−i) non-overlapped window W̃pq, hence,
the local maxima will be computed for every 8 × 8,
4 × 4, and 2 × 2 non-overlapped window at level-
1, level-2, and level-3 decompositions, respectively.
Based on the characteristics of wavelet decomposition
[19] that downsamples the original signal by a factor
of 2, each φ̃pqi will refer to a certain non-overlapped
block of 16×16 pixels in the input image at block co-
ordinate p, q. We then conducted an experiment that
simulated the computation of φ̃pqi for various 16×16
Roof edge structure blocks. The simulation decom-
posed various 16× 16 Roof edge structure blocks and
computed the φ̃pqi for each block at different level
of decomposition i. Note that for 16 × 16 block,
p = 1, q = 1; therefore we generalized the φ̃pqi as φ̃i

for this experiment. We collected the data of φ̃i by
varying the intensity range of the Roof edge struc-
ture. We also introduced some randomness to the
Roof edge structure to simulate how the computa-
tion of φ̃i was affected. Table 1 shows some of our
experimental results.

Referring to Table 1, we can see that in an ideal
Roof edge structure with no randomness, the value
of φ̃2 and φ̃3 will always be same. However, when
a certain randomness structure appears in the block,
the value of φ̃2 and φ̃3 will be different although there
is no strict pattern as to whether φ̃2 > φ̃3 or the other
way around. From the simulation we observed that
the value φ̃2 and φ̃3 will always have small differences.
In addition, the value of φ̃1 will vary through the
range of maximum and minimum intensities occurred
in the block.

Based on the simulation results summarized in Ta-
ble 1, we devised a rule to define blockiness distortions
characteristic on the image. As we dealt with images
having randomness in terms of intensities, our pro-
posed rule was designed to compensate that charac-
teristic yet still preserving the ability to identify the
blockiness artifacts on the image. We also took into
consideration that φ̃1 can also be affected by the dif-
ferent intensity range characteristics of the image. In
general, we found that blockiness artifacts occurred
if small differences exist between φ̃i at different de-
composition level i. Based on Table 1 we also found
that the required maximum decomposition level to
characterize blockiness artifact was three. Only three
decomposition levels were needed since we could see
that blockiness can be characterized effectively using
φ̃2 and φ̃3. Fewer decomposition level will make the
blockiness identification process difficult to be exe-

Table 1: φ̃i characteristics of various Roof edge
structures with varying intensities and certain ran-
domness. R correspond to max randomness changes
can occurred in the block. Min. I is the minimum
intensities of the Roof edge while Max. I is the max-
imum intensities (peak) of the Roof edge.

R Min. I Max. I φ̃1 φ̃2 φ̃3

0 20 30 5 15 15
0 20 40 10 30 30
0 20 70 25 75 75
0 20 80 30 90 90
0 20 90 35 105 105
0 100 110 5 15 15
0 100 120 10 30 30
0 100 130 15 45 45
0 100 140 20 60 60
0 100 150 25 75 75
0 100 160 30 90 90
0 100 170 35 105 105
0 100 100 0 0 0
5 20 30 10.2 22 19.22
5 20 40 17.51 37.77 32.42
5 20 70 30 79.06 79.16
5 20 80 36.53 94.25 92.8
5 20 90 41.01 109.77 113.52
5 110 120 9.62 18.03 14.51
5 110 130 17 33.38 30.68
5 110 140 21.02 48.3 47.91
5 110 150 25.02 64.02 62.64
5 110 160 31.06 78 76.02
5 110 170 33.02 93.55 91.33
10 30 40 16.28 21.75 20.74
10 30 50 23.35 41.3 40.18
10 30 60 32.5 62.55 56.74
10 30 70 36.01 66.15 63.88
10 30 80 35.78 84.14 83.18
10 100 110 17.56 25.94 19.85
10 100 120 21.69 39.7 28.04
10 100 130 26.62 58.67 54.63
10 100 140 27.07 74.88 65.5
10 100 150 37.58 78.63 82.8
10 100 160 40.31 102.87 95.48
10 100 170 48.01 110.49 106.32

cuted. Higher decomposition level (more than three
levels) is not effective and does not provide additional
benefit either.

Our proposed criteria to identify Roof edge (and
consequently leading to identifying blockiness arti-
facts) is that blockiness artifact occur when there

are absolute minimum differences between φ̂max
i (p, q)

at different level i whose values are below a certain
threshold δdiff . The value of δdiff is very impor-
tant since it compensates the influence of the ran-
dom intensities characteristics of the block in the im-
age to the φ̂max

i (p, q) at various different level i. It
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also serves as a compensation of how difficult blocki-
ness artifacts will be detected, for example, when the
blockiness artifacs are not clearly visible or located
around edges or textured areas. In other words, it
can be used to control the perceptual visibilities of
the blockiness artifacts.

For algorithmic approach, we compute the differ-
ence between φ̂max

i (p, q) at various different levels, ei-
ther level 1 and 2, level 2 and 3, or level 1 and 3, and
compute the minima amongst them, such as followed:

θ̂max
21 (p, q) = |φ̂max

2 (p, q)− φ̂max
1 (p, q)| (15)

θ̂max
32 (p, q) = |φ̂max

3 (p, q)− φ̂max
2 (p, q)| (16)

θ̂max
31 (p, q) = |φ̂max

3 (p, q)− φ̂max
1 (p, q)| (17)

θ̂max(p, q) = arg min({θ̂max
21 , θ̂max

32 , θ̂max
31 }(p, q)).

(18)
Following our argument in the previous paragraph,
blockiness artifacts are identified if the minimum dif-
ference θ̂max is below the difference threshold δdiff .
Since Haar Wavelet Decomposition maintains spatial
information on the image, we are able to construct a
binary mask Mb to pinpoint the location of the block-
iness artifacts. A value of Mb will correspond to a
16×16 block, similar to φ̂max

i (p, q), due to downsam-
pling characteristics of the wavelet decomposition as
described above. Mb is constructed simply by com-
paring the θ̂max with δdiff as illustrated in the fol-
lowing equation:

Mb(p, q) =

{
0, θ̂max(p, q) > δdiff

1, θ̂max(p, q) ≤ δdiff .
(19)

After we identify all possible locations of blockiness
artifacts, we also need to anticipate any flat areas
on the images due to characteristics similarity of flat
area with blockiness artifacts in terms of minimum
difference amongst different level of φ̂max. We found
that flat areas can be differentiated by examining the
value of φ̂max which will be very small and goes below
a certain threshold δflat in every decomposition level.
By applying this principle, we can construct another
binary mask for flat area, Mf , such as the following
equation:

Mf (p, q) =

{
1, {φ̂max

1 , φ̂max
2 , φ̂max

3 }(p, q) > δflat

0, {φ̂max
1 , φ̂max

2 , φ̂max
3 }(p, q) ≤ δflat.

(20)
In our case, we set Mf (p, q) = 0 if the corresponding
area is identified as flat area.

The final mask for blockiness detection is then con-
structed by applying element-wise logical operator
AND between Mb and Mf as follows:

M̂ = Mb & Mf . (21)

Finally, we can identify and pinpoint the location of

blockiness artifacts by mapping the final mask M̂ to

the image I(m,n). Note that each element of M̂ cor-
responds to a certain 16× 16 pixels block in I(m,n).

2.4 Quality Metric Calculation

To calculate the quality metric of an image, we
need to measure the degree of blockiness on the im-
age based on φ̂max feature. Our proposed quality
assessment method uses all possible locations of the
distortions that have been identified and measures
the degree of these distortions to compute the objec-
tive quality metric. Referring to Table 1, we used
the φ̂max

1 (p, q) as a structural information to measure
the degree of the distortions that occur on the im-
age based on the fact that φ̂max

1 (p, q) corresponds to
the range of pixel intensities in the block, and hence
to the strength of the distortion itself. We also took
into account that some distortions can be very sensi-
tive and not visible to human viewers because these
distortions only have minor changes in intensities.

Hence, we define a distortion weight matrix ω(p, q)
as follows:

ω(p, q) =

{
0.01, Mb(p, q) = 0

1, Mb(p, q) = 1.
(22)

The distortions weight ω(p, q) corresponds to all pos-
sible distortions that are identified on the image. In
this case, we considered flat area as a possible distor-
tion that can degrade the quality of the image. We
took flat area into consideration due to the fact that
in most severely compressed JPEG images, blockiness
artifacts are usually followed by flat uniform area.
This is consistent with the findings in [3] which shows
that blockiness distortion is also more dominant in
flat or smooth region with slow slope. A small, de-
fault value of 0.01 is given to ω(p, q) if no possible
distortions are identified, whilst unity will be given if
a possibility of distortions occur, which, in this case
could be either blockiness or flat distortions. Note
that we give 0.01 as a simple offset to prevent the
quality metric pooling to take a logarithmic of zero
value. Such condition can occur when an image has
no possible distortions.

The quality metric will be derived with the help
of structural information of the image based on
φ̂max
1 (p, q). First, a raw quality metric qm is com-

puted by taking the sum of the element-wise matrix
multiplication between structural information that
represents the degree of blockiness φ̂max

1 (p, q) with
the distortions weight matrix ω(p, q) as follows:

qm = log10

([∑

p

∑

q

{
ω(p, q).φ̂max

1 (p, q)
}])

. (23)

Then, the raw quality metric qm is calibrated using
non-linear regression to map its value to the sub-
jective data [20]. The proposed quality assessment
method uses a 4-parameters logistic curve equation
for the fitting. The final quality metric q̃m is then
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Fig.3: Experimental Setup. From 233 JPEG Images
in LIVE JPEG Database, 175 distorted images were
chosen. For blockiness identification experiments the
algorithm will produce 175 output images with block-
iness artifacts identification results. For the quality
metric experiments, the Pearson and Spearman corre-
lation between DMOS and the objective quality metric
were computed.

given by the following equation:

q̃m =
b1 − b2

1 + exp
{

b3−qm
|b4|

} + b2 (24)

where b1, b2, b3, and b4 are the parameters of the logis-
tic curve to be estimated using the subjective data.
The Pearson and Spearman correlation coefficients
will be used to assess the final objective quality met-
ric q̃m.

3. EXPERIMENTAL RESULTS

We tested the proposed method using LIVE JPEG
Image Database Release 2 [16]. The LIVE JPEG Im-
age Database consists of 29 categories of highly tex-
tured images annotated with Difference Mean Opin-
ion Score (DMOS) subjective data for each image.
DMOS is the arithmetic mean of the difference be-
tween the score given to the degraded image and
the score given to the reference one. The database
uses imwrite function from MATLAB to generate the
JPEG images [16]. The total number of JPEG im-
ages in the database is 233 images, where 175 of them
are compressed images ranging from good quality (al-
most the same as the original) to bad quality. We
then used the 175 compressed images in the database
to conduct our experiments. Figure 3 gives an illus-
tration on the experimental setup in this research.
All the parameters explained in the previous section
were adjusted empirically based on the experiment
and observation.

The δstrong parameter was set to classify strong
edge to perform spatial masking. We set the δstrong
to 170 based on our observation that usually strong
edges occupied high intensities whereas blockiness
distortions strength occupied the image with pixel in-
tensities lower than 170.

The δentropy was set based on experimental ob-
servation to the texture filtering process. Since the

texture filtering was applied in 8 × 8 block, thus the
δentropy had a very limited small value. If we set the
δentropy to 0, it would cause over-filtering as described
in the previous section. Hence, we set δentropy to 0.25
as a threshold to distinguish textural structures from
the blockiness distortions. The δentropy value serves
as a maximum entropy that a particular block can tol-
erate. It can detect textural activities based on the
fact that textural structures lead to higher entropy.

The δflat parameter was used to distinguish flat
area from blockiness distortions. We set δflat based
on experimental observation as summarized in Ta-
ble 1. We assumed a particular block as flat area
when the block exhibited small variation in inten-
sities. Referring to Table 1 we can see that when
the intensities range is low (around 10), each features

φ̂max
i (p, q) at different level i will have small value.

Therefore we define δflat = 25 as the maximum value

that φ̂max
i (p, q) can have at each level to classify the

block as flat area.
Finally, we also set the value of δdiff to compen-

sate the characteristic of pixel intensities in the block
that may affect φ̂max

i (p, q). We set δdiff = 30 by re-
ferring to Table 1 when a block has a randomness of
10 and the differences are varied and increased. The
δdiff = 30 is a limit to the maximum differences be-
tween the features for the block to be classified as
blockiness distortions.

From our experiment, the parameters mentioned
above were the combinations that yielded the best
result.

3.1 Blockiness Identification

We evaluated our proposed blockiness identifica-
tion method by conducting our own subjective exper-
iment. In the test, viewers were subjected to a pair
of images displayed side-by-side on monitor. One of
the image is the test image (for example, Fig 4(a))
which may or may not contain blockiness distortion
whilst the other one is the same image superimposed
with the identification results of the proposed algo-
rithm (Fig. 4(b)). For each pair of these images, the
viewers must record a performance score based on
how close the results of the identification algorithm
correspond with the viewers’ opinion. Viewers’ opin-
ion regarding the appearance of blockiness distortion
on the test image may vary from one person to an-
other. Good performance score will be recorded if
the results of the identification algorithm agree with
viewers’ opinion.

Figure 5 illustrates the scoring convention of the
subjective experiment. Perfect score (100) is given
if the viewer thinks that the algorithm manages to
identify all the blocking artifact distortions on the
image which have been captured by the viewer’s eye.
The subjective experiment was conducted for around
15 people and the Mean Perfomance Score (MPS)
was calculated from each performance score of the
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(a)Test image with some blockiness distortions (b)Identification results

Fig.4: Example of experimental results on blockiness distortion detection. Black areas on the identification
results are those that do not contain blockiness artifacts.

Fig.5: Scoring method for subjective experiment

viewers. There were 30 images consisted of 12 good
quality image, 6 mid-to-bad quality image, 6 very bad
JPEG images, and 6 blurred JPEG2000 images used
in the subjective experiment.

Table 2 summarizes the results of our subjective
experiments. We can see that in general the algo-
rithm shows 81.5 MPS that falls in ‘Excellently corre-
lated’ category. We also present the categorized MPS
for good, mid-to-bad, very bad, and blurred images
respectively. The results show that most of the MPS
for each category falls into ‘Excellently correlated’ ex-
cept for the Blurred category which falls into ‘Good
correlated’ category. The highest MPS is obtained
for ‘Very Bad’ category of JPEG images, showing
that the algorithm works really well when identify-
ing severely compressed JPEG images. By analysing
the Standard Deviation for each category, the stan-
dard deviation of the MPS for blurred category is the
highest compared to the other. Thus, we can assume
that some of the viewers have a really different per-
spective when they assess the algorithm performance
for blurred images. This leads to a lower MPS for
Blurred category images. As for the other categories,
the Standard deviation is almost similar, excepts in

Table 2: Result summary of the subjective experi-
ments for locating blockiness identification algorithm.

Type MPS Std. Deviation
Overall 81.5 14.3
Good 81.3 14.1
Mid-To-Bad 81.4 13
Very Bad 85.4 11.8
Blurred 77.8 18.4

‘Very Bad’ image category which has smallest stan-
dard deviation of 11.8.

To demonstrate the accuracy and the effective-
ness of the blockiness identification algorithm, we also
present comparisons of the experimental results be-
tween JPEG and JPEG2000 images. The JPEG2000
coding will introduce distortion in form of blur or
ringing artifacts but not in form of blockiness distor-
tions. Therefore, the blockiness identification algo-
rithm should be able to verify this, i.e. no blockiness
should be detected on JPEG2000 encoded images.
Some examples of our identification are described be-
low.

In these examples, we used images from “Parrots”
category of LIVE Image Database. Figure 6(a)-6(h)
illustrate the experiments of our proposed method
to locate blockiness distortions. Figure 6(a) shows
a good-quality JPEG image, whilst 6(c) shows a bad-
quality JPEG Image. Figure 6(b) and 6(d) illus-
trate the result of our proposed method for Parrots
image in 6(a) and 6(c) respectively. The proposed
method was also applied to JPEG2000 category im-
ages shown in Figure 6(e) and 6(g) for the original
good and bad quality JPEG2000 image, respectively.
In a JPEG2000 coded image, the distortions mainly
come in form of blur or ringing, hence, no blocki-
ness should be found on the image. Figure 6(f) and
6(h) demonstrate the results of our proposed method
for the JPEG2000 images which confirm that our
blockiness identification method did not make mis-
take by identifying blur or ringing artifacts. These re-
sults show that the proposed method has managed to
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig.6: Experiments of locating blockiness algorithm using “Parrots” Category image from LIVE JPEG
Image Database. (a) Original good quality JPEG Image. (b) Result of blockiness identification from (a).
The blockiness distortions is shown as a non-zero pixels. (c) Original bad quality JPEG Images. (d) Result
of blockiness identification from (c). (e) Original good quality JPEG2000 Image. (f) Result of blockiness
identification of (e). (g) Original bad quality JPEG2000 Image (h) Result of blockiness identification from
(g).
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Fig.7: Fitted Quality Metric plotted against LIVE
JPEG DMOS

identify blockiness distortions that appear on blocky
JPEG images as expected, whilst ignoring any other
types of distortions such as those that present on
JPEG2000 encoded images.

Based on several experiments described above, we
can conclude that the algorithm performs remarkably
well and produces good identification results that cor-
relate well with human’s perceived view with an over-
all MPS of 81.5.

3.2 Objective Quality Metric

For the objective JPEG quality metric experi-
ments, the four parameters that optimize the logistic
curve function using non-linear regression must be
calculated. To estimate the parameters of the logis-
tic curve, we divided the image into training set and
test (or validation) set. The test set was comprised
of 15 categories of LIVE JPEG images, whereas the
training set consisted of the remaining 14 categories.
The nlinfit function from MATLAB was used to es-
timate the parameters. We set the initial parameter
based on [20]. Using the non-linear regression method
on the trainig set, the parameters were found as fol-
lows: b1 = 62.2023, b2 = 22.9012, b3 = 7.1471, and
b4 = 0.2521. The validation set was then used to com-
pute the final correlation between subjective data and
the prediction using the parameters above.

Figure 7 shows the scatter plot of the fitted quality
metric against the LIVE JPEG DMOS. It is easy to
verify that the algorithm yields good results. Table 3
summarizes the comparison between our proposed
method and some other published quality metrics
in terms of the correlation values. Our method has
achieved Pearson Correlation (PC) 0.93 and Spear-
man Correlation (SC) 0.89 overall. It is clear that the
proposed method outperforms Harmonic gain method
from LHS and PSNR. The latter is a full-reference
framework whilst the former is a reduced-reference
one. Our proposed method is also comparable to
other NR methods such as LABM and NPBM [7],
although ours is slightly below NPBM (particularly
the Spearman correlation value).

Table 3: Results of objective quality metric for
JPEG image experiments

Type PC SC
Proposed Method 0.93 0.89
Gain from LHS [6] 0.85 0.93
LABM [7] 0.83 0.84
NPBM [7] 0.94 0.92
PSNR 0.87 0.89

However, the superiority of our algorithm lies in
the ability to detect and identify blockiness arti-
fact locations and performing quality assessment in
a single approach which is simpler than NPBM. For
NPBM, the HVS implementation is computed twice
each for horizontal and vertical direction involving
two kinds of filter: texture and luminance filter. The
transfer function that is used to implement HVS in
NPBM is a pixel based operation.

For our algorithm, we only implement edge trans-
formation using Sobel Operator and perform the HVS
implementation directly to the edge image. Texture
filtering is the process that costs the computational
power most which is computed every 8 × 8 blocks.
In contrast, in NPBM almost all of the metric is
computed on a pixel based operation, which leads
to more complex and time consuming process as im-
age size gets bigger. On the other hand, our quality
metric used block based operation to compute the
metric which is derived from φ̂max

i (p, q). Not only it
has lower complexity than other methods, the block-
based operation in our proposed method also lends
itself to summarization of the feature such as used in
reduced-reference framework. This opens up a pos-
sibility to use the proposed NR method in a hybrid
RR/NR setting. The investigation into using these
features in an RR framework, however, is out of the
scope of this paper.

4. CONCLUSION AND FUTURE WORKS

In this paper, we present a novel method based on
HWT analysis to identify blockiness distortions and
assess the quality of JPEG images. The performance
of our method shows promising results since it corre-
lates well with subjective DMOS data of LIVE JPEG
Database, with Pearson and Spearman correlations of
0.93 and 0.89, respectively. The algorithm to locate
and identify blockiness distortions also performs re-
markably well and agrees with the human perceived
view indicated by a good performance score (81.5)
obtained from subjective experiment.

Future works of this research may include perfor-
mance improvement of the algorithm, for example,
in texture filtering process. Further investigation on
using the method in a hybrid RR/NR framework is
also in progress. Application to video coding as well
as adaptive block-size transform coding method will
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also be considered.
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