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Abstract Network dimensioning should be progressed
for pursuing the ultimate efficiency of network system
resources in order to satisfy target performance. This
article studies node dimensioning as a method of
resource optimization in optical burst switching (OBS)
networks. OBS is a new switching technology for pursu-
ing bufferless transparent optical networks by sending
control packets prior to data burst in order to provi-
sion resources for the burst. However, the basic assump-
tion of a bufferless node implies burst contention at a
core node when more than two bursts attempt to move
forward the same output simultaneously. Thus, burst
contention is a critical performance metric and this arti-
cle takes it into account as a constraint on node dimen-
sioning and target performance. In this article, we first
present node dimensioning issues for OBS networks.
Two constraints from the transport plane and the con-
trol plane which affect burst contention are then intro-
duced. The effect of the burst assembly process on node
dimensioning is also presented. From numerical analy-
sis, the optimal number of wavelengths in a link, which
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provides the lowest blocking probability, is obtained to
suggest a guideline for node dimensioning.

Keywords Burst assembly process · Control
packet process · Node dimensioning · Optical burst
switching (OBS)

Introduction

Network systems are required to efficiently transmit a
large amount of traffic and to guarantee various dem-
ands for quality-of-service (QoS). To pursue these
requirements, optically transparent end-to-end trans-
mission technology is solicited. Optical networks based
on wavelength division multiplexing (WDM) technol-
ogy have been deployed to supply a cost-effective and
efficient infrastructure that delivers incoming data traffic
into the optical signal level. On the other hand, vari-
ous QoS supporting mechanisms and resource reserva-
tion schemes are solicited for increasing diverse service
demands of customers. For supporting these require-
ments, an intelligent control and management protocol
is indispensable. Recent development for control pro-
tocols in heterogeneous networks has proposed gener-
alized multiprotocol label switching (GMPLS), which
enables to support multi-layer switching, such as packet-
based, TDM-based, lambda-based, and space-based
switching [1].

Optical burst switching (OBS) technology has been
proposed to support aforementioned requirements for
transparent optical networks [2–4]. In order to regulate
bursty input traffic and increase transmission efficiency,
an ingress edge node aggregates incoming input traffic
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as a big-sized data burst. Then, the node transmits a cor-
responding control packet through a separate control
wavelength in advance of data burst with offset time
in order to provision resource for the burst. The offset
time compensates the control packet processing time
for resource provisioning. It enables to get rid of opti-
cal buffers and optical–electrical–optical converters for
temporarily storing data burst during processing control
packets. Thus, at core nodes, a data burst is transpar-
ently switched to the next node through the provisioned
route. An egress edge node de-aggregates the bursts and
forwards each packet to its destination node.

On designing network systems, resource optimization
is a crucial mission for constructing cost-effective and
efficient network. Therefore, dimensioning of network
systems should be progressed for obtaining the ultimate
efficiency of network resources, in terms of the required
number of wavelengths, wavelength bandwidth, wave-
length converters, optical buffers, and control packet
processing power, and so on. Among dimensioning iss-
ues, this article studies node dimensioning, which deals
with the number of wavelengths in a link and burst
assembly parameters. As a constraint on node dimen-
sioning and performance measure, burst blocking is
taken into consideration at both the transport and the
control plane. Since the traffic characteristics of a gen-
erated data burst affect blocking performance, the burst
assembly process has a key role in a linkage between the
transport and the control plane. Based on the assembly
process, this article presents a node dimensioning meth-
odology, which gives a guideline for node design.

The remainder of this article is organized as follows.
In the next section dimensioning issues in OBS networks
are presented. Two constraints on node dimensioning
from both the transport and the control plane are intro-
duced in the following section. The effect of the burst
assembly process on node dimensioning, dimensioning
methodology, and results of node dimensioning in terms
of the optimally required number of wavelengths which
provides the lowest burst blocking probability, are des-
cribed in the ensuing three sections. The last section
summarizes this article.

Dimensioning issues in OBS networks

This section introduces key dimensioning issues in OBS
networks in order to satisfy given network performance
with limited resources. Figure 1 illustrates an ingress
edge node and a core node architecture including several
dimensioning areas, such as the burst assembly process,
optical buffers, wavelength converters, required number

of wavelengths per link,1 and the control packet process.
This section surveys the first three areas and the last two
issues are dealt with in the following section.

Aggregated input traffic, so-called data burst, at the
burst assembler is the basic transmission unit. There are
two parameters that regulate the release time of data
burst and the generated burst size. The two parameters
directly affect the traffic characteristics of data burst, so
that these values should be carefully decided by taking
into account network performance. In [5], the boundary
values of the parameters are suggested to guarantee the
target burst loss rate and delay time at the control plane.

A fiber delay line (FDL) is the currently available
buffering method for resolving burst contention by
intentionally delaying contending bursts. The optical
buffer consists of a set of different length of FDLs for
buffering contending bursts during the variable con-
tending time. The basic delay unit (so-called granu-
larity) of FDL buffers, represented by a ratio of the
burst size, considerably affects the burst blocking perfor-
mance. Thus, the granularity, number, and size of FDL
buffers are key issues in buffer dimensioning for reduc-
ing down high burst blocking as well as switching system
scalability [6].

A tunable wavelength converter (TWC) is also used
to resolve contention among more than two bursts
attempting to be forwarded to the same wavelength.
By forwarding one burst to a different wavelength by
a wavelength converter, it can be successfully deliv-
ered without contention. Since the TWC is an expensive
equipment, its usage, tuning range, and placement are
hot dimensioning issues considering trade-off between
performance and cost [7].

In an extension line of network dimensioning, this
article studies the node-dimensioning issue as a method
of resource optimization. Especially, the optimally req-
uired number of wavelengths in a link belongs to our
interest in node dimensioning. The effect of the number
of wavelengths in a link on the blocking performance at
the transport and the control plane will be explained in
the following section.

Constraints on node dimensioning

Since the OBS network uses one-way delayed reserva-
tion without acknowledgment for resource reservation
[4], burst contention inevitably occurs when more than

1 A link consisting of a group of multiplexed wavelengths through
WDM technology connects two neighboring nodes. Sometimes
link can be referred to port, which multiplexes and demultiplexes
a group of wavelengths in a fiber.
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Fig. 1 Dimensioning areas in burst switching nodes

two bursts attempt to be forwarded to the same output
simultaneously. A burst is also blocked when a resource
is not provisioned before the burst arrives at the node.
This occurs when a control packet could not be pro-
cessed within the pre-calculated processing time due to
congestion at the control packet processor. The former
is called burst blocking at the transport plane and the
latter is called burst blocking at the control packet plane.
In this section, burst blocking due to the two reasons
is taken into account and used for constraints on node
dimensioning.

Constraint 1: Burst blocking at the transport plane

Burst contention at the output in a core node can be
avoided by efficiently allocating incoming bursts from
multiple input wavelengths to idle output wavelengths.
There are many proposals for burst scheduling mecha-
nisms [3,8,9]. In the Horizon scheduling algorithm [8],
a burst scheduler chooses the earliest available output
wavelength for the incoming burst by keeping and updat-
ing the last available time of each output wavelength.
In the LAUC algorithm [3], the output wavelength that
minimizes the gap among bursts in an output wavelength
is selected for the data burst for allowing the next burst
to have more available resources. In the LAUC-VF algo-
rithm [3], the incoming burst is allocated to the inevita-
bly generated voids among bursts in output wavelengths
so that it further improves burst blocking performance.
The burst scheduler may choose the minimum void bet-
ween the preceding burst and the newly arrived burst or

the minimum void between the newly arrived burst and
the following burst [9].

On the other hand, several analytical models for the
burst blocking performance have been proposed [4,10].
The well-known Erlang loss formula [11] has been app-
lied to calculate burst blocking probability. The basic
assumption of this model is that there is no available
queueing space and the incoming burst can only be
served if there are available wavelengths. It has been
widely agreed that it fits for the burst blocking model
[4]. However, in cases, there are not enough wavelengths
at the node to justify the Poisson assumption [10]. The
Engset loss formula [11] can be applied to the burst
blocking model for a node with small number of input
wavelengths. In this model, it behaves as if the blocked
burst stays free and keeps attempting to transmit the
burst with the same intensity. However, when a burst
gets blocked at an output wavelength the input wave-
length does not send burst any more until the burst
gets cleared from the wavelength. Consequently, the
burst blocking probability gets smaller than that from
the blocking model. In [10], a blocking model reflect-
ing the aforementioned features is proposed based on
the two-dimensional Markov chain. This model assumes
three types of wavelengths according to the states of in-
put wavelengths: transmitting, blocked, and free. This
model might be accurate for a node with small number
of wavelengths, but it has difficulty in scalability due to
the matrix computation.

Since the purpose of this article, however, is to intro-
duce a methodology of node dimensioning, we simply
use the Erlang loss formula given by,



210 Photon Netw Commun (2007) 13:207–216

BBPTRANS = (NρB)N/N!
∑N

n=0 (NρB)n/n! , (1)

where N is the total number of input wavelengths to
a node. N is a multiplication of number of input links
and the number of wavelengths for data transmission
in a link. The number of input links is M, the number
of wavelengths in a link is W, and the number of con-
trol wavelengths in a links is w. Thus, N is M(W − w).
ρB(= λB/µB) is the burst offered load per wavelength.
In the blocking model, the burst blocking probability is a
function of the number of wavelengths, the burst arrival
rate (λB) and the service rate (µB). In order to satisfy
the target burst blocking probability, the burst arrival
rate would be limited below a specific value under the
given number of wavelengths, or the number of wave-
lengths would be decided under the given burst arrival
rate. The burst blocking model at the transport plane
can be rewritten as follows.

BBPTRANS = fn(M, W, w, λB, µB). (2)

The upper bound of the offered load and the number
of wavelengths for satisfying a specific burst blocking
probability can be determined for node dimensioning.

One noteworthy thing in Eq. 2 is that blocking perfor-
mance improves as the number of wavelengths increases
due to the phenomenon known as trunking efficiency.
That is, if both the total offered load to the node (ρT =
ρBN) and the total number of wavelengths (N) are
scaled by a factor α > 1, then

BBPTRANS(αρT, αN) → 0 as α → ∞, if ρT ≤ N. (3)

Assuming that the burst offered load per wavelength
remains identical, the burst blocking probability is red-
uced down as the number of wavelengths in a link inc-
reases. It can also be explained that the increment of
number of wavelengths implies the increment of avail-
able number of servers as applied in the Erlang loss
formula.

Repeatedly, the increment of the number of
multiplexed wavelengths surely helps this effect. The
wavelength multiplexing, however, is restricted due to
physical limitation of optical technology and system sca-
lability. The current optical technology is reported to
multiplex several hundreds of wavelengths in a fiber
link [12]. However, the purpose of this article is to
present a node dimensioning methodology in viewpoint
of network layer. Thus, we do not take into account
the physical limitation of WDM technology, but the
number of multiplexed wavelengths is simply assumed
not to be limited. Instead, the next section takes an-
other effect of number of wavelengths on blocking per-

formance at the control plane into account for node
dimensioning.

Constraint 2: Burst blocking at the control plane

Intermediate nodes should take all actions to safely
transmit incoming data bursts based on routing
information extracted from control packets. In particular,
a JET ( just enough time )-based OBS node reserves
resources for a data burst only for just enough transmis-
sion time [4]. Therefore, it is very important to process
control packets and take actions within a specific time
to successfully transmit data bursts. However, it might
be possible that many control packets instantaneously
arrive at the control packet processor. The late arrived
control packet could be queued at the processor and
even longer than the pre-calculated control processing
time that is a part of the offset time. The data burst
then arrives at the node before the resource is reserved.
Regardless of available resources for the data burst, the
arrived data burst can not be transmitted. This is called
the early arrival event and it implies burst blocking at
the control plane [13]. Therefore, each core node should
equip enough processing power for the control packet
processor in order to avoid early arrival of data burst and
it is required to control the arrival rate of the incoming
control packets within an allowable value. This section
studies the effect of the control plane on the blocking
performance by relating the burst assembly process.

Figure 2 shows a core node with the control plane
that consists of the queue for arriving control pack-
ets, the control packet processor, the resource manager,
the burst scheduler, and so on. Control packets from
all input wavelengths waits at the queue. Data burst
arrives at the node with the arrival rate λB. Thus, the
total arrival rate of control packet (λ̂C) to the node is
given by

λ̂C = M(W − w)λB. (4)

Based on the arrival rate of control packet, we have the
overflow probability of waiting time of control packet at
the control packet processor as follows [14].

Pr[tW > ξ ] ≈ αe−βξ = ε, (5)

where tW is the steady-state waiting time of the control
packet, ξ is the target delay bound, α is the asymp-
totic constant, and β is the asymptotic decay rate. Thus,
ε is the permissible probability that a control packet
waiting time is greater than ξ . Accurate approximation
of the constant and the decay rate is the key point of
modeling control packet process. From [14], we have
the simple approximation for α by ρ̂C and β by ρ̂C/t̄W,
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Fig. 2 Core node with the
control packet processor

where ρ̂C is the offered load to the control packet pro-
cessor (= λ̂C/µC, where µC is average service rate of
control packet) and t̄W is the average packet processing
time. If we assume that the service time for each control
packet is tightly bounded and the number of input traffic
source is large enough, the average waiting time can be
calculated by assuming M/D/1 queuing system given by

t̄W = λ̂Cx̄2

2(1 − ρ̂C)
, (6)

where x̄ is the average service time of a control packet.
From Eqs. 4 to 6, the burst blocking probability at

the control plane is known as a function of input wave-
lengths, the arrival rate and the service rate of the control
packet given by,

BBPCTRL = fn(M, W, w, λ̂C, µC). (7)

As aforementioned, the arrival rate of the control packet
has a close relation with the burst arrival rate and the
number of input wavelengths. It is noted that the burst
assembler can regulate the burst generate rate (that is,
the burst arrival rate) and the burst service rate by
adjusting burst assembly parameters [5]. In summary,
according to the generated rate of data burst and the
number of input wavelengths, the overflow probability
of waiting time of the control packet can be controlla-
ble. The following section describes the burst assembly
process and gives the key linkage between the burst
assembly parameters and the burst blocking at the con-
trol plane.

The effect of burst assembly process on node
dimensioning

The two burst blocking models introduced in the pre-
vious section Section have a close relation with the

burst arrival rate and the service rate, which are reg-
ulated by the burst assembly process. In OBS networks,
input traffic is not directly transmitted but aggregated
to a big-sized data burst. Thus, the traffic characteris-
tics of a generated data burst are determined by the
burst assembly process. This section models the burst
assembly process for introducing the burst traffic
characteristics.

For data burst generation, the input traffic is first clas-
sified into destination and QoS level, and then waits at
the assembly queue. The process can be modeled as a
queuing system with a separate queue for different des-
tination and QoS pairs. There are two assembly param-
eters to determine the release time and the size of the
burst: the timer value [15] limiting the maximum wait-
ing time of input packets at the assembly queue and the
threshold value [16] that regulates the minimum size of
data burst. Modeling of the burst assembler with the two
parameters is performed in this section.

Figure 3 illustrates the timing diagram for the burst
assembly process with the timer and the threshold value
[17]. Note that the arrival process of input traffic to the
burst assembler is assumed as Poisson process, and its
rate (λP) is normalized to ensure that the burst offered
load per wavelength (ρB) exists between zero and one,
and that the input packet size is exponentially distrib-
uted with average LP.

First, let us observe how the timer-based burst assem-
bly process operates and is modeled. After the fourth
packet arrives at the queue, the timer (TI) expires and
the proceeding four packets are assembled into a sin-
gle data burst. In the figure, Ai is the random variable
representing the interarrival time between the i packet
and the i + 1 packet with the normalized average value
1/λ(= QD

NPλP
· M(W−w)

QD = M(W−w)
NPλP

), where Q is the number
of priority classes, D is number of destinations, NP is
the total number of input traffic sources. The timer is
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Fig. 3 Timing diagram for
the burst assembly process
with the timer and the
threshold value
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initialized when the first packet arrives at the queue af-
ter the previous burst generation. The interarrival time
between two bursts is the sum of the timer value (TI)
and the interval of the timer expiration time and the
new input packet arrival time (A′

4). Due to the mem-
oryless property of the packet interarrival time with
a negative exponential distribution, the interval of the
timer expiration time and the new packet arrival time
is equal to the interarrival time of the input packet,
independent of the timer expiration time (Refer to [5]
for detailed modeling). From the modeling, the average
burst arrival rate (λBI) and the service rate (µBI) when
using the timer-based model are given by

λBI = 1
TI + M(W − w)/NPλP

, (8)

µBI = CBM(W − w)

NPTILPλP
, (9)

where CB is the wavelength bandwidth in bit/second.
The threshold-based burst assembler is then modeled

as in Fig. 3. When the fourth packet arrives at the queue,
the queue size arrives at the pre-defined threshold value
(TH) (

∑4
i=1 Si > TH). The proceeding four packets then

are assembled into a single data burst. Due to the mem-
oryless property of exponential distribution of input
packet size, the remaining part of the last packet (S′

4),
which makes the queue size greater than the threshold
value, is equal to the input packet size. The detailed
modeling is referred to [5] and we just present the mod-
eling results for average burst arrival rate (λBT) and
the service rate (µBT) in the threshold-based model as
follows

λBT = NPLPλP

M(W − w)(TH + LP)
, (10)

µBI = CB

TH + LP
. (11)

The burst arrival rate and the service rate obtained from
the burst assembly process now can be applied to an
input parameter of burst blocking at both the transport
and the control plane.

Node dimensioning methodology

In previous section, we presented the burst blocking
model as a function of the number of links, the
number of wavelengths per link, and the arrival rate
and the service rate of data burst at both the transport
and the control plane. The linkage between the transport
plane and the control plane was connected by Eq. 4. The
linkage between input traffic and the generated burst
was also established by Eqs. 8–11.

In the transport plane, the burst blocking probabil-
ity decreases as the number of wavelengths increases.
It is because the increment of wavelength implies the
increment of available servers even though the offered
load per wavelength remains identical. Meanwhile, the
increment of wavelength makes the amount of incoming
control packets to the control packet processor increase.
This induces longer delay of the waiting control packet
at the processor. It also increases the possibility that
waiting time of control packet at the processor exceeds
the target delay bound. Consequently, the possibility of
burst contention comes to increase.

One noteworthy thing is that since the burst arrival
rate can be adjusted by controlling the burst assem-
bly parameters as shown in Eqs. 8 and 10, accordingly,
burst blocking at the control plane can be controlled by
the assembly parameters. On the other hand, the block-
ing performance at the transport plane is invariant with
the burst assembly parameter because the change in the
burst arrival rate also proportionally affects that in the
burst service. Consequently, the burst offered load re-
mains identical regardless of the assembly parameter
values.
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Fig. 4 Burst blocking performance at the transport plane

Since the two planes contrarily affect the blocking
performance according to the number of wavelengths,
by summing up the burst blocking from both the
transport and the control plane, the lowest blocking
probability can be obtained as a function of the
number of wavelengths and the burst assembly param-
eters. The used number of wavelengths producing the
lowest blocking probability is the optimal number of
wavelength.

Numerical results

As a result of node dimensioning, this section suggests
the optimal number of wavelengths which produces the
lowest burst blocking. The effect on the burst assembly
parameters on the burst blocking performance is also
taken into account. For obtaining numerical results, let
us assume the following parameter values: number of
links M is 8, processing time for one control packet is
500 ns, delay bound of control packet processing time (ξ)
is 5 us, wavelength bandwidth 2.5 Gbps, average input
packet size is 1 KByte.

Burst blocking performance at the transport and the
control plane

Figure 4 presents the burst blocking probability at the
transport plane according to the burst assembly values.
The increment of the number of wavelengths in a link
helps to reduce high burst contention. As explained
in Sect. ‘Constraint 1: Burst blocking at the transport
plane’ the Erlang loss formula overestimate the burst
blocking probability due to no consideration of the
dumping time of blocked burst from the wavelength.
The overestimate on the blocking performance, how-
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Fig. 5 Burst blocking performance at the control plane (ρB =
0.5)
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ever, helps to safely decide the required number of
wavelengths to produce the lowest blocking probabil-
ity. In addition, the burst assembly parameters do not
affect the blocking performance because their changes
do not affect the burst offered load.

Figure 5 presents the overflow probability of waiting
time of control packets at the control packet proces-
sor, which is the burst blocking probability at the con-
trol plane. Contrary to Fig. 4, the blocking performance
at the control plane is affected by the burst assembly
parameters. The larger parameter values generate the
smaller number of bursts and accordingly the smaller
number of control packets. It directly affects the control
packet congestion at a core node.

Decision of the optimal number of wavelengths

Figure 6 shows how the optimal number of wavelengths
that produces the lowest burst blocking probability is
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determined. The solid line implies the burst blocking
probability from the transport plane and the dot line
implies that from the control plane. By summing the
two probabilities, the lowest blocking probability can
be obtained and the used number of wavelengths, that
is the optimal wavelength. As explained in Sect. ‘Burst
blocking performance at the transport and the control
plane’, since the analytical models for burst blocking
overestimate its probability, the obtained wavelength
gives the lower boundary value for the lowest blocking
probability.

Figure 7a shows the suggested optimal number of
wavelengths in a link for producing the lowest blocking
probability obtained in Fig. 7b, when the timer-based
burst assembler is applied. By summing burst blocking
probabilities from the two planes, we could obtain the
lowest blocking probability and then get the required
number of wavelengths for it. As shown in Fig. 7a, as
the offered load increases, the optimal number of wave-
lengths also increases. It is because the effect of the
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transport plane requiring more wavelengths to produce
lower burst blocking surpasses that of the control plane
requiring less wavelength to produce lower blocking.
On the other hand, the smaller timer value results in the
less optimal number of wavelengths. The smaller timer
value generates more control packets so that it results
in higher burst blocking probability at the control plane.
Thus, in order to reduce the burst blocking probability,
it needs to decrease the arrival rate of control packet. In
viewpoint of node dimensioning, decreasing the number
of input wavelengths at the node results in the decre-
ment of the arrival rate of control packet. As a result,
under high offered load, burst blocking is similarly high
regardless of the timer value, but the optimal number
of wavelengths is diversely obtained. The timer value
particularly affects decision of optimal number of wave-
lengths.

Figure 8a and b show the optimal number of wave-
lengths in a link and the burst blocking probability at
that number, respectively, when the threshold-based
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burst assembler is applied. One noteworthy thing is that
the optimal number of wavelengths first increases and
later decreases as the offered load increases. Under low
offered load, burst blocking usually occurs at the
transport plane because congestion at the control
packet process does not frequently occur. It results in
similarly low blocking probability regardless of the
threshold value and so does the optimal number of
wavelengths. On the other hand, under high offered
load, even small change of the threshold value can affect
burst blocking at the control plane. Thus, in order to
produce the similar rate of burst blocking, the smaller
threshold requires the less optimal number of wave-
lengths.

Conclusion

There are many network system elements which
affect network performance, such as the burst assembler,
FDL buffers, wavelength converters, the control packet
processor, and so on. Not only management algorithm
manipulating network resources but also dimensioning
of the resources are important to achieve high network
performance. This article proposed a node dimension-
ing methodology by taking into account burst blocking
at both the transport and the control plane. This article
also considered the burst assembly process in computing
the burst blocking at the control plane. As a result, the
optimally required number of wavelengths per link was
suggested in order to produce the lowest burst blocking
probability. From this study, we obtained an OBS node
design methodology which dimensions the supportable
number of multiplexed wavelengths in a link and the
burst assembly parameters for pursuing the target per-
formance metrics.
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