NOISE-LIKE SIGNALS AND THEIR DETECTION BY CORRELATION

Clasaification Changed

ZB:?’Q ;];&ii-ﬁéSS!FIED

B : ]
# Hsgmfcl N _
4 ]
U D it
Bennett L.ee Basore el ame S Détg.; ‘
S0t b r

BS, Oklahoma A. & M. College, 1948

Submitted in partial fulfillment of the requirements for the
degree of Doctor of Science in Electrical Engineering.
MASSACHUSETTS INSTITUTE OF TECHNOLOGY
| May 9, 1852

Author

Supervisor

/&

Head, Department Graduate Committee

]

o — ~ Archives

DE&' SIFIEIS,' apss. INST. Teg:

< RO
/. Tul b4
NO 33(

July-J0-1853
: :x L
) to') Security Information IBRARIES
——-J &
o J5 E). :
G e ; —
Lo g} el
? )




‘FCLBSSIHEﬁ-

ABSTRACT
NOISE-LIKE SIGNALS AND THEIR DETECTION BY CORRELATION

Bennett L.. Basore

Submitted for the degree of Doctor of Science in the

Department of Electrical Engineering on May 9, 1952.

Communication systems in which a noise-like signal is used as an
information carrier and cross-correlation at the receiver is used for de-
tection are investigated. The probability of error in the reception of sig-
nals by such systems (called NOMAC systems) is given as a function of
input signal-to-noise ratio, input-to-output bandwidth ratio, and the num-
ber of possible signals. The effect of having a noisy version of the signal
with which the input signal is cross-correlated is included, and the effect
of using an arbitrary threshold value of the output as a criterion of de-
tection is shown to result in a loss of available channel capacity and
correspondingly higher probability of error. Proposed practical sys-
‘tems employing NOMAC principles are described in some detail, along
with the experimental system which has been constructed and tested.

The experimental results are shown to agree with the theory.

Supervisor: Assoc. Prof. R. M. Fano
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I. THE BASIC COMMUNICATION SYSTEM

The theory of information has occupied époéition of growing import-
ance in communication engineering recently. The main purpose of the
theory is to provide means for a quantitative analysis of communication
systems. How this purpose is achieved is illustrated by the_ 'following dis-
cussion of a basic communication system. The communication process
starts with the Seléctibn at the transmitter of one member of a set of pos~
- sible messages, which in the idealized model take the form of symbols.

The selection is made at the direction of the originator and the selected
symbol transformed into a form appropriate for transmission in the chan-
nel. The receiver function is to indicate which of the set of possible symbols
- was selected; if this is done correctly, the communication link has pler‘-

formed its task perfectly.

Set of .
Possible Decoder
N{essages ) ' (Receiver)
Symbols :
RREREE Randomly
Frcoder I Disturbed
(Transmitter) Channel .
§
. User of
Intli%;%ence Intelligence
(Originator) - (Destination)

Fig.1.1. General communication system block diagram.
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" The interpretation of operation of a communication system as a

process of selection of one from a number of possibilities was made by
Nyquist in 192407). This interpretation was later used by Hartley in a
1928 paper('?‘-) in which the logarithm of the number of possible symbols
is suggested as a quantitative measure of the information conveyed by the

selection.

The introduction of statistical concepts in information theory led
to a more general measure of information in terms of the logarithm of
the recip:rocal of the probability that a symbol of the set should be
selected. (Obviously, where the set consists of equally probable symbols,
this measure becomes identical with that suggested by Hartley). An account
of this phase of information theory is contained in the literature, and the
reader is particularly directed to the writings of Wiener‘gs) s Shannon(gz):
and Fano( 7) .

The form in which a symbol appears in electrical communication
" systems is usually a voltage or current_wavéform. Noise is introduced in
the channel and has the effect of distorting the received signal in such a way
that it might have resulted from more than one of the possible symbols at
the transmitter as far as the receiver is concerned. The receiver therefore
cannot be certain about what was transmitted because of the uncertainty con-
nected with the disturbing noise, and is inherently subject to errors in the

decoding process.

From the point of view of information theory, the information at the

input of the receiver about the transmitted symbol can be expressed in terms

-2-
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of the change in the probabilities of the possible symbols upon receipt :)f a
- signal. Thus, where the setX represents the possible symbols at the trans-
mitter and Y the signal at the input of the receiver when one of the X's is
selected and transmitted, the information gained associated with each of the
symbols is given by PO |
Ix/v) =log™px) g
In equation I'l, P(X) is the probability of the symbol while P (X/‘{) is the con-
ditional probability of the symbol following reception of X. -}(The information
received about the transmitted symbol is the average of that shown in I-1,
averaged over all X that could have resulted in the particular Y received,

namely

Ity = Zch/Y) \ogﬂ%‘é%l : . I-2
Note that in the absence of Iinteri‘erin_g noise, one of the P(x/Y) would be
unity, all others zero. Then I-2 reduces to the measure given in the earlier
paragraph, i.e., log-ls%‘;a » which measures the information associated with
the selection made at the transmitter, and thus in the measure of the trans-
mitted information.

The point of view of the discussion of the preceding paragraph is that

of Woodward and Da.vies(zé).

They concluded that the best a decoder or re-
ceiver can possibly do is to compute the conditional probabilities of the trans-
mitted symbols when a signal appears at the receiver inpuf. To demonstrate
how this might be done, Woodward and Davies considered the ga?; where the
disturbance in the channel is an independent additive gaussi;izoiée. If the

possible symbols are chosen with equal likelihood it is shown that the con-

=i
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ditional probabilities are a decreasing function of mean-square difference be-

tween the received signal and the possif::le signal for which the probability is

being computed. Thus, for possible signal Xi, ‘;& ¢

P(xi/Y) = A€ . I-3 '
A and B are constants, in which B is a function of the noise variance and A %
is a normalizing constant such that. ZP (X: /Y)/dzy 1\\ <

It is obvious that if a receiver performs the computation of the con-
ditional probabilities and makes these quantities available to the user of
the information, it has relayed all the received information to the output cir-
cuit. An examination of equation I-2 reveals that on the average I(y) is less
than the transmitted information when noise is present. The information

lost is termed equivocation.

It is also apparent that a receiver which computes the conditional
probabilities in the manner described by equation I-3 involves a comparison
of the received signal with each of the possible transmitted symbols. It is
correctly implied that copies of the possible symbols must be made available

at the receiver for the comparison.

One of the problems in communication theory has been how to select
the optimum set of signals into which the transmitter encodes the information
So as to lead to a minimum amount of equivocation.under conditions of fixed
rate of transmitted information. This problem has not been solved in general.
It has been shown, however, that sets do exist which can lead to ratios of

equivocation to transmitted information that are arbitrarily small, provided

.
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sufficient delay is afllowed in the communication proecess. This is true even
for information rates as high as, but no higher than, the theoretical maxi-

mum rate possibie in the presence of disturbing noise.

S/

This fact was stated as an existence theorem and proved by
Shannon(m )_. In a particular form, that is applicable to continuously varying
time functions disturbed by white gaussian noise, Shannon derived the maxi-

mum rate, called channel capacity, which is given by

C = WlOg(l'*'—Lls') bits /sec. I-4
In this expression, W is the (ideal rectangular) bandwidth occupied by the

time vérying signal, S is the component of received signal power due to the
transmitted signal and N is the noise component of the received signal power.
An important condition leading to the derivation of 1-4 is that the average

transmitted power is limited.

In his deriié.tion Shannoz\l noted that the waveforms of the set of signals
which would lead to & full utilization of the system capacity with arbitrarily
low equivocation would be in all respects similar to white gaussian noise.
Although unable to determiné a particular optimum set of noise-like wave-
forms, he was able to show that the average performance _of all possible noise
waveforms (having the same bandwidth and average powei') was ideal, in that
the fraction of transmitted information lost could be held arbitrarily low at in-
formation rates equal to the channel capacity, provided sufficient delay were
allowed. This performance could be obtained with a receiver which makes a
decision about what was transmitted based on the minimum mean-squafe dif-

ference between the received signal and each of the possible symbols. A

5
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praeti ' -of thxs demonstration is that random
Arhe@ ( » hm»‘efd Ao Afn, !f.m wew g '2“"' M&*—u’q
. -gausgian-noise can be used C ignals, and-that thése-sample:
may-betaken-from seper orms from a- continuous noise

sourceg§

Here, a new concept of the role played by the decoder or receiver
has been introduced. It has been stated that the best a receiver can do
when n'oise is present is to compute the conditional probabilities of the trans-
mitted symbols following reception of a signal. However, in a practical case,
the receiver is usually called upon to indicate which of the set::' of possible
signals was transmitted. The indication is performed after a decision by the
receiver of which symbol should be indicated. Because of the interfering
n'oise,l the receiver cannot decide with certainty, but must choose a symbol
that has at least a high probability of having been transmitted. In a typical

éé.se, the receiver might indicate the most probable of the transmitted symbols

(as Shannon's receiver does).

The indication made by the receivex is, of course, subject to errors.
The ratio of the number of erroneous decisions to total decisions is termed
* the probability of error, and is closely related to the fraction of transmitted

information that becomes lost, the per—-unit-equivocation.*

When the receiver makes a decision about what is transmitted and

only this decision is relayed to the destination, the user of the information

*For a complete discussion of this relation, see R. M. Fano s printed
lecture notes, subject 6.574, M.L. T.

-6-
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knows only that the receiver has selected one of the set of possibilities in
accordance with a detection criterion. The information about the conditional
probabilities is otherwise discarded, and the overall per-unit-equivocation

is thereby increased.

While the per-unit-equivocation is the proper criterion for the evalu-
ation of the efficiency with which a communication link performs its
assigned task, the probability of error is often used instead. The relation
between this relative frequéncy of erroneous decisions and the per-unit-
equivocation when the user of information gets only the decisions of the de-
coding device (receiver) is given in Append:m I. It is shown that the per-unit- .
equivocation is a decreasing function of decreasing probability of error, which.

justifies the use of the latter in evaluating the performance of the link,

The geometrical model employed by Shannon(z') and which was sub-
sequently used by Rice was also adopted for the theoretical work in this
paper. It is useful in relating the concepts and results found in this research

to those found by these two earlier authors, and is outlined briefly here.

P, o O N A l”;" :
In its simplest form, it is assumed that the symbols used are sa.;:}aples_m

MM&,\;{L“ W-“V-f- -

of a time fux:jil::m whlcl; hfltb‘: 1f(i) a gaussian amplitude distribution, (2) a flat- .
frequency d b W cycles per second with no; frequency compoents of ;
higher than W cycles per second, and (3) an amplitude variance S (which be-
comes the average power for electrical signals). Each of these samples J

lasts just T seconds.

It is obvious that because of the abrupt start and stop of the samples

-7~
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as described, there will-be frequency comﬁ%nts outside the bandwidth W.
This suggests the characterization of each of the samples in terms of the

Fourier coefficients given by

. W A .
Xy = "'f i Cos 25 +IZ , I-6
_.I._J‘ :
where _‘!"'E =T J, X(t)dt, I1-5a
x. _ 2 ; = o ;
T ”?f)(mc::sg"%r—"'t dt 1-5b
T%Jﬁ ='21"f XH:)SmHI-"‘tdf, I-5c

et

= e D
where X, or Xj represent the Fourier coefficients and X(t) is the sa.x';aple ?

of noise represented. The constant ,ﬁlﬁ is introduced arbitrarily to con- .
trol the relative magnitudes of the X!s. It can be shown that for the time
function as described, theX's are nuimbers drawn from a normal distri-
bution with variance equal to the power S. (It is apparent that the sum of
two sample waveforms is characterized by coefficients which are the sums
of the coefficients for the individual samples.) By setting an upper limit to
the frequencies for -which Xi are defined, the higher frequency components

introduced by the starting and stopping of a sample are neglected.

Another approach is not quite as accurate -in its characterization of
actual waveforms, but is somewhat easier to visualize and is used in the fol- (U
lowing material for that reason. Here, each symbol is represénted by ampli-
tude samples spaced each E:‘v‘ seconds along the waveform. Thus, there are

2TWsamples for each symbol represented by a finite-duration noise-like wave-

.-
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form. Because the time function has a flat rectangular spectrum, it can

easily be shown that the amplitude samples are incoherent, and because

they are from a gaussian process, they are in fact independent. These

samples can thus be used with a sequence of orthonormal functions of the
sint’

form & & to reconstruct an approximé.tion to the original waveform. One

. takes

n .
. sin 2TTW{t- )
X(@) =LZ;.X" 2TIW(E-€) 1-6

in which ti =§%,-. The X(t) resulting from this summation not only differs
from the true value in the inter-sample time regions, but differs from zero
outside the duration T. It is, however, a least-mean-square approximation
to the true \.?alue, as good as can be done with the 2TW specifying numbers.
It is in that respect entirely equivalenlé to the representation in terms of
Fourier coefficients. Like the Fourier coefficients, it is apparént that

the X's in I-6 are also numbers chosen from a normal distribution of vari-

ance S.

The n = 2TW numbers thus chosen to represent each symbol are
ordered and taken as coordinates of a point in Euclidean n-space. Each
symbol waveform corresponds uniquely to a point in the space, such that
there are K + 1 of the points designated by Xo' Xy e Xk. Connecting
each point and the origin are K + 1 vectors denoted by ka. Either a point
or a vector may be used to represent the message waveform to which it

corresponds.

It is evident that any point in n-space specifies a waveform of the

=
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same bandwidth and time duration as the possible message waveforms. The

sum of two waveforms, by summing coordinates, becomes the vector sum of

the two waveform vectors.

One of these vectors, (arbitrarily X ) is selected and transmitted.
In the channel, a.n-i.ndependent white gaussian noise, V s is a.ddeﬂ. The re-
ceived signal is thus the vector sum (See Fig.2.1) of -—X.o and ¥ and is design-
nated Z. The receiver used by Shannon and Rice has availablé copies of the
set of vectors ;;‘and .ch'ooses as the one most probably sent the one whose
terminal point is closest to point Z. Here, it is evident that the mean-
squared difference between the received signal and each member of the set
of possible signals is equal to the squared distance from the point to each
point X, , aside from a constant factor, ':T (The term '"'mean" in mean-
square difference is used to cor;E)te the average over the duration T of the
differencel [z -X w1%.) : One notes the similarity of [Z@)- X l?

- T 2
and the squared component of the distance Z-X1" = Z (zi-Xxu) .

¥

Ny

)

<
o

A

Fig.1.2. Vector model of meéssages) noise, and received signal.

Since the interfering noise has been assumed to be gaussian, the

Woodward and Davies treatment giving the conditional probabilities in terms

-10-
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of the mean square difference is valid. Therefore, it follows that the con-
ditional probability of the kth symbol is a monotbnically decreasing function

of increasing distance of the point X, from Z.

The probability of error for a communication system choosing as
the transmitted waveform that which is the minimum distance from the re-
ceived signal Waveform (in terms of the geometrical model) was the sub-
ject of Rice's paper. When modified for small signal-to-noise ratios, in
terms of the channel capacity C émd info_rmation rate at the source H =

1ogz(K' + 1), the probability of error as obtained in Appendix III is

- T} -—%)

i
Pcerrory ~z77eT €

This result is valid for large n, for large number of possible messages,

I1-7

K + 1, and for a signal-to-noise ratio sufficiently small that the approxi-
E‘% - £ . 5 = . i . o -
mation 2N =C 7T is valid. The prime indicates C’ is in logarithmic

units. In bits, C'is equal to {log,e}C’.

It is evident from :I-7 that the probability of error and thus the per-
unit-equivocation may be made arbitrarily small with increasing delay T,
provided only that -!-C'I-, the ratio of transmitted rate of information to system

capacity, does not exceed unity.

Rice did not give I-7 eéxplicitly in his paper, but gave an expression
for the probability of no error, valid for large n and large K; but for all
signal-to-noise ratios. He showed his expression approaches unity under
the conditions above. However, his expression was given along with error termsl, S

which decreased with increasing n and K, but which excetded the difference be-

=-11-
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tween his expression and unity. Thus, a probability of error expression

%

could not be obtained directly from his results, but an intermediate re-
sult had to be taken and worked into the .form 1-7, as is shown in Appendix
IIT. The fact that the expression given here is limited to cases where the
signal-to-noise ratio at the rec.':.é:iver is small is not a serious disadvantage

as will be seen later.

It was mentioned earlier that a'receiver may use other criteria in
deciding after a signal has been received, which one of the possible wave-~
forms was transmitted. When such criteria are proposed, they must be
evaluated in terms of the probébility of error which accompanies the use
of that criteria. Of course, other prevailing conditions such as the method of
cbding and type of interference must be given due consideration. In the
claés of idealized systems in which the possible message waveforms are
random samples of white gaussian noise and the interfering noiée is also
gaussian, the rate of errors can be compared with the result obtained by
Rice. Rice's results may be regarded as expressing the peri‘ormam‘:e of
an ideal system in that his receiver will always select the most probable

transmitted symbol (under the condition of additive gaussian noisek Gen ol

'QZUL dﬁ/(?/' 6’—?. L {1"‘0‘(\ f s S ix{:{{‘;qu{ )

N
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II. CORRELATION DETECTION CRITERIA

Another criterion of detection, which ié of primary interest in
this paper can be obiained as follows: where the vafious possible trans-
mitter symbols are given by waveforms xk(ﬂ,o‘“ T, and the received
signal is Z® = Xc8) + Yet) (where Y(t) is additive noise), the minimum

mean square difference (m.s.d. ) is given by the minimum of

) |
msd = =[ 1Z@-Xew]'dt | e

T 2
’ll'--[ [Z(‘t?’ +Xh(t) ‘ZZ(t\Xk(t)]dt. I - 2

If it is assumed that "—-rka {tizdt is a constant for all k, a minimum
of Ti-2a isa maximum.df the term —-:-*LTZ @Xgtydt . This may be
recognized as the "correlation coefficient™ of XK and Z, and a receiver
that computes this value for subsequent use in deciding what was sent Iis
L7])

called a correlation de_tector.

Correlation techniques were introduced to communication engin-

-

eers largely by N. Wiener, and the techmques have been 1mproved and
implemented by Lee( le) and others“s) The cross-correlation function

of two stationary random functions of time is glven by

ﬁz ) = 'r-m sz 'F('t) (t-i-?.') dt . II -3

When 'F,_(.t) is identically 'F' (t), this becomes the auto-correlation function,
The so-called "short time cross-correlation function" has been studied( 6)

and is given by

, T
@ (z) = "%-‘[ﬁ(t)ﬂ-t-t-'t')dt, I - 4

SR o:cxssFrED



~ which is seen to be of the form of the defining expression for correlation
coefficients. A generalized form of II-4 in which the product f ct) ‘F,_(t-t't‘)

is filtered rather than mathematically integrated is

?9(1‘,?) =j_; ht-0)f (o) 'F,, (r+7T) do, II - 4a

Here, h(t) is the impulse response function of the filter and is sometimes
variously called the integrating function, 'scan.ning function, or window
function. The relation between auto-correlation functions and power
spectra( 24) makes qorrelation techniques an invaluable aid in the study of

random functions.

The use of correlation devices operating as practical correlation
detectors in the manner described mathematically be equation II-5 has
brought about the adoption of detection criteria based on correlation outputs
in their own right. An advantage of such correlation devices is that fhey
are not subject to an important limitation on a device computing the mean .
square difference. The latter device must know the precise values of
the component of received signal power due to the transmitted waveform as
well as the waveform shapes themselves. However, the former device -
need know the waveforms only within the freedom allowed by an arbitrary

constant multiplier,

In reference to equation II-2, it is apparent that if the integraf
,£ Txkct? dt (proportional to the signal energy) are not equal for all k,
the c;riterioh of maximum short-time correlation is not equivalent to that
of miniinum_mean square difference. 7To illustirate this, the geometrical

model is consulted.
-14-
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It has been shown- that the distance between the point Z and a point Xy
is the square root of the sum of the squared components (2; = x-k',i.]z
which is of the same form as the mean square difference T'f L[Z&® - Xkcﬂ] dt,
Similarly it is evident that the short time correlation -,-f Z (%) xk.(ﬂdt

]
corresponds to "ﬁzZiXK; as is shown in the following.
p =l b ¥ g

T ™" - hi] .“w(_t_t)
' - . Sin2WWt-t) <+, sinZ i
+[ zarxwde =+ 2. T 2w ;": 2 wWe-E) 9t I -5
‘When the order of integration and summation is interchanged, it is noted

that

1
j‘Tsmglw(t—ta) L SIN2TWG-4) o o . S
b 2TWiE-t)  2TW(-t5) 2w II - 6

in which 5: =1 fori=] , zero otherwise. The approximation (indicated
here by .—5—;.) may be considerably in error if vt is not large. However, when

substituted in II-5, the result is

T n
— L H :
"lr'.£ Z ) X(ndt = 21'»«:;i ZiXi . In-7
The summation zxi Zi is obviously the scalar or dot product
of Z and X , and is related to the distance through
lxxl
Z-X, = le\ {H‘ IZI} II - 8

where Di is used to denote the distance corresponding to the kth vector.
Here, it is again evident that if all IY;J: should be equal,the minimum
distance corresponds to the maximum dot product., As is shown in Appen-
dix II; however, the magnitudes of the vectors x; are not all equal when
they are made up of samples of random gaussian noise. Where the signal

power S is large compared to the noise power N, a case such as that

wl B
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shown in Fig. 2.2 always has finite probability. Here since IZ] is con-

stant for all k, the correlation is a
constant times the projection of the
vectorn onto the vector —i It |

is .immediately evident that a vector

might occur with sufficient magnitude

Vepkor-agaitude such that although the distance Dx>Do

Fig.2.2. . niributions of error.

the projection of R; will exceed that of

5(:_ on 2

When the ratic of signal power S to noise power N becomes quite
small, the term %Tzitself becomes small. Then the contribution of the
fluctuations of the magnitude of R; to the values of the dot products is to
the value of Y;‘Zapproximately as the signal amplitude is to the noise
amplitude. Thus, for small signal-to-noise ratios, the equivalence of the

_criteria of maximum dot product and minimum distance is again approach-
ed, even though the energies of each Kare not equal. As is seen later, for
all -ﬁ-, as the system dimension his increased, the fluctuations of \Ykla
decrease percentagewise, further establishing the equivalence of these

two criteria.

The fact that the criterion of maximum correlation is an optimum
one for small signal-to-noise ratios, f ="|%‘, is not of mere academic inter-
est. It is when P is small that the communication of information becomes
most difficult. Here, the channel capaciﬁes for channels of bandwidth

conventionally associated with communications become low enough that the

-16=
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information rates of even relatively low rate systems such as telegraph

and teletype become a significant fraction of the channel capacity.

Furthermore, there are two features of military significance which

are inherently related to low signal-to-noise ratios.

One of these is the possibilitjr of communicating with received sig;
nal levels below the receiver and antenna noise at the receiver location.
Other systems have in the past been proposed which provide communica-
tion although the average signal power is less than the noise power at the
receiver input. However, thesé sytems, such as pulse position or pulse
code‘systems feature bursts of power for relatively short periods of time
which are above the noise level. The average power is less than the noise
power by virtue of averaging over larger periods of time. In 'the proposed

systems, the signal power can be less than the noise power at all times.
If unfriendly search receivers are limited to a comparable rece.ived power,
it is highly unlikely that such receivers will be aware of the presence of
the signal "on the air," unless, of course, the unfriendly receiver periorms

the same operation of correlation as the friendly one.

Another promising feature deals with resistance to jamming. As

- Fano has shown( ‘ ). the signal-to-noise ratio at the output of a correlation
detector is given ideally by the ratio of total signal energy-to-noise power
per cycle. This suggests the jamming power may be forced down to a low
value compared with the signai energy merely by spreading the signal

energy over sufficiently wide bandwidth. This spread causes the jamming

-
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power to be effectively averaged over the bandwidth such that the jamming

power per cycle is small.

In the next chapter, a specific description of the systems suggested
by the properties of this type of noise communication and correlation is
accompanied by.a more complete discussion of what services they are ex-

pecfed to perform and their advantage in performing it.

e
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oI, DESCRIPTION OF THE FUNDAMENTAL NOMAC SYSTEM

In view of the advantages that schemes of communication using
noise-like signals and correlation detectors appear to possess, an exten-
sive investigation into their properties has been conducted. The code word
NOMAC, coined from Noise Modulation And Correlation, has been suggest-

ed for use in referring to such systems.

NOMAC systems, generally speaking, trade bandwidth for the abil-
ity to operate at low signal-to-noise ratios. In view of the present day
emphasis on conservation of bandwidth, these systems should not find ap-
plication where interference is slight or negligible. However, as has been
pointed out, their military uses take advantage of the need to communicate
securely and reliably with secondary concern attached to the bandwidth‘
used.

The block diagram of a fundamental NOMAC system is shown in
Fig. 3.1. The set of possible symbols which take the form of finite dura-.
- tion samples of gaussian noise are shown at the transmitter, The trans-
mitter selects one of these waveforms X and propagates it through the
channel in which the gaussian interfering noise Y¢) is added. At the receiv-
er, copies of the K+ 1 waveforms are available to use in K+ 1 correlation
detectors in which the received signal is compared with each of the copies

representing possible symbols.

A problem of major importance in the design of NOMAC systems

is that of delivering the copies of the possible waveforms to the receiver

| -'DECLAssmED
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so that correlation may be performed. The attempts at a solution of this
problem divide NOMAC systems into two categories, one in which the
possible symbol waveforms are stored at the receiver, and another in which
the waveforms reach the receiver as reference signals through one or more

auxiliary channels.

The first category, called the stored signal system,presents rather
severe requirements of time synchronization, in order that the correlation
coefficient calculated will correspond to the =0 point of the auto-correla-
tion function. One advantage of this system is that while the samples may
" be chosen at random from white gaussian noise, they become a known set
once the choice is made. Thus, a scale factor may be employed to make
eachifhe symbol energies equal, and thus establish the exact equivalence

of the criteria of maximum correlation and of minimum mean square dif-

ference.

In the second category, the synchronization problem is largely elim-
inated, but generally noise is present also in the auxiliary channels 2lsc.
Here, the signals may be randomly selected from one or more noise sources
which are currently generating the noise. Obﬁously, these symbol wave-

forms will be random in all respects.

In Fig. 3.2, curves of the signal-to-noise ratio in the output of an
ideal correlation detector as a function of the input signal-to-noise ratio
and n=2Wware shown for the two categories of NOMAC system. It will be

shown subsequently that when filtering is used for the integration in the

-21-
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_correlation process, n is in reality the ratio of the input-signal bandwidth

(w) to the noise bandwidth of the integrating filter. In the figure, the sig-

(S :
nal-to-noise ratio P, or(ﬁ)e, is assumed the same for both intelligence

and auxiliary channel or channels. From the figure, if a required ocutput

ratio and n are known, one may determine the permissible input signal-to-

noise ratio. Conversely, if a desired input signal-to-noise ratio and re-

quired output signal-to-noise ratio are specified, the necessary bandwidth

ratio is easily obtained for either type of system.

@,

SINGLE CHANNEL
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p

-
SYSTEM B

7

INEL SYSTEM

0.0[ 0

Fig. 3.2
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Fig. 3.3
Courtesy W.B.Davenport, Jr.
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To demonstrate the secure communication properties of such a sys-

tem, jsﬁppose that the NOMAC system as designed will operate satisfactor-

ily at an input signal-to-noise ratio (ﬁ)mm, while an unfriendly search re-

oL i

ceiver can detect the radiation only at signal-to-noise ratios ﬁfgt&’f than a ‘-

2. : . . -
larger value (N) max. Then, as is seen in Fig, 3.3, there is a "secure®

region or annular ring about the transmitter in which communication might

Sy
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be carried out by friendly parties without the knowledge of the unfriendly

forces in that region.

" An inverse line of reasoning would demonstrate that an unfriendly
jamming transmitter might be believed to be effective against tlie assﬁmed
transmitted power as determined by the 'pov-ver received at the jamming
site.to some range R 0" On the other hand, communication would actually
be maintained to the inner radius Ri, and the "secure region" now becdmes
a marginal communication area which might conceivably prove quite em-

barrassing to the unfriendly forces,

As presented in Fig. 3.1, the fundamental NOMAC system is
idealized to facilita‘te the theoretical investigation. The type of decision
circuit is not specified in order to permit some latitude in the interpreta-
| tion and application of the figure, In the follov.ving material, two types of
decision circuit are evaluated in detail, The first of these is one which
establishes the criterion of maximum correlation in its selection of which
of the symbols Xk was transfnitted. The second decision circuit (and the
easiest to construct in practice) sets as a criterion the exceeding of a’
fixed threshpbld... Called threshold detection, it indicates a signal as having
been transmitted whenever the correlator output corresponding to that sig-

nal exceeds the threshold value.

It is not intended to convey the impression that only systems de-
signed'precisely as indicated by the block diagram are included in the

analysis presented. Modifications of the analysis given here for discrete

—-23=
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systems along with the work appearing elsewhere concerning the improve-
ment of signal-to-noise ratio in correlation detectors{ 7) can be made to
extend the coverage to a varied class of similar systefns. F(gor example,
one might use a single random noise source to obtain the different symbols
by merely using delayed versions of thé_ initial noilse for the sources of t.he
currently chosen samples. The delay increments need only bé great
enough to correspond to values of 7 of the auto-correlation function of the

noise for which the correlation function is essentially zero.

Other versions of NOMAC systems may include those in which the
n;)ise-like waveform is modulated in the same manner in which a sinusoidal
carrier is modulated in conventional communication systems. For ex-
ample, the transmitted random waveform might be varied in amplitude,
frequency band of trfansmission, or relﬁtive time of transmission. These
- variations correspond to conventional AM, FM and PPM, for example. Ob-
viously, combinations of any of these modulations are possible just as with
sinusoidal carriers. The experimental model shown in block diagram in
Fig. A7.3 is essentially an amplitude modulated version of a NOMAC sys-
tem, and its theoretical probability of error treatment corresponds to the
signal-to-noise improvememnt type of analysis that would be used for an AM

system,

=24
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IV. THE THEORETICAL STUDY OF PROBABILITY OF ERROR

A. The Criterion of Maximum Correlation

When the receiver of a NOMAC system makes its decision about
which of the signals XK(t) was transmitted based on the criterion of maxi-
mum correlation output, the rate of making errors has been obtained.

The result, which is valid for large n, and for signal-to-noise ratio p,

such that the product np is larger than about 2, is given by the

approximation;
K ne. 2
Pcerror) ~ ”?jer'HH-r . v -1
oo 2
2 -zt
where erf Q '-'-“J"r:r.'fc; = x dt . . For still larger values of np,

but only for small signal-to-noise ratios, the expression agrees with that
of Rice, namely

, T~
Pcerror) ~ ZyRCT " IV - la

I H !
Here, p << ! so that %-“P = CT, and K > 1 so that lnK £ |nK+1 = HT.

These results were obtained using the geometrical model in the
following manner: first, there are K+l independent message vectors which
are represented by -}_{»0' il’ ‘i na _}-{'K. Appendix II derives the probability
density dsitribution for the magnitude of these vectors, a type familiar in
the study of statistics. It is given as follows for the message vector o

where S is the average signal power:

e IXt*
p.(Xi) = 2N o"2s

@il € - IV - 2
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As is shown in Appendix II, this distribution has an average value of —r—g—:.%lﬁ

and a variance of not more than l/ZIS. The average value is '{E within
an error of one part in each 4n parts. |

At this point, it must be pointed out that approximations are made
throughout the paper. The foremost reason fbr this is that the represenia-~
tion of the actual waveforms as .having a gaussian probability density

distribution is only approximately ccn:-rect“"H

and may be considerably in

error along the "skirts" of the distribution curve. Except where otherwise
nloted, linear sysfems are assumed, which is not necessarily the case in
practice, and is certainly not true over the whole range of amplitude values

for which the gaussian distribution is defined. Since all the results obtained
depend on these two assumptions and other assumptions, results may in

some cases be true only to the order of magnitude represented. However,

the primary purpose which is that of indicating the behavior one might expect
in a physical system and to demonstrate how the behavior varies with important
parameters is served.

In Fig. 4.1, the combination of one of the message vectors, say }_(TJ.
and the interferring noise Y are shown resulting in the vector Z. Also,
another typical message vector }_{E{ is shown. The points X lie approximately
on a hypersphere of radius AnS while Z lies approximately on a hypersphere
of radius ¥nP . P is the total power S+N where S is the signal power and N
is the interfer,z‘ing noise power. The NOMAC receiver crosscorrelates the
received signal, vector Z, and each of the message waveforms, vectors ?K
As stated before, this is equivalent to taking the dot-product between the Z
vector and each of the set of message vectors aside from the constant -rl—l- "

The resulting set of dot-products is designated by WK'
w26-
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Ny

Fig. 4.1 Vector model of messages, noise, and received signal (reproduced).

Up to this point, the analysis of a NOMAC system does not depend on
how the receiver makes use of the outpuis Wk' However, for further study
it is necessary to distinguish between the two cases, that in which the re-
ceiver decision circuit indicates the largest Wk as the one determining the
transmitted sighal, and that in which a Wk which exceeds a previously es-

tablished threshold value is the indication of the transmitted signal.

For the case in which the criterion of detection is that of maximum
correlator output, it is evident that no error will occur if the dot product WO
exceeds all other_Wk. This in turn is the case if the component of the vector
—}EO along' f is greater than the Z-components of all other vectors ?(K - Since
the coordinates of the vectors are independent random values, the vectors
themselves are randomly distributed in n—sﬁace. Appendix IV illustrates
this l'-point and shows that the Z-component of any of the K vectors not selected
at the transmitter is chosen from the same density d..istribution as are the co»

ordinates of the message vectors. Therefore, the probability density dis-

tribution of the 7Z-components is given by the gaussian function

. x°
PX) =@ws € °7 . i

iy X1 A%

| EHeRS

.ﬁ



| - pECLASSIFIED

Here, the prime is used to indicate the component in the direction of Z.
The probability that any one Z-component will be less than the

Z-component of 3{*0 (hereafter designated X.) is given by
Xz
P(X’<Xz) =[¢ P(Xdx" , IV - 4
' -]
el £ f;‘z P(xdx’, IV - 4a

The probability that all K vectors not selected for transmission will

have Z-components less than X, is given by

% K
P(all X’ < Xz) = [l‘fxz pocrax‘ |, IV - 5

The probability of no error is the average of the probability given over all

values assumed by Xz' This is indicated formally as

P(no ervor) = L., Bix2) Peall x'< X;) dxg i IV - 6
from which,

P (error) = I—[w P.(Xz\[‘ 'fxz PCX‘)dX']dez . IV -7

The function pl( XZ), the probability density distribtition function of
Z-components of the vector X » must be determined to carry out the indicated
integration. This is one of the more difficult aspects of the problem, and a
considerable portion of the total research has been devoted to finding the

properties of and suitable approximations for the density distribution.

~-28-
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B. The Density Distribution of X,

As shown in 4.2, the vector Y can be broken into two components, one
of which is along -550 and one ‘normal to fﬁ' Furthermore, these ;:wo com-
ponents are independent. This conclusion is reached after noting that the n
components maliing up vector Y are independent, and according to the methods
of Appendix IV, may be thought of as independent after rotation of the coordinate
axes, since Y is independent of the vector 32'0 onto which the initial axis is
aligned in this example. There are thus three independent quantities, |X0|,

Y., and Yll’ ‘Fhat combine to yield vector Z ina right triangle relationship.

i &
As expressed Y.L is always positive (a magnitude) while Y}, is a component.

1Z1 = Y+ ) + Y2, v -8

A knowledge of the right triangle formed
by these components leads to a fairly
simple expression for Xz in terms of

these quantities, namely,

=1y 1o iXel =Yy
: . Xz = Yol o+ Ynl® & Yar LV - -
Fig.4.2. Message, noise, and signal T
vectors showing components of vectors.

A somewhat more easily handled expression is

B IXol®

Xz r ” IV -10
A TAESAL ‘

or
z T » ! ; -
| | TNy E | a0 i Y-l

-20-
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Then, by steps,

PIxX, <a] = plar—h— ]
Xz v'*(lxow‘r..)“ a1, a<0(for ¥;<~[Xyh IV - 12

IXo
—-P[ﬂ[] MR AR (n:.,1+*{)z 43.]. a>P (for Y, >—|X ) IV - 12a

With due regard for the sign of a, an intermediate step follows, valid for both

IV-12 and IV-12a.

2 v 2
Pixz <a] = Pllmlev)’ < F{%i%%] 5 | IV - 12b

Then

a*VYi* :
Plxz<a] = P[(lxol*‘(uﬂﬂj Xel2 - a2 ],for Y -1Xl . Iv-13

=P[(rl +Ya)<¢- ﬂl&l*—a'-‘- 1tor vyemIxy| » v -13a
- (oEar] +b ™
Pt +v,)<2 Xo|*- 2% ]1 forylaﬁlgTX(:JI : B = L

=PL Y, < IXJ] for |aj< X, . IV - 14

Obviously, [X |4 [XD| , and therefore P(X < a) is unity for all a> |X0| , while
it is zero if a < — IX0| '
Expressmn IV-14 is Asyived Loz fixed [X,| and Y,. The average prob-

ability that Xz is less than a is obtained by averaging over all |X0| and Y_]_;
-30-
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Pixc<al = [ Bxiddid [ Bodn PL%< afpaa -], 15

in which

0, for A <—1Xol.

I_\ﬂ_ X2z~ i‘?ﬁfa_ﬂ =IGY _ 2
P[Yll <a Xot : az ""X.,'] = ~_/¢; POYEY, = '.[m We Ell{l"d‘(“

far "lXel‘ a—“ ‘xa‘.

M

Iv -le

. 1L for a>Xdl.

A sketch of cumulative probability distribution, P[Xz < a—]

for particular [Xy| and Y, is shown in Fig. 4.3.

Probability distribution

of components. s NS

1

1

I

i

|

i

! i
|

/ )
) \
T
X

Y

1%} ¥ Xol® |

. Ve + Y
Fig. 4.3 |

ol

With the aid of Fig. 4.3, it is seen that, when a is positive,

-l
Pixz<a] -[ Pa(lxN dixt + f Pa(txol)dlxoif INQALY f il PO dYi
v -17
for a< o0,
o0 ] o ﬁﬁ" al
Plx,<a] = & PollXalYdixal £ Pa(Yi)dYL [ wm' PO Y. . 1V - 172

The probability density distribution function is obtained by differentiat-

ing IV-17 and IV-17a with respect to a (See Ref. 8, page 150).

3]~
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d a
P = T,r;j: P (X dix + f P. (1%, ndtx,an@(mdm—f PO dYy

aYy — X!

= [Po(m.l)éa(‘fﬂdﬁ[., P dY"}Ix.,Fﬁ ’

vV-18

opr

R@ = f; Po () dixel f Pa (V) dY. P{ y,ﬁ%&z “"*"} %‘a{ naiaz} , IV-1i8a

which becomes

% e Xl Ya Y.
@ zfa Pn(lxol)dlx,if,, Pa()dva X2~ a ™ P 'r'_“x:ﬁaz lx"l} IV - 18b

When a is negative,
A %ol

B (a) f Po(txol)dlxolf Pq(mdn'rf P(Y.ndm

"'"‘xu‘

- [Po_(‘xonf; Pa(Yo)dYs _[ - aP On) dYﬂ] W =-2

01‘. = ‘9
PQ@ = fa P.(ixﬁ)dlalfﬁ(ﬁ)dﬁﬁﬁ%%%ﬁ ﬁ\{%i -1} IV - 192

When written in terms of X,» the desired probability density distribu-

tion function for Z-components of the vectors '—io reads
% = Xel2Y o _
POxp) = o) PO dixa [ Pa ) dYe g pltrr W} - 20

In IV-20, the p without a subscript denotes a normal probability distribution
function with variance N, while p, is used to designate a distribution of the
type considered in Appendix II, in this case of dimension n derived from a

.
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a variance S. The other function distinguished by the subscript @ is of the
same type as p,. but of dimension n-1 and with S replaced by N, the noise
power.

It is therefore apparent that p(X,) in IV-20 is a gaussian distribution

y e ' . %ol * Yo
function modified by the ratio % = x71% (or L= T‘ft ) and subse-

quently averaged over all |[X,| greater than X and all Y. It is immediately
evident that the work neéessary to determine a precise expression for

pl(XZ) represents an unwise investment in time, since the precision of the
original assumptions do not justify the labor. However, an examination of
the factors contributing to P,(X,) can lead to a useful approximation.

First, since pl(XZ) is largely an averaged form of a gaussian distribu-~
tion function, it should itself tend to a bell-shaped distribution, particularly
for large n for which the averaging probability functions approach impulse
functions. It follows that the average value and the variance of the distribution
can be used to obtain a suitable approximation under certain c_:onditions.

The average value of Xz is difficult to obtain, but it approaches
‘Jg § for large n and does not differ greatly from this value. This fact is
demonstrated by expanding the expression for X, in terms of |X0| s Xy, and
Y“ in a Taylor series about the value of Xz assumed when each of these
variables take on their average values. It then can be shown that the expectation

E(Xz — Xz)* is an order of magnitude smaller than iz which

represents this average value. The first term of the expansion is

v _Zr
7z = Xz xz alx“ A‘x| + —#AYL -+ AY!.I " N_ 2‘

Since the standard deviations of iXOI . Y_L and Y11 are small compared to the

vectors making up the triangle (for large n) the first term is used to represent

%, -33-
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all significant values of Xz. From their independence, the variance of the sum

if the sum of the variances of the components, namely

X z O Xs, 2 ¢ OX z

o2 =[5l )+ [$¥ils, ]+ (% g ™ 1", w-22
Xz _ [l +Yu Y+ Y2 T(21% +Yar) = (1%l + Vi) *IXal
ol L, +Y||)Z*Yf]% 5 CW-23
%z _ LOXS + Y2+ Ya2TIXel — (Mol +Yin)* IXol
oL LOXA +Y)* + Y2 2 . w-24
Nz _ Xl Yo (1%l +Yy)
Ny LX) + Y ) +Ya* ] . V-24a

When the partials are evaluated at the mean XZ and inserted in IV-22,

the result is

ot SIS T@-EINT"+ 25N (-1 + 6N (1) IV -25
Xr = 2(S+N)? .

Since large n has already been postulated, neglecting the terms Ill- puts IV-25

into the form

i N
a‘xz:%[l-‘-s*"ﬂ]. IV - 26

%
The validity of IV-26 depends upon the smallness of the ratio —-%-:

ns
P

earlier stipulation of large n is consistent with this requirement. It is noted

which is of the order {5 ‘:"[‘5'-9 » Thus, if S»1, IV-26 is useful. The

that for small signal-to-noise ratios, %E = §N§ . This in turn is

ns _
N =

E
2T
—'I'qws‘=2"N‘§'=np. Iv - 27
0

Es is the total signal energy, N, the noise power per cycle. Here again, p is

-34.
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used to indicate the signal-to-noise ratio in the signal or intelligence channel
E

and Z-ﬁ—s- and np are used interchangeably, the latter being preferred when
o :

brevity is an asset.
The average value and the variance lead to the writing of an approxima-

tion for pl(Xz) in gaussian fd¥m which is valid for large n as follows:

= —:,'—;z (xz - S‘J;&)z

IV - 28

Pi(Xz} = 1=zvr =

This expression is reasonably close to the true distribution over the
bell-shaped part of the curve, which is the significant portion of the distribu-
tion. Fortunately while the distribution may be considerably in error along
the skirts, its role in the integration is only one of averaging, and the parts
most in error contribute least to the final result. The related distribution of

the normalized value X —'.-‘J%S is

IV - 28a

P = Eam € - o O~
K(=as r

When this substitution is properly made in IV-7, the result obtained is

ol

-IV-29

S
52:2" (-x

Perrory = I—f l-_‘ _PX

It is observed that the distribution pl(X z) has an essentially constant spread,
but the average value of Xz increases as the square root of n. The spread or

2 . : .
variance, Oy, , goes to zero with the signal power, goes to 1/2 S as the noise

»

power approaches zero, and never exceeds the signal power. Thus, the variance

-35-
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becomes small percentagewise with increasing n. The normalized distribution
function pll approaches an impulse function.

In view of these properties, one will note that the probability of error
given by IV-8 will not differ much from the result acquired by substituting the
average X, in the expression in brackets rather than performing the indicated

averaging. Then,
B K
Pcerrory ~ |- [f'&._-g p(x]dx] y IV - 30

or by change of variable,

e

a2
Pcevror). ~ | - [\_ﬂpﬁ_ %ﬁr IV - 30a

If the integral is small compared to unity, (Note that if {%;S—— is about 1.3, the
integral is less than 0.1), a further approximation is given by
-
o
e 2
Pcerrory ~ K fﬁ;‘ T"m dv . IV - 30b

For values of 1!%5 consistent with IV-26, one may use the further approximation

or 2 3 .
f -t/ P =Y S
A = dt = B E which, when used here, results in the expression
¢ —ns
i 2P
Pterrory ~ K (ns)e g IV - 31

A comparison of IV-30 with the expression of AIIl-6 shows the expected
1
similarity. Therefore, here too, if the approximations ns.- CT for S<<N and
t

-
E BT

K for K» 1 are used, an expression for the probability of error is

-36-
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| - t-8)
Pcerror) ~ ZyreT © . IV - 3la

The implication of expressions of the form IV-3la is that the prob-
ability of error, and thus the per-unit-equivocation can be held arbitrarily
low by increase of T (involving delay) if only the H/C ratio is less than unity
by an amount however small. However, this expression is valid only for
small signal-to-noise ratios. For larger values of S/N, the ratio S/P
approaches unity and is, of course, smaller than ln(l + S/N). It follows
that H (for large K) must be less than a number smaller than the theoretical

capacity if the exponential InK — -I;%is to remain negative.

It is of incidental interest to note that Shannon shows (Ref. 22, page 63 —~
"White gaussian noise has the peculiar property . . .") that any random
waveform can be used in a system disturbed by white gaussian noise and
approach the ideal when the signal-to-noise ratios are small. This fact is
illustrated in Golay's( () result for pulse position modulation under the assump-
tion of small signal-to-noise ratio. It is worth repeating that it is the distinct
advantage of correlation techniques that they present the most suitable methods
~ of accomplishing the practical identification of randomly varying signals buried

in noise.
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V. THE THEORETICAL STUDY OF THRESHOLD DETECTION
A. The Probability of Error for an Arbitrary Threshold

Threshold detection is given the distinction of a separate chapter
because it represents a technique in common use, and thus deserves an
accurate and complete analysis for comparison with the foregoing more or

less ideal methods of reaching a decision about the transmitted signal.

In review, a threshold detector scheme is one in which the decision
about which of the possible message
waveforms was transmitted is based
on one of the outputs Wi (see Fig.

3.:1) exceeding a predetermined

fixed value, called the threshold.
Of course, if two or more outputs

exceed the threshold valug , or if

none exceeds it, no decision can be

Fig.5.1. Vector.model illustrat- made, and an error results. Obvious-
ing threshold detection .

ly, there is also an error if only one of the outpuis exceeds the threshold

but that output does not correspond to the transmitted message.

A first order e;cpression of the effect of establishing an arbitrary
threshold can be outlined as follows: In Fig. 5.1, for a given received
signal Z, the correlation output W, is the sement R0 times IZI . It is as-

sumed that an arbitrary fraction of the expected output W, is chosen as the

R

i
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threshold, and that OQ is the cbrreSpondirig component along z necessary to
produce the threshold value in the output of a correlator. The expected out-
put is _nS, and the threshold is anS, where a is the "threshold c,oefficient".

. Thus, the segment OQ corresponds to aSFB-: .

The possibility that" a combination of go and Tmight occur to yield
a Z-component of. 3{: less than OQ is neglected for the moment, and only the
probability of error caused by the occasional occurrence of a component of

- an fk (k #0) in the Z direction which exceeds OQ will be investigated.

The veciors fx are randomly oriented in n-space, and to a first
épproximation are of equal length. Thus, they terminate randomly on a
hypersphere that is the locus of all points of distance ‘IIXI = ﬁ from the ori-
gin. If one of the vectors Sihk should terminate in the zone above Q in Fig. 5.1,
its Z-component will exceed OQ and an error will occur. The probability of
errors due to this cause is thus approximately equal to the ratio of the area -
of the zone to the area of the sphere for any one random vector. The area of

the zone will not exceed the area of a hemisphere of radius h (see Fig. 4.1).

Thus, :
I
P(Xy lies i ¢ A . el
(Xy lies in zone) £ A QXD

Here, A(h) is the area of a hypersphere of n dimensions as discussed in

appendix II (see AII-17) and with radius h. From V-1, it follows that

n-1
P(X lies outside zone) > |~ iiwer - V-2

! :
But h is seen to be 41 — g—p"; while |X] is the radius of the hyper-

sphere, 4nS . From these values, V-2 may be rewritten
-39-
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: > a26\0z ..
P(Xx lies outside zone) Z |- 3'—(!- ‘éﬁ&)nils V-3
or

4_,_.
> = _L([Q*-S(I—a?') o=
. 2 N+5 . V - 3a

Since K is always 1 or greater, one may readily write
P(all X, lie outsid L-a28)71* v-4
( x lie outside zone);[pz(l-a =) ] i - 4

and from V-4, the probability of error from this cause (components of wrong

veci:ors_ exceeding OQ) is

P(error) £ |—[|--;-(|—a=.g-)“%‘]“) o &

” n=L
< EHu-28)7 | . ¥=38
The validity of V-5a is insured by subiracting the smaller value
5(‘ az_i)ﬂi-" 1 P u-i' K
-2 \-3a%p from unity rather than the larger indicated [I-%(1-&3) 1
Also, K + 1 is certainly larger than the K for which it is substituted.

From V-5a, it follows that

N v N+S(1—a¥) ]-E-
sl N ,

P(error) < %E[( V-6

or

2 v zla’g.(Kﬂ](%ii"%'osz[l+Tsa'f"a")] e
-2

In terms of capacity and information rate of the source, this becomes

eT+E 1+ §(1-a%) e
P(error) ‘E-i{r;"?%-zﬂﬂr CT+3 |09,_[_ & ]' o

In V-8, increasing the signal duration T will lead to any desired fre-

il
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quency of errors, however small, if CT exceeds %|ng [l'_l-%("a‘i-tHT. This is
equivalent to subtracting from the theoretical éapacity a'capacity equal to

that of a similar system in which the received average power is (1 — az)
times the original signal power, and requiring that the information rate at

the source be less than the diminished capacity. For small signal-to-noise
ratios, the remaining useful capacity is only a? times the theoretical cap-
acity. From a different point of viéw, the transmiited power is only az times
as effective as the theoretical limit, and a corresponding increase in power
~might be utilized to regain the performance that would correspond to the ideal

use of the original power.

In the foregoing manner, it is shown that an arbitrary choice of a stan-
dard threshold will result in a loss of useful channel capacity. However, ’
the careful choice of an optimum threshold will lead to an efficient use of
all the system capacity if certain conditions are met as will be shown sub-

sequently.

To obtain more precise results than the upper limit express by V-8,
it is necessary to include all the conditions under which errors are recorded.
A message is correctly indicated when the threshold value is exceeded onlf by
the correct correlation output Wy and not by any other Wy . Any other com-

bination will result in an error.

Therefore, the probability of no error can be expressed as follows,

given for a fixed magnitude of received vector Zs
‘ K
P(no error /1Z1) = P(wo>anSAZN [P(w,< anS/izn)]". V-9

L.
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The probaﬁilities are given as functions of |Z) because it is necessary to
compare all W obtained by correlating the various possible signals with a
single received signal. The avérage probability of error is then obtained
as an average of the probability of error associated with each received |

combination of signal and random noise. Thus,

Ptno exror) = fo‘;o,(lzl_)dIZl P(no error /1Z1) . vV - 10

In V-9, the term in brackets is found ( in accordance with the

methods of appendix IV) to be given by

ans | _ w._;‘
P (W < anSN\ZI) =[w Teree © 2% dw , V- 11
or
i il T 4
P(Wn<an5/[Zl = TZ._TT.[;, e du’ . Vv - l;a

by change of variable.

The probability that W, exceeds anS is nof so readily expressed. How-
ever, a large part of the difficulty may be avoided as follows:
; S
@ o« "% 1 4
e "
Peerrory =1 — [ p,(znd 1 [1-Pap< ansfzill! "fmg Tar dv ] , V-12
: \Z :

v? '

N [;o(lZI)dlzl [P(w°<an5/lZ\) e Kf;‘r;F ‘4%-1:""’] ;

In V-12a, all terms involving products of the probabilities of individual

V - 12a

error are neglected, since in practical cases, each is very small, and

terms of higher orders of smallness contribute little to the true result.
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From V-12a, one may write

: e 3} __F

Perrory = P(w,< an5)+K£P,(IZ|HiZI_£ﬁ§'%d" g V- 13
The first term on the right in V-13 is the average probability that W, is
less than anS and no longer a function of |Z| . A study of the probabﬂity
- density distribution, P,(,), which leads to P(W,<anS) ig given in appen-

dix V. When it is introduced, the probability of error becomes

an$S

= ) i « -"2.
Pcerror) = | Pu(wo)dw, +K [ p.(Z)dIE fﬂ,ﬁ Tz%-"‘rdv . V-13a
- O a Iz]

In V-13a, _P,(lzﬂis of the type already frequently used, but stems from a

normal distribution with variance P =N + S.

The area of Pz(\‘\{,) is distributed about the average value nS, while
the standard deviation of the distribution is YnS(N + 2S) . Thus for large
values of n and for a somewhat less than unity, the first term on the right
of V-13a will be much less than the second (to approximately the extent that
K exceeds one). Therefore, the probability of error behaves very much like
the second term alone. Furthermore, the final result will not differ great-
ly from that obtained by substituting the average value of |Z| in the second
_integral, since this distribution too is quite peaked about its average value
{nP for large values of n. It follows that for n large and for a in the range

0<a<0.8 , one may write

- W
P(error) ~ KIQ-F,%S %’dv . V- 14

When the approximation used in equation IV-30 is applied here, there results

-43-
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*
K [F —3%F :
Pcerror) ~ 1573 (n_s e . V - 15

To gain still further insight into the meaning of this expression
(but subject to the conditions of K31 and 5<<N), other substitutions as
used in chapter IV lead to the result,

| T (- 5

The expression, subject to the same conditions discussed under the
inequality V-8 affirms the fact that the probability of error may be made ar-
bitrarily small with increasing T if the ratio of information generated at
the source to the theoretical system capacity does not exceéd the square of
the relative threshold coefficient a. This decrease of effective capacity is
made apparent by the appearance of a*C in each place that C appears in

IV-31.
B. The Optimum Threshold

As developed in the preceding section, the probability of error when a

threshold criterion of detection is used can be written

oo [ : S K
Peerrory = | - [ pazndi [ L ¢ Bove/zddwe][ [ RO, LV - 17

The density functions P(Wo/l) and B(Wy/lZ]) hawe not been used previously
in this paper, and merely represent the results of differentiating with re-
spect to the appropriate parameter of the probabilities P(w,»anS7421) and

P(wy< ans/ 1Z1) respectively. To determine the optimum value of coefficient

-44-
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a which leads to the minimum probability of error, P(error) is differentiated

with respect to a, and the resulting function examined for zeros.

'a%f’a'ﬂd’ == _[ . (1z1)dizi { [[ :n;%(wK/iZI)dWK]K[' B (&“5)]

oo g o
[ Lons P Otz T B i) Bl ¥ <18

which is zero if

ans

; o :
B @nS) [, B /) AW = Py (S K [ B(we/1zdWe , V- 19
Thus, a zero of V-18 and a minimum of P(error) occurs when

el = e li'fs B (Wo ATV dWo S

o Fa (Wi /1Z1) dWi

Since _ Py Wi/l ) is a modified normal distribution about zero mean
and Ps(We/ |ZI) - is distributed about a mean value nS, for all a between zero
and unity, the ratio of integrals in V-20 must lie between ;'.;: and 2. When n
is large, the peaking of the distributions leads to a ratio approaching unity.

Thus for large n, one may write

Ps(ans) =K Ps(ans) V-2l
One may make use of the fact that the variance of variable W, is giv-

en by nS(N + 25) while that of W is nSN. To a first order approximation,

if the p's are represented by normal distributions, V-21 becomes

ans -ns)* . __(anSY '
| e 'Lfgn (N"25) = K _‘___ e an V- 22
Y2Tn5(N+25) P __ '

or
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; (1-a}‘ns 2,5
I eI CEr 5 R B %4
TnN+2s © * = K{v € . V - 22a
From V-22a, it is evident that
(i-ay _ a*_ 2 NtZ
_—ﬂ__——___\nKJT‘:‘J V -22b

N+25 N nd

The solutions of this equation are

_ N N \2 N
a= "2"5':"- ‘J(ﬁ) +2__5'[I'f'%(2"'%‘)‘7\“"‘%(1"’%)‘“(!-\'%)_'V' _ 23

When n is very large, which incidentally is necessary if the normal ap-
proximation to the functions P3 and p, is to be valid, and for S/MN<<1,

the solution becomes

a = BLO+ S0+ RIK+)-1]
or
&éébsl-[%*.%lhl(]n V - 24a

When the indicated operations are carried out,
a =3[1+& K], V - 24b

Under the conditions of K>> 1 and those outlined before such that the

approximations ‘-'.._'F“F =¢'T and InK=H'T » V-24b may be written
| .|
a=z[1+E&] V- 25
This expression has appeared in slightly different form in the paper

by Golay( H ), and is the result obtained by all such optiniizations of small sig-

nals detected by the threshold criterion of detection. The important point

-l
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brought out by this result is that if one is to obtain the maximum use of

a given channel when threshold detection is employed (subject to the condi-
tions’ listed above for the validity of the result), he must adjust the thresh-
old coefficient quite close to unity. In fact, the difference between H/C and
unity must be approximately halved by the difference between the threshold
coefficient and unity for the optimum result. V-25 also illustrates the fact
that if a channel is to be used to carry information at a rate substantially
less than the theoretical channel capacity, a definite threshold exists for

which the errors are a minimum.
When the optimum value of a is placed in V-16, the result is

| e (-8
Pcerror) ~ fresq+E) € % ; V- 26

It is emphasized that expression V-26 is not valid for a very near unity,
(and.thus H/C near unity), but is significant, however, for H/C of the or-

der of one-half or so.

A further study of the effects introduced by the use of a standard
threshold for correlation detection can be made by postulating a highly

idealized system of the following type*.

A set of K + 1 vectors is arranged in n-space so that they are mu-

tually orthogonal. Obviously, n must exceed K. The radius of the hyper-

*This system and discussion is substantially the same as that appearing
in a Project Lincoln internal memorandum by the author titled "Cross
Correlation Thresholds and Channel Capacity"”, 9-10-51.
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sphere on which all K + 1 vectors terminate will be [X|= ynS. Under these
conditions, a random orientation of the vector system in a set of cartes-
ian coofdinates of the n-space will cause the coordinate values to be
measured by numbers which very nearly (but not exactly) follow a gaussian
distribution with a variance S. The coordinates are used to generate the

K + 1 possible message waveforms.

As before, one of these vectors (called ff'o) is selected and transmit-
ted, noise being added in the channel through which transmission occurs.
At the receiver, the received signal X, + Y is cross-corre_lated with each
of the K + 1 vectors 5(1, and the outputs used in arriving at a decision
about which of the messages was transmitted. An error will occur in all
cases in which the noise component added to 3{-0 is less than (a — 1) 4nS
' (in which case [Xof* + Sfo-_‘fé anS) or in which the component along any of
the K other vectors exceeds a4nS (in which case —X'K-—X.o + 3—{'\‘-? equals
5{“-? >anS), or any combination of these events. By the method of Appen-
dix IV, if the noise vector ¥ arises from a gaussian distz;ibution, we may
take the components along any of the coordinate axes, or along any of the
mutually orthogonal vectors as numbers, from the same gaussian distribution.

Therefore,

- -]

_ § aix K
P(no error) =f(,_,),le(Y)d? [_f, PY) av] g V - 27
-xl Cw _
= [l—[ia ‘P‘(Y)dYHl o W p(Y)dY]K' v-2a

The probability is the product of the probabilities of individual events

because the coordinates of the noise vector are independent.
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Since -fam P(MdY  should be quite small in practical cases, it follows

P(S\'?‘OY) = b= [l - fﬂioa_]tﬂ P(‘ﬂd\'][l ....Kfa.“l P(Y‘dY] . vV -28

Again neglecting terms of the second order of smallness, V-28 becomes

Pcerror) = f(,_a,,_,, PMdy + Kjam pdY V- 29

When the optimum value for a is substituted, (and large K and n are assumed)

the form of V-29 is

L 3

%] ' '%dv

P(error) ":.4 )rp ﬁe dv + L1+t p Ve © v -30

The approximation fr.; e ‘“=§[€ 2, valid for large Q,can be used here

when ng is large. Then,

-+ Q- %) nf
Perror) = F (TE-T)

) 1+ Pi) nf

+ g (o

But K has already been assumed large, and if S<< N so that i‘“?r-‘ic-'l', the

- VvV -31

expression becomes

- e_x;-c'r(l-%)" -;cT(l+‘é‘)+H‘\'
Peerrony = —rems (- &) f_c'T G+g&) » V-32

or

e'Tn-HY
P(error) = eT [l—( Y] e * = . vV -33

The expressions given by V-31 and V-33 are valid only when the

B
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threshold coefficient is optimized (and subject to the conditions listed).

A comparison of these with IV-30 and IV-31 reveals two differences of pri-
mary consideration. One of these, the fact that the ratio S/P appears in
chapter IV while S/N appears in the results just obtained, is easily explained
by noting that P = N + S includes the variation of the magnitudes of the signal
vecfors. These vectors were of fixed length in the example just given. The
other difference is the presence of the squared factor (1 — H/C) in the case of
threshold detection while only the first power of that factor appears in the
case of maximum correlation detection. This means that for the same condi-
tions of noise, capacity, and information rate, considerably greater delay

is required in the case of threshold detection to obtain a given probabil-

ity of error than when the maximum correlation criterion is used.

=50=
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VI. NOISE IN THE AUXILIARY CHANNELS

Up to this point, the systems considered have begn those in which
some auxiliary noiseless channels have been utilized to make the set of
possible message waveforms available at the receiver for cross-correla-
tion with the received signal. Such systems are, of course, special cases
of a more general class of systems in which the auxiliary channels are also

disturbed by unavoidable additive noise.

The prime effect of such disturbing noise in the auxiliary channels
is to introduce some doubt as to precisely what it is that is being sought in
the cross-correlation process at the receiver. An additional uncertainty
remains after a message has been received and the correlation outputs ob-
tained over that present when the auxiliary channels are noiseless. Because
of this greater uncertainty, it is expected that the decisions made on the
basis of these correlator outputs will be more frequently in error than when

the noise is absent. This is found to be the case.

As in the earlier systems discussed, here it is considered that the
message 3'(0 has been transmitted through the intelligence channel in which
noise Y is added. Also, the set of possible messages fk are transmitted
in auxiliary channels in which noises 'S_Ehk are added. It is assumed that th.e
noises ?k’ (k+0) are independent of noise ?O‘

At the receiver, -Zb, the received signal, is cross-correlated with

i .
e

each of the set of Zk waveforms representing the corrupted versions of the

f:oss:lble messagé waveforms. The outputs resulting from the correlations

— PECLASSIFIED



are made the basis of a decision about which of the meséage waveforms was

trangmitted.
At the receiver, the correlation of Z with Zk will yield
2.2 = (B+0)- (G +T) V-1
= Xo X +Y- (N +¥e) + %, Vi . | VI-1a

_ If the signal-to-noise ratio is p in the intelligence channel and
S

Ny

in the correct correlator output while zero is expected in all the other out-

in the auxiliary channels, there will again be an expected value nS

puts. Geometrically, as illustrated in Fig.6.1, the components of _Zbkwhich

Fig. 6.1. Vector model illustrating noise in the auxiliary channel.
fall along Z will follow a gaussian distribution with variance S + Nk =Py,
except when k = 0. For simplicity, all Nk are considered equal is the dis-

cussion following.

Let P,(Z ) be the distribution of the components of '50 along Z. Note

that Z, corresponds to Xz of the systems discussed in chapters IV and V.
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When the criterion of detection is that of maximum correlation, the

probability of error takes the form
o 4 3 IR
Pterrory = | ‘_[m Ps(22)dZ, [_[w p(zdz ] 5 vi-2

where Z' is the component of Zﬁk along Z. Z, is of course the component

el i
of Z0 along Z.

Maximum correlation is used as an example for comparison with
earlier results. It is evident that the contribution o the output from the
correlators which do not correspond to the transmitted waveform will be
a function of the signal plus noise power P’ rather than the signal pow.'er
S alone. This is true independently of whether the criterion of detection
is that of maximum correlation or exceeding a threshold. Consequently
the final result obtained for noise added in the auxiliary channel can be

extended readily to threshold detection by analogy.

The distribution TPS(ZZ) is peaked about its average value in much
the same manner as '.Pt(Xz). This average value may be obtained as follows:
The expected output is nS. The average magnitude of 2“0 is AnP . Thus,

i ik 4
and Zz are not independent, for large n, the distributions of

although ZO

these quantities are sufficiently peaked that to a good approximation,
S .
ave. Zz =‘,% —“SF% - vVi-3

The behavior of the probability of error, again under the assumption
of large n, may be obtained by evaluating VI-2 at the average value of Zz .

Therefore,
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Pterror) ~ K [ T—r‘ dv, VI-4
F
MM &

n
K .‘f_.._ﬁ”’ ~ 2PR,

Again use is made of the approximations for p<<1 and K> 1 which

are respectively, ¥np=C'T and InK= H'T. VI-4a becomes

-Cc'T H/c)
F’(error) ZW r ( ’ VIi-5

T{—F—h e-,'%u(l %‘C) ' VI-5a

Note that for Nk = 0, %k = 1 and VI-5 reduces to the result obtained

in chapter IV (see IV-31). Furthermore, to obtain arbitrarily small proba-

bility of error, with increasing T, it is indicated that the ratio H/C should
be less than the signal-to-noise ratio in the auxiliary channels. The appear-

ance of—%— C! in each place where C' appears in IV-31 indicates that the ef-
k

fective system capacity is% times the theoretical capacity. It may be ex-
k

pressed by stating that communication is possible, relatively Speakmg, to

the extent that noise is absent in the auxiliary channels*.

*It is suggested that transmission of the "code book”, which is somewhat
akin to learning, must be accomplished perfectly if the information pre-
sented in that code is to be transmitted at a rate equal to the capacity of the
channel. Also, since it is evident that some form of auxiliary channel must
be used for what amounts to code book transmission, the total equivalent

capacity can never be utilized perfectly.
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VII. THE EXPERIMENTAL STUDY OF PROBABILITY OF ERROR
A. The Modified Theory for K =1

In the experimental verification of the theoretical material presented
in this paper, a relatively simple physical system-physieet system was
constructed. In it, one possible message waveform is generated in the trans-
mitter and sent.through an auxilliary channel to the receiver. The waveform
is also sent through the intelligence channel, modulated in an on-off manner,
and in the process of transmission, disturbing noise is added. A simplified
block diagram of the system is shown in Fig. 7.1 and a detailed description
of the actual system foliows in a later section of this chapter. The system

-allows for the possible introduction of a disturbing noise in the auxiliary

[P 1

t Transmitter Noise Receiver

channel also.

Y

(Aux. Channel)

Fig.7.1. Simplified block diagram of the binary choice system.

It is understood that in this system, K+ 1 = 2, or K = 1, the altern-
ative signal to the waveform generated at the transmitter being a zero or null
waveform corresponéling to the key-up position.' In the experimental system,

the on-off indicator at the receiver operates to indicate "on" whenever a
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- pre-set threshold is exceeded by the correlation receiver.

| Certain simple modifications of the analysis underlying the general
case for large K are required to theoretically describe this NOMAC system.
Here, an error is made when either the correlation for the key-up position
exceeds the threshold or when for the key-down position, the threshold is

not exceeded.

Let the threshold be set at X*, On the average, the probability of

error is given by
P (error) = P (on) [P(z+Ix1Y, <x*)] + Pty [Py, >x*)] . vm - 1

This equation can be expressed as the average over all ]X] of the prob-
ability of error when |X]| is fixed. Thus,

g ,J’- . ',1
- ® o W, o ZNIE -
P (error) = [ RaxDdixi [F(on)&,_x. R4+ Pt'offlfx,%ﬁé"]. VI - 2

If the system is being used efficiently, the symbols "on" and "off" will
occur with equal probability.. Then,

8

[+« -

J2
o © 5 ZNN TN |
€
P (error)= -%f;ﬁfm)dlxl[ m!_x*éﬁﬂ\lm vy jx; YZT N IX) dﬁ] . VII-2a

A choice of X*, the threshold, is made to minimize the probability of error.

It follows that the solution of

'gz*l%érnn1 =0 ViI - 3

is taken for the threshold. A solution of VII-3 is a solution of
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(x[3- ) (X*)*
-Jzn'ﬂ‘m -3 V_*m e 2NRE VII - 4
‘or
2
Ix]%-x* = x*, x*- X" VII - 5
2 |

where |X] is fixed.

The threshold value as considered here is a constant and not a
function of [X|. To obtain that constant, X" is averaged over all |X]

and the result _n_§ is obtained. This is the constant value of optimuni
> :

threshold used. Then,

2

P (error) = f B (X)) dix) f _{.;Wi" VI - 6
or
P (error) = [ B (1XD) {% el‘f('%%rﬂ)}dlxl ; VII - 6a

The probability distribution function [:(]|X]) is the chi-squared

type discussed in detail in Appendix II.

If the substitution |X| = «41S is made, VII-6 reduces to a more con-

venient form (in which Stirling's approximation for r(n) has been.used),

namely,

P (error) = {%’[2"" e.%(.(‘-ﬂ{_li erf 1@}(:]& . VIL - 7

B 7w
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Erf(Q) is defined here as ‘J%fa e “dt. . Another form of VII-7,

using the nomenclature of Fano reads,

P(error) = @[Z"“' E-_g(“a-') [Lerflma}d= .  vm- 7a

The argument of the error function is then the square root of the modified

ratio of the signal energy to the noise power per cycle.

Curves of the probability of error for several typical values of

time bandwidth product and signal-to-noise ratio are given in Fig. 7.2.
These results were obtained by numerical integration of VII-7, and the
method as well as tabulated results are shown in Appendix VI. The prob-
ability of efror is see1-1 to be primarily a function of the product np, and
is plotted as a function of that parameter in Fig. 7.3. Over the range of
values of np for which the plot is given in Fig. 7.3, the deviation from the
single line is less than the line width of the curve for n = 1000 when n =
100 and more. The Sep'arate curve for n = 10 is shown where its values

differ from the other curve by an appreciable amount.

When it is recalled that np represents the signal-to-noise ratio at
the output of a correlation detector (as well as the ratio —5—5: ), the significance
of the fact that the probability of error is primarily a function of this output
ratio becomes apparent. It justifies the assumption that the noise component
of the output signal. is gaussian, because the curve as a function of hp is es-
sentialiy that approached by VII-7a for n large, which is in turn the error

function evaluated at a = 1. The error function is, of course, expressed
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in terms of the gaussian or normal distribution.
B.. Description of the Equipment

In its physical form, the equipment required to investigate the
validity of the theoretical results consists of five panels mounted, to-
gether with power éupplies on a siflgle relay rack. In addition, the *
Davenport probability measuring equipment( 3) was used to make actual
measurements of the results experimentally. The complete ei:perimental

set-up is pictured in Fig. 7.4.

On the relay rack containing the NOMAC system, (at left in the picture),
are mounted from top to bottom the following: low voltage power supply, ran-
dom (noise-like) signal source, side-band generator (lransmitter), the simu-
lated channel, the correlation converter, the integrator-détector (receiver),
the channel noise power supply, and the receiver-transmitter power-supply.
The interconnections of components other than power supplies is shown in

the block diagram Fig. 7.5.

The schematic diagram of the random-signal source is given in -
Fig. A7.2 of ﬂppendiﬁ: VII. Essentially, it is a filter amplifier with a band- |
width of 5 megacyéles and. a mid-band frequency of 35 megacycles. The ampli-
fier, featuring an 8-pole Tchebyéhef frequency response, was designed and |
built by R. Price and Wm. McLaughlin of Group 34 of Project Lincoln. The
gain of the eight stages (6BH6's) is sufficient to amplify the thermal noise

and tube noise of the first stage to an output power of about three milliwatts
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of white noise into a 75 ohm load impedance. The noise output 3 megacycles
from the mid-band frequency is down 50 decibels or more from the level

within the pass band.

The side-band generator or transmitter is shown schematically in
Fig. A7.3. The signal input from the random signal source is mixed with a
5.35 mc. signal from the crystal controlled local oscillator. Separate two
stage band-pass amplifiers select the resulting side bands at 29.65 mc. and
40.35 mc. Each of ;:hese stagger-tuned amplifiers is adjusted to an effective
band-width of 2.0. megacycles, and fed through cathode followers to the simu-
lated channel. The resulting side-band spectra have rounded corners so
that the transition from channel noise to channel plus signal noise will be a
smooth fu.nctibn of frequency, and thus less apparent to an unfriendly re-
ceiver.

The simulated channel consists of attenuators for the two signals and
for the noise added in as the corrupting or disturbing noise. Also, an adding
circuit is used to obtain the sum of the proper aﬁmunts of random signal and
contamination noise. In the first part of the experimental Woi'k, the 40.35 mec.
signal is connected directly to the correlator as the reference signal to simu-
late a storage process which makes a noise-free version of the signal avail-
able for cross-correlation. In the second part, noise is added in the 40.35_mc.
channel also, to simulate the conditions when both reference signal and intel-
ligence signal must be transmitted through a noisy medium. The schematic
diagram is shown in Fig. A7.4. The two sources of disturbing noise are modi-

fied radar IF strips, originally built for Radiation Laboratory. When operated

-63-



-DECLASSIFIED_
at full gain and with no input, these

strips have a noise output of approxi-

Random mately one volt.
Signal
| . The correlation-converter
comprises a pair of wide band RF
Transmitter amplification stages, one each at
n n
o Y ¥ 0 29.65 me. and 40.35 mc., and a
i i
8 . Channel < s 6AS6 used as a multiplier. The
e e '
' I 1 choice of the 6AS6 was made because
the same bias on grids one and three,
Correlation
Converter namely —2. 5 volts, places the tube in
1 an operating range leading to a mini-
- mum of distortion in the multiplica-
Beceiver
tion process. Thus the biasing prob-
lem was simplified. The output of
Fig.7.5. Blockdidgram of the .this tube is fed to a two stage 10.7 mec.
experimental system.
- IF amplifier using conventional com-
ponents.

The frequency of the IF amplifier is chosen as follows: When the
signals at the grids of the 6AS6 are n,(t) Cos [w,t + (t)] and n,ct) Cosfunt + 6,0 |

the product wlz(t) is given by

Yo (8) = N, (81N (6) 3 {Cos[(wa-w)t +B,68-6,0)] + Cos[(w st +a;t"€f4b;ﬁ}m«

Now if n, and n, as well as the phases 6, and 92 are independent (n,(t) and

-64-

-DECLASSIFIED



— DECLASSIFIED

n,(t) have zero average), the average of n is zero and the phase of

172
the term at frequency “_fﬂl - Wz is random. However, if n, =n, and

61 = 92, there .is no random phase in the difference frequency term and

the product ﬁl(t)z has an average proportional to the power (or variance).
Thus, in the experimental model, an output of the multiplier at the differ-
ence frequency of 10.7 me. should occur whenever the two side bands gener-

ated in the transmitting process are applied to the two signal grids. Fig.

A7.5 is the schematic diagram of the correlation converter.

The schematic diagram of Fig. A76 shows the integrator-detector
is merely a double conversion superheterodyne receiver using a crystal
controlled oscillator at the first converter and a Collins type TIUE-IS oscil-
lator for the second converter oscillator. The IF frequency is 455 ke. and
with a crystal filter at the same frequency, integration bandwidths of the |
order of 80 cycles are obtained. In the broad band (crystal oﬁt) positimi,
the bandwidth is 4, 000 cycles. The former bandwidth is typical of the re-
quirements for teletype circuits, while the latter is adequate for speech com-

munication. Filters, as integration devices, are discussed in Chapter VIII.
' C. Discussion of Experimental Results

An examination of equation VII-2a and VII-6 reveals that for the con-
ditions imposed, the probability of error for ''on-off" signaling is the same
as the relative frequency of errors in receiving only on signals, since the in-

dividﬁal integrals contribute equally to the probability of error. This some-
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what simplifies the experimental procedure in that measurements or counts
made with the signal present in the intelligence channel can be taken as the

desired probability of error.

The probability distribution analyser developed by W. B. Davenport,
Jr. was used to count the relative number of times the output signal exceeded
the threshold value which was set at one half the average output value. The
difference between this relative count and unity was taken as the experimental

probability of error.

' Curves were taken with the signal-to-noise ratio at the input as the
independent variable and various values of the signal-to-noise ratio in the
auxiliary channel as a parameter for the two values of bandwidth ratio. When
the auxiliary channel signal-to-noise ratio is infinite, the measﬁred values
of probability of error should check the theoretical probability of error as ob-
tained by numerical integration and presented in Fig. 7.2. When noise is
added in the auxiliary channel, the effect as predicted in Chapter VI should

be observed. This effect is to change the effective value of n.g in the intel-
S

ligence channel by the factor . This means the theoretical prob-

ability of error curves should be shifted by an amount corresponding to that

faxtor.

The curves shown in Figs. 7.6, 7.7, and 7.8 show the results of the
experimental measurements. Fig. 7.6 shows the probability of error measure-
ments made with the wide band filter. The value of n calculated for this filter

is 615 based on the equivalent noise bandwidths of the input (RF) and output
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| Flg 7. 7 Experlmental probablhty of error vs. SLgnalﬁto n01Se ratlo,---' ----- |
_ . narrow-band iniegra.nng filter- R SR
8 _
-31,700 (hoth cums)
Glauc ﬂ:heoretica.l curve :E'nr (ﬁ)avx -“" _
........... 6 " it R us
P(error)
j‘, i
_____ 2 i
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8 '
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\ ; : e e preliminary tests |
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: _ e HH — experimental ave. '
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b
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EFFECT IVE OU'I‘PUT S IGNAL TO NOISE RATIO ﬂP(:i-)aw- Decibels
Fig. 7.8 Theoretical and experimental results of prohablhty of
e |error as a functxon of effective np. ;
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(IF') filters. The measurements were made for probability of error less
than 10 % which corresponds to an output (post-correlation) signal-to-noise
ratio of about +8 db. This upper limit was established more or less arbi-
trarily because of the type detection used, i.e., envelope detection, after
multiplication and filtering. The level of 8 db. represents a signal peak
voltage to rms noise voltage ratio of about 2.5, for which thel number of ex-
cursions of noise voltage which exceed the peak signal voltage is of the order
of 1% if the noise is approximately gaussian, and the portion of time spent
by the combined signal and noise voltage in the curved portion of the detector

characteristic is correspondingly small. Fig. 7.7 shows similar results for
| the narrow band filter which has a measured n of 31,700. In practice, this
filter is so narrow that the drift of the crystal-controlled oscillators is a-
serious problem, and readings are difficult, since all tuning and levei
settings must be corrected before a count,and then checked for drift after the
count. For this reason, only one additional curve for noise in the auxiliary
channel was taken to show again the predicted displacement. It is to be as-
sumed that the effect shown in Fig. 7.6 would have appeared here also for

other values of auxiliary channel signal-to-noise ratio.

Fig. 7.8 shows the results of the earlier figure, plus some additional
counts, as a function of "effective np", where the effective value of hp is de-

fined as np(%-)aux. The composite theoretical curve is given for comparison

of theoretical with experimental results.

The s;pread of the points in Fig. 7.8 is attributed to two principal

b
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sources of error. The ability to match signal and noise powers was limited
by the resoclution of the attenuators, which ha& a range from zero fo 101
decibels attenuation in steps of one decibel. The accuracy of components
used in the attenuators was 5%, but in general the accuracy of any given

step was considera‘ply better than that. However, the absoluted error in-

troduced by the larger steps was observed to be as much as 0.4 decibels.

A second source of error was that of reading the meters used in
setting output levels. This proc'ess was made more difficult, since the out-

put signals contained noise with significant low frequency components.

The average of the observed results taken experimentally shows a
shift to the left of approximately one-half a decibel.. Perhaps the principal
contribution to this shift (amounting to some 12% ) was the error in measur-
ing the bandwidth of the input signals at the correlation receivef. In order
to avoid such possible sources of error as saturation in amplifiers and
Miller effect, the measurements were made at low level from the fre-
éluency response pattern appearing on an oscilloscope. Under this con-
dition, the noise output of the amplifier was comparable to the amplitude
of the response pattern. Consequently, the amount of error apparently

present does not appear to be inconsistent.

Still another source of error undoubtedly contributed to the spread
-~ of experimental results and to the relative- increase of the probability of
error for low values of probability. .The presence of high intensity radi-
ation from various sources (e. g., radar) in.and around the laboratory
was observed to cause distinct errors in the counts made by the prob-
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ability analyzer. An attempt to minimize these errors was made by taking
of counts at times when most other of the laboratory functions were closed
down. The errors due to outside sources were kept small enough to be
consistent with other experimental errors in the range over which measure-
ments were taken, but they were increasingly significant at very low prob-
ability of error, and in fact, set a practical lower limit to the range of

observation.

Itl should be mentioned that each point plotted represents an aver-
age of several counts, and where two or more points are plotted in Figs.
7.6 and 7.7 for a given condition, they represent readings taken on dif-
ferent days and under possibly different conditions of laboratory temper-
ature, noise level, and equipment adjustment. They are plotted separately

to indicate the reproductibility of the results.
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VII. RELATED TOPICS TO NOMAC SYSTEM DESIGN

A. The Effect of Non-Ideal Integration

The validity of the theoretical results thus far obtained is limited by
the accﬁracy of the initial agsumptions, as, for example, true gaussian am-
plitude distributio;ls, ideal short-time integratioﬁ, distortionless multipliers,
and rectangular pass bands. However, fhe effects of certain of these fac-
tors being less perfect than assumed can be .ascertained, and to some ex-
tent, quantitative corrections can be made. Since experimenters have found -
that most natural noise sources (thermal agitation, shot noise, etc.) do
have a gaussian amplitude distribution at least for amplitudes less than
about six times the standard devia.tion( "l it seems evident that if physical
systems are operated in such a manner that saturation and/or cut-off ef-
fects may be neglected, the assumption of gaussian noise seems well founded.
Congiderably larger differences occur, however, if thé integration method
(filtering) is non-ideal or if the multiplier used in the correlation process

introduces appreciable distortion.

To investigate the effect of non-ideal integration, it will be assumed
that a correlation output W results from the sum of weighted components W
Here, L _'xi.‘zi is a product component of the'type discussed in earlier chap-
ters dealing with the mathematical model. The weight associated with each

w.is h
i

& and the h's are constants and independent of the w's. Thus

n
W =%htwa ) | VIII- 1

. -chmssmzn -
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Obviously,- if all hi equal unity, the W resulting is that discussed
earlier under the agssumption of ideal integration.
Now,
W '-'E{ghiw;_} = gE{hLW[} . VIII-2
=W Zhi . VI -2a
L

Similarly,

=E [%hiwtjz"awi} , VII-3
= 2:.; hihj E{wiw} g VIII - 3a
but L is independent of Wj for i # j, so that one obtains
=72 hib (w2 & + (-8 w7 s
] L s 3 L 2 VIIIL -
where 6'i is the Kroneckerdelta.

B— F
From the knowledge above of W and W?*, the variance OW may be
obtained. Thus

o = We-W =X Thh (W & ro-sh W} vm-s
i
- W 'Zz.hthgw

- 2 _ . 2
= [W W\] Zh = o-\l‘!l ght VIII-6
Again, VIII-6 is seen to reduce to the case presented earlier when all hi

equal unity, i.e., ideal integration.

Since the errors in the systems considered here are caused by

fluctuations about the average value of the output, the ratio of importance is .

5 _ o B 6 T L,

W w Zh 'l_'_'J-Z'.h.,; W | VIIX -7

7
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because an r.m.s. value is never less than the average value. But the term
on the right is the result obtained with ideal integration. Thus, there will

be more frequent errors if non-ideal integration is used.

To apply this result, the probability of error expression IV-30 is
K o o 2
examined. Here, Prerror) Nﬁﬁe gﬁ . In this expression, S is OW and the av-
. i 2 —_—
. erage W is given by SE . If instead the values for YW and W that would re-
sult from non-ideal integration are substituted, the expression becomes
: 2
1IT" S (Eh)
Peecror) ~ ‘r"ﬁ’r S TR VIII - 8

A2
The ratio Zh:z appears twice and by definition will be the effective n.
Since n is twice the time-bandwidth product, the effective n is thus defined
in terms of ZYW(this W is bahdwidth), ‘where 7 ig the effective integration

time. It follows by definition tha

l
T = 2w VIII- 9

nS .
N

and S<<N, are used here as in chapter IV, the expression for probability of

—
"M
"“x.../

If the approximations 557 = C'T and InK = H'T, valid for K>>1, n>x1,

error becomes

| -C'T+H'T
Ptervor) ~ zy7ore € , VIII - 10

H
. - I -C'('-:'F)T("'(.;-)c)
Peerror) ~ @ eT © . VIII - 10a
: *

Here, %"-C’ appears in each place where C' appeared in IV-30. It is inter-

preted as a decrease of effective system capacity corresponding to the fac-
2
hi)
Zh
in turn is true gince the time devoted to signalling must be at least as long

tor -twhich will never exceed unity, since -+ is less than n. This

-T4d-
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ag the time devoted to averaging the correlated signal.

The integration time 7 can be obtained from the impulse response
function of the integration filter. One notes that the weights hi themselves
are values of the impulse response function at‘ time intervals aAt= :‘a‘w . There-
fore

~ Zhi =-Zh(‘f"ﬁ] , | VIII- 11

where h(t) is the filter 1mpulse response. Furthermore, Z h(’r‘) is given
' a.pproxﬁ:aately by .?.Wf ht)dt. Therefore, the effective integration time is

: gwen by - .
[zwf herdt 1% . [ her di

- B Dol Hrpolts 0%

T @v[Thwdt [Thatdt VII - 12

Equation VIII - 12 is based on the agsumption that h(t) is zero for all
t greater than T. This implies that T<T. Again, it is noted that for an
ideal integration function h(t) = 1 for 04__1:4T,' and zero elsewhere, T= T and

the result is that obtained in chapter IV.

The equation VIII-12 may be manipulated in the following way: the dif-
ference between the integi'al with upper limit T and upper limit should be

zero (or at least negligiblé);

Then ' [f hawdt]* _  H@*
4 T = VIII- 13
/: hwdt [ lHrwﬂ‘dw ’
or ' 2 Hm“

AT | VIII - 13a

This is obviously the reciprocal of what is defined as the effective or noise

bandwidth. Thus,

e '
T = &F VIII - 14
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The noise bandwidth Af is defined for double sided spectra (defined for-w<f<=),
Thus, the input noise bandwidth, since rectangular channelipassbands are

assumed, is 2W. This means

. 2w

~the ratio of channel noise bandwidth to integrating filter noise bandwidth.

This result is obtained from a different approach in reference (4).
B. The Effect of Distortion in Multipliers

The correlation process inherently implies multiplication, yet elfac-
tronic muitiplication of two time varying parameters is not easgily accom-
plished. Probably the simplest type of electrlbnic multiplication is that which
takes place in the conventional converter stage of a superheterofdyne re-
ceiver, and is the type used in the correlation-converter of the experimental

system. ‘

-

The firgt order aﬁalysis of tubes of the type used as multipliers is
that the output current is the prodﬁct of two quantities, a + £ 1('_1;) and b + f, (t).
._ The result is, of course, ab + bfl(t) +af, (1) + fi(t)fz(t). The constants a and
b as well as the components bf 1(1:) and afz(t) may be separated from the prod-
uct f l(t)fz(t) by bandpasé filtering, if f 1(1:) and fz(t) are functions dccgpyi.ng
distinct frequency bands. Thus, in view of the elementary analysis,. the con-
verter tube multipliers are as good as the filtering used to separate the de-

sired component from the undegired ones.

H'oWevér, a more general approach considers the effects of distortion
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in the multiplying process. In general, the time function of the output may

bé expressed by the summation

=& i g
¥ ) =§§ ayf, whw | T

The . .VJ{L‘J thus obtained is, for example, the plate current of the con-
verter tube to which f l(t) is applied at one grid and fé(t) is applied at another.
It is further assumed that the spectra of ltt) and fz(t) do not overlap. The
term yielding the desired output is that associated with agy aﬁd in partic-
_ular, one of the two sidebands, say that at the difference frequency, is iso-

lated by fﬂtering. Thus, the desired output is
Yact) = %‘Lf,m f.o . VIII - 16

The products of distortion that lie in the product frequency band
are the only ones which will lead to errors in the results. How these occur

and their relative significance can be obtained by considering as typical

functions thoge defined by fl(t) = le cos w‘tt f (t) = Xz cos wzt. VIII - 17
Then pf &
| =rat 2jK :
[COswt] =% € ka‘che 5 VII - 18
=0
and

R
Leosw,t]l” =75 € Listn€ VIII - 18a

From these, J_t[(zk_r)u,-f(ahﬂs)hh}&m =

Lcos w,t] [eos w,t]’ "’"'*? Z.Z, Gt » VIII - 18b
Now, if the filtering is such that only the component at frequency w 1-&:'2

lies within the pass-band, only those terms for which 2k - r = 1 and

P i
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2h - s = -1 will be passed by the filter. For these conditions,

I -
K=o B “h=3g VIII - 19

Therefore, the component at the difference frequency which will appear at

the output of the filter will be

C o | '
Yo ST cos(wimwat VII - 20
It is noted that Ezil ‘and -S—Z'-—l must be integers, and that consequently

r and s must be odd integers. Furthermore, because of the symmetry of

Cs-1_ Cstl
2 2

the given expression for greater symmetry. Thus, where the functions Cos 'Ult

the binomial expansion, s and the latter may be substituted in
and Cos W, t differ by a third frequency not harmonically related to either of
the other two, the expression for the portion of the product function appearing

at the output of the filter is

oo @ Cixt | Cay £y
%(t} = ZZ'&Q £ -—‘::HJ-‘ J% X:'X:_ Cos (w,—ij‘t " VIII-21
=1 j=I .
Here, xl and X, are the constants by which sinusoidal terms Cos 'ailt and

Cos @,t are multiplied, and the expression VIII-21 shows the contribution

of distortion terms in a converter-multiplier using filtering in the output.

As thus derived, x 1 and x, may be thought of as quasi-stationary co-

efficients. That is, x, and x, may vary with time if those variations are slow

1
compared to the frequency representing the filter bandwidth. Obviously, this

leads to contradictions if the signals being analyzed are limited in their fluc-

tuations by the response of the filter. However, the exact analysig is sufficient;'-‘;" %

ly more difficult to justify using expressions such as VIII-21 as a guide to

the effects of multiplier distortion.

Tl
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It is noted in passing that the coefficients aij‘ are related to the co-

efficients' of a Taylor expansion by fhe expression

Qi = T 3£l gﬁm‘ |t=t¢. VIII - 22

from which one obtains
& LE (h+t), Fitat)] = ag, + dafr+ Qpficr+ | yin-23

Experiments conducted by R.S. Berg and B. Eisenstadt (as yet un-
published) have shown that for a reasonable choice of tube operating point,
most converter tubes tested had contributions due to az; and a, terms

40 db. or more below the desired 241 terms. Higher order terms were

found to be appreciably smaller.

Therefore, it is found that -3—6.3, <.ol (-';.:a.,) , where the coefficients
4 and § are the values obtained from VIII-20. The numbers a;; are, of course,
those which might be obtained from an exhaustive analysis of the static char-
_ acteristics of the converter tube. It is further noted that the effective values
of the terms of 6! order are g%aj, ,{é.,,-and 3% a3 . Since thea's them-
selves represent sixth order derivatives of rather smooth tube character-
istics, they are quii:e small, and will be neglected along with all higher or-

-der tefms in the discussion that follows.

If it is assumed that the a;, and a3 terms are of about the same mag-

nitude, it follows that thé average output W is given by
P - 3 3
w = E_{iZ_;[XaYa + 383X Y, +Fa5X Ye]}_ : VIII - 24

From this, it is seen that forf‘_x and y independent, W is zero, but for
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x and y not independent, the average output of the multiplier is increased
by the distortion terms, and in particular, if x=y, the increase is about

dé:i4. The d used here is the measured distortion coefficient (r=131 + a13).

A case of greater interest, however, is that arising when y is the
sum of an independent noise and a part of x. Thus, y becomes y + ax. Here,

the ratio of (ax)*to Y* is the familiar S/N or P .

If the magnitudes of x and y are about the same, as is desjred in
practical cases, the substitution of these values into VIII-24 {for P<<1) will
yield

€ W enfsg [1+6d& a+4n) , VIIL: 25
where _'é-; is the mean-square grid signal voltage applied to the tube.

In a similar manner, invelving a good deal of algebra that is omitted

here, the variance of W is found to be _
Gy = n é;f"N[lﬂzdé';'(H%P)]. VII - 26

The ratio of the standard deviation to average output in the absence of
multiplier distortion is found to be ‘i% or. (‘%ﬂé -Here, it is seen that the ratio

: pa— L
becomes O = (oW (1 +12d e (1+%P)]Z
_ (}'u)actual" ’W’)\dea\ [l +eder(+5P)]

in which f<<1 and .8_5" is less than unity. Under these conditions, the effect

VIII - 27

of multiplier disﬁortion is kept quite small, and may be ignored in the final
results, at least where the assumption of reasonable operating point and

attendant value of d about 0.01 is valid.
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CONCLUSIONS

The results thus far given are summarized as follows: From the theo-
retical point of view, it has been shown that NOMAC systems are members of
a class of optimmum communication systems when the noise is considerably
larger than the signal. NOMAC systems deliver to the user of the communi-
cated information a choice made by the receiver from the set of possible |
transmitted symbols. The class is optimum in that the symbol thus chosen
i, with probability approaching unity, the most probable (a posteriori) of

the symbols that might have been transmitted.

The fundamental parameter limiting the performance of these systems
is the ratio of signal energy to noise power per cycle. Any combination of
bandwidth r#tio and signal-to-noise ratio leading to the same ratio %—% is
capable of substantially the same performance, within the limits of signal- -
to-noise ratio less than unity and bandwidth ratio much greater than unity.

In particular, small signal-to-noise ratio may be offset with large bandwidth
ratio, regardless of how small the former might become.

It is shown that if the decision made by the receiver is based on maxi-
mum correlation, for information rates not exceeding the channel capacity,
the per-unit-equi\focati_on may be reduced to any desired value by allowing
sufficient delay (coding time).

On the other hand, if the detection criterion is that of exceeding a
threshold, an equivalent loss of channel c;pacity is occasioned by an arbi-

tré.ry choice of the threshold. Even when the optimum threshold is used,
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delays gn order of magnitude greater than that required when the criterion

of detection is maximum correlation are necessary to obtain equ.ivalent amounts
of per-unit—eq.uivocation. The compensation in favor of threshold detection

is the reduction of equipment complexity in the receiver performing this type-

of detection.

An important disadvantage is connected with the results just given.
This disadvantage is the stringent requirements of synchronization and stor-
age associated with ideal cross-correlation, in which process copies of each
of the possible message waveforms are available for correlation at the re-
ceiver. If it is assumed that storage facilities do exist at the receiver capa-
ble of storing the possible signals, the ease of using random samples of noise
to represent the transmitted symbols is lost, and the problem of time synchro-
nization to enable correlation to be performed at the " T =0 ® point of the .

correlation curve is one of major proportions.

It is shown that if transmission of the reference copies of the pos-
sible signals as well as the intelligence signal is resorted to, there is a
loss of effective channel capacity (or effective ratio of -\—Eﬁf) corresponding
to the ratio of signal power to signal-phis-noise power in the auxiliary chan-
nel or channels. This use of auxiliary channels implies in addition, an ex-
penditure of at least twice the bandwidth used by stored signal gsystems. To
its advantage, the so-called "two signal system" is free of the synchroniza-
ﬁon problem, and makes possible the use of random samples of currently

generated noise for symbols.

An additional apparent disadvantage is the "self~noise" that results

-82-
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from the short-time auto-correlation of noise signals. It is only an apparent
fault, however, in that this componenf of noise is (1) small compared to other
noise for small values of channel signal-to-noise ratiop and (2) it is precisely
. specified by the knowledge of the waveform being co_rrelated (which is assumed)

and thus could (with sufficient equipment complexity) be eliminated.

One version of the stored signal type of NOMAC system has been sug-

gested by Fano( i

. Itis a variation of the matched filter technique of North,
Middleton, and Van Vleck, and seems sufficiently promising to merit further
investigation. This system apparently solves the synchronization and stor-
age problems simultaneously at the expense of somewhat greater per-unit-

equivocation. A complete introduction to the method is found in the refer-

ence (19) cited.

From the practical point of view, it is demonstrated that laboratory
models of NOMAC are easily realized in comparatively compact equipment.
This is partly a result of the use of converter tubes as multipliers, which
are shown to contribute insignificant error when properly used. Also, the
use 6f simple filters as integrators is shown to be feasible. While the per-
unit-equivocation is increased by the reduction in effective integration time

_ (deléy) when filters are used to perform integration, it is felt that the dis-

advantage is compensated by simplicity of equipment.

Much remains to be determined about the properties of NOMAC and
related communication systems. It is recalled that all the results reported

here, theoretical and experimental (as far as practicable), are given for but
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one type of channel disturbance, that of additive white gaussian noise. How
these systems will behave in the presence of other noise effects, or when
subject to multipath propagation reinains an important problem for further

investigation.

Also, a detailed study of combinations of various modulation methods
and raﬁdom carr:}er signals is recommended. .For example, a frequency-
modulated random carrier* has been tried in the lahoratory'with considerable

- success, and obviously merits extensive investigation to determine its appli-

cability to secure voice communication links.

WSuggested by R. M. Fano, June, 14, 1951
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APPENDIX I. PER-UNIT-EQUIVOCATION AND PROBABILITY OF ERROR

If Hx represents the entropy of the information source and Hx /y is
the equivocation or remaining uncertainty inherent in the channel, the
per-unit-equivocation is defined as

Hx/vy

PUE ="H, . Al -1

For systems of the type considered here, H = log(K + 1). The

equivocation is given by (see Ref.5)

Hx/y = -—g. Poy) 2; P(x/Y) l09 Poxm) Al - 2

Expression AI-2 is interpreted to mean the average over all received signals
of the uncertainty represented by the a posteriori probability distribution

following reception of a signal.- For the purposes of calculation, the a priori

probability of any one of the possible symbols is taken as 7 _}_ T - The a
posteriori probability of the indicated symbol is (1 — p), where p is the
probability of error, and the a posteriori probability for each of the remaining

K symbols is taken as p/K. The equivocation then becomes

Hoy = - LQO-Pllogi—p) + plog £ ] AT -3
The resulting expression for the per-unit-equivocation, which is the

upper limit that can be associated with any given probability of error is then

_ p-Dlog(i—-p) = Plog—P—'
RUE. = logK+1 B . Al - 4

L
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An expression for P. U. E. when p becomes very small (the practical

case) is as follows:

pplove tloak g

RUE, = log K+1 Al - 5a

Tabulated below and plotted in Fig. Al.l are typical relations between

P.U.E., p, and K.

TABLE Al - 1

PER-UNIT-EQUIVOCATION CORRESPONDING TO PROBABILITY
OF ERROR WHEN RECEIVER CHOOSES MOST PROBABLE
MESSAGE AS MESSAGE TRANSMITTED

K+ 1 2 Iy 32 128 1024 1048576

log K+1 1 2 5 7 10 20

P
0.5 1.0 .B77  .695  .6L3  .600  .555  .500
1o © haTp 3.1kp  1.93p  1l.6Tp Ll.47p 1.235p P
1073 8.1p L.8Lp 2.61p  2.,15p  1.81p 1.l1p P
e 11.0Lp 6.31p 3.20p 2.5Tp 2.10p 1.55p P
1= 1h.72p  8.15p  3.93p  3.10p 2.47p L.7hp P
dor® 18.00p 9.81p  L.60p  3.58p 2.80p  1.90p P
10™° 21.30p 11,l5p  5.26p  L.0Sp  3.lp  2.07p P

-86 -

P DECLASSIFIED



e

(s0230)3

1=PT - 501 0T

=0T gt 9.0T

£20T =1

HOHYE d0 AL TI€EVE0dd
"HA

NOI ZYOOAT NOH-LI NO-HHJ

0T

- 0T

T-01




- DECLASSIFIED

APPENDIX II. THE D]STRIBUTION or VECTOR MAGNITUDES

. Given: the probability density distribution for x, namely

x?..
;i | _,
p(x) = fzws € . Al - 1
Now |X|* =Zx, so that, if
_xd
/ 2 _ e 25 >
P (%) = ZyXZy2ns 1 All -

and, where ;ﬁt) is the characteristic function related to the distribution,

Pty = /;, g p(x7) dx® | AII - 3
. [r-z2istT7% AII - 4

then |
gty = [Pwl” = [1-2ist] %, | AII - 5

; ;
and e (IXI*) =J'1f./; lm bt dt. AII - 6
' 21x1"”" e’J}g:L

R0 = Tsym Ty | KR -

The distribution AII-7 may be derived in another way which reveals

significantly what is involved in p_(|X]).

First, the probability density distributioh for a given point in

n-space is given by the product of the probability density distribution for

L ORI
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each of the cartesian coordinates (the coordinates are independent).

Thus,

P'(X) = P(X)) B(Xp) +-ene p(X) , Al - 8

| — [Xexzexnl
- ()t ™ , . Am-9

= -:u[s)'z e " ' AII - 10

In AII-10, ]X]z is the squared magnitude of the distance of a
point X from the origin, and the probability density of the point is seen .

to depend only on this distance.

The probability density distribution for the distance IX] is the
integral of p”(X) taken over all points. that lie distance IX] from the origin.
Since ]X| is constant in_.the integration, po(]X]) is the surface area (n — 1
space) of the hyperspbkee: of radius |[X| times p”“(X). The surface area is
in turn the rate of change of the volume of the hypersphere with respect to

the radius at tha.t_vélue of radius.

The volume of a hypersphere in n-space can be obtained as follows:

LUNIPY [ ix-E5F
Vi (i) -“-“f,,‘dv = 2"[ d‘?.f dg, .[ ddp . AI - 11

2 o 2
Let 0; = m‘—Zf,’f , then ¢, =(xI* and

J
%R % % v
Va(ixi}) = 2“_{ dg,f; dtj,_ * "[ dt,‘nﬁl[ d;‘n . ATl - 12

-89~
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Tn <1
Vo = Zn.[ dgl[ dg, * ° .[ Vo gt J;n-l v AIl - 13

a3
But _{ (Oit-fnf.)id;,,-, is recognized as the Beta Function i‘ai:\\gﬂl,%) .

«
Generally, [ (x*=~ p*)

913

kyo = ,zu_q—%-ﬁy(%%&)_ Therefore,

-r i I % Gt e :

n '&) (%]f £ dqz P oo (d-r':i)q'ds'm..ﬁr[ - 14

so that when carried out to r = n - 1,

"' 1@ _n

Vn('*')=2‘—|-v—('_ﬁzz)"°ﬁ - AIL - 15
. i |
o mEN"
= %F('Q_‘) -. _ All - 16

The surface S_(]X]) of the hypersphere is thus readily obtained

as
' : n/2 n—1
Szt x|

AIl - 17

and the product of AII-10 and AII-17 is
. % g el Ay
_ 203 e

BOx) = (g) (2_“5)!;; ’ Al - 18

e
_2xi"e?
- (29)% rey - AT -7

Some of the properties of this distribution are as follows:
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| 1
= _F'%*):}_{g . | ATl - 20
Dm Elx] =4S, ATI - 21
_!2.‘55'."
- n+l _ ‘ \ :
ELx] = [2ogmrm—dW = mmmgle) " Tas)], an - 22
=nd . AIl - 22a
2 . r!fﬁ) 2 5
T =ﬂ5"[ r'(&)"'z_s'_] <5, ATl - 23
If Stirling's approximation is used for {{(n) and one examines
L)
°\¥ns’
there results the expression,
) - Eay 2
R(ﬁ-—;) - H(m = ] ATl - 24

which is valid for n of the order of ten or higher.

One notes that for |X] =4nS, the value of the density distribution

function is E and that the variance of the distribution behaves as-ﬁl— .

Therefore, the distribution function behaves somewhat like a unit impulse’
function at J%L 1. The distribution is plotted for a few values of n in
Table All-1.
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TABLE AIl - 1

NORMALIZED PROBABILITY DENSITY OF VECTOR MESSAGE

n=3 n =lo n =100
&= w6 ic-3h ) B G
0,01 0.043 0.50 0.965 0.81 2.26
0.25. 0.805 0.90 1.830 0.90 452
0.667 1.070 1.00 1.783 0.96 5.52
1.000 0.977 1.20 1.490 0.99 5.66 .
2.000 (0.438 2.00 0.271 1.04 _5.35
4.000 G.043 1.10 4._29
1.21 1.96
R
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NORMAL IZED PROBAB ILITY D ISTR IBUT ION

e OF VECTOR MAGHN ITUDES

é

i

Nn=100
L
3
0 0.4 0.8 1.2 1.6 2.0 2.l

e

Fig. A2.1. Probability distribution of relative amplitudes
of vectors.
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APPENDIX III. PROBABILITY OF ERROR: ADAPTATION FROM S. O. RICE .

Eguation (4-12) of S. O. Rice's article "Communication in the Presence
of Noise - Probability of Error for Two Encoding Schemes" is given as (in the

nomenclature of this paper)

P(no error) = P{( Dy, Dz,D05, << Dxk>Ds )

-___-["dtZIfétvl pazLivy L1 - Payiznl® AITE - 1

In his appendix I, Rice gives as an approximation for P([YI ; ]Zl) the expres-
‘sion
2
M
L (9 o 2G%*
Py, iz1) Nﬁﬁ(#)e 2 ATII - 2
z —— —

where 0 =E[P-DI* and HM=D-IYl | This expresses the probability that any
one distance ("D" above) from the point Z to the point Xk be less than the magni-

tude of the noise vector Y, under conditions of fixed |Zz] and fixed IY[ . The

result is then averaged over all magnitudes of Z and Y.

An approxiination for the probability of error results by taking

1- P(D,,0.,0s,"" D> D)  which for small P(error) is given approximately by

oo w
Peerror) = K diz) [ divt pazi,ivd Paviizny . AIII - 3

As n increases, P(]Zl > ]Yl) approaches an impulse with all significant
contribution to the integral in the vicinity of ]Z] =nP and ]YI = nN . Evalu-

ating the integral ai these values of IZ] and IY] yields a rough approximation

Y s
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for the probab‘ility of error, namely

}_—"2.
K (—-j‘:"’- e— 205" :
Peerrony ~ 7 \ @ . ATIT - 4
The variance .O'Dz defined earlier as the mean square difference of the dis-
tances D, and their mean is given by Rice in terms of |Z], but when evaluated
at the average |Z] equals 2nS(S + 2P). Rice gives u in terms of |¥]. Again,

if evaluated at the average | Y|, the resultis & = D —IY| = n(P +8 +N) =2nS.

For these values, the approximation reads

ns . -
K ( S42P ) ~ §42P :
Perror) ~ o N ans )€ . AIII - 5
Where 5<< N, this may be written even more approximately as

nS
T —_w ’
Pcerror) N?E—E'Uns e - . AIIT - 6

Thig expression can now be written in terms of the approximations

S o _ HT
BX = CT forS<<Nand K= €. for K> 1. The result is then

i —C'T"(!"‘%)
Plerror) ~ ayReT € y . o AI - 7

and is reasonably valid for very large n, large K, and large noise-to-signal
ratios. The first two conditions are the same as those introduced by Rice
for the validity of his probability of no error expression. The third is added

to show the similarity of his results to those of chapter IV.
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APPENDIX IV THE ARBITRARY ORIENTATION OF THE VECTOR FIELD

Let the set of possible message vectors be set up in a matrix [5,«.,.,]

The subscripts indicate rows and columns in that order, where the vectors

are arrayed by rows, their coordinate components by columns. Thus,
i XOI Xo:, * = XQn
X Xz . * Xin
[S"*"“] - . L AIV -1
Xk Xk * ° = * Xgn

" It is assumed that this matrix is known to both the transmitter and re-

ceiver, and the transmission of a message is represented mathematically as |
) e

the selection of one of the K + 1 rows (arbitrarily, the XO vector), and adding

another row matrix Y, to this row and delivering the result to the receiver.

The resulting row matrix is,XB, o R ST A 4

—f——
is designated by Z] and at the receiver, the operation of [Sw,n post-multiplied

The transpose of this matrix

by Z] is performed. The resulting column matrix of K + 1 rows is designated
by W] . The receiver chooses which of the vectors in the W) matrix was most

probably transmitted according to the values of the elements of W] . The opera-

[SK-H,n] Zd = [We]=w]

Next, one takes a unit orthogonal transformation [Amw)such that the

tion is

ATV - 2
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-
vector XO is transformed, for example, to lie along one of the coordinate axes,

arbitrarily the first. Then

[Sm,,] [An,n] = [SL+.,n] ) AVI - 3

1} n -
In this transformation, it is apparent that iZ_'i Xoi @i = IXo|  while

" . : Ands s where L1
z Xoi 351 = O . + ). Further, the sum _?_:l dv¢idg = Os where Qg is the e

=y

x .
Kronecker delta. The set a, of elements will be dui= 'l'x:;_ while the values of
the other elements of [A] are determined by the orientation of the vector field

about the first coordinate axis, which is arbitrary.

Obviously, o —
S BTG = o], v
in which
["’"‘*"‘]-l = [A***"""]é e = | AV - 5
But lgol
[A""‘]tz'] B o + [A"“ L[Y]t " | AIV - 6

Since _Y' is chosen at random in the n-space in the first place, it might

well be chosen after orientation, and thus one may wright Yn] for [A“'"L[Y]t

-97-
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- Then the final matrix

1%l ¥
’ 9 Y’_
[Wmul] s [Slr-ﬂ,n] B AIV - 7
e n
A closer inspection of the structure of [S:m,n ] reveals the matrix
below. . _ :
Mol © « ¢ - O
X Xo + o+ v Xin
[S;a-!,n] = YRR iR % R . ‘AIV - 8
| X K s o K -

The X';j 's are also randomly oriented in n-space so that they fit the same

probability density distribution after coordinate rotation as before.

In a similar manner, one might choose [An a ] to reorient the vector
field so that _Z': falls along the first coordinate. In this instance, the combina-

tion

while the combination

P

x:l xc_:;. - N & x:n
x:: x:‘;_ L] - L] x'{“
[SKﬂln] [Aﬂ'n] = L . . . ¥ :rﬂ G AIV _ 10

L " &
[ X X2 o e X|

Again the numbers X{; for 1#0 are from the same density distribution after -
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coordinate rotation as before. Therefore, the result finally obtained is given

by . -
X

&

[w.m, , ]=l'z.l ’f"

L X,
The result indicated by the matrix W] is the same as that indicated by the

column matrix of components of the vectors in the Z direction, and thus a
decision based on the values of these components is equivalent to one based

on the elements of W] .

-90.
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APPENDIX V. THE PROBABILITY DENSITY FUNCTION FOR
CORRECT OUTPUTS

The correct correlation output for any of the systems described in
which a noise-free version of the reference signal or signals is available

to the receiver has, by arbitrary labeling of the results, been designated

WO" This value is given by
2. > =
Wy =X " +X,.Y | AV -1
or
W, = ]XOI[]XOI + Yl] . AV - 2

where the methods of Appendix IV have been used to reduce the dot product

of AV-1 to the single algebraic product in AV-2.

The probability density distribution function of outputs WO is
designated pz(WO), and can be expressed by .

!No-lhia)
- 2

PaWe) = Pu (iel) dikel TER—TRT . AV -3

The exponential expression of AV-3 is simply the gaussian distribution
function with average’ IX{}!2 and variance N|X0]Z. Thus, it is the con-
ditional probability function for the value ]XOIZ + |X41Y, in AV-2 subject
to given (fixed) |X0] . In AV-3, pZ(WO) is obtained by averaging the con-

ditional distribution over all |X,].

' If the expression for pO(]XOI) is inserted in AV-2, it becomes

12 (Wo — X}

2 | Kol @ M
F. (Wo) =[ {'23)?:'J 1'(9) ‘RN Wl dixs) . AV - 3a

R o
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which can be simplified somewhat by letting |X,]|% = «. Then

Y2
w D3 —‘Eﬂ- %ﬁm)
R i P AV - 3b
BWo) = | —mm @oye rgy 9%

The expression given by AV-3b can be integrated into a comﬁliéated
expression involving modified Bessel functions of the second kind. How-
ever, the characteristic function is more easily obtained and can give a
grea‘tt deal of information about the probability distribution in an easy

manner. Thus,

¢2.(+-) = ._fm erﬂt Pﬂ..(wo) dwo AV - 4

i - _ W “‘Ko! !?.-
= Jw,t 2N
= L B(‘Kol)leol[w s ,J_;L‘“—Wd‘ﬂk AV - f}a

Let (Wy— |Xp]%) = y . thendW,=d¥; Wy=4+ X%

a
@ It % vt e"a!rﬁm*l-
Falt) =[ Pa (1Xol) dixel € ._/; € de y AV -5

_ e jiiet - N

= [Bandd € € , AV - 5a
P +NE_5t)

=-£ 9% T(D) vl AV - 5b
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The last expression can be easily integrated. If a is again substituted

for |%,]%, Wi
et a4
¢2 (t) =-[ (25t T(2) dw ’ AV - 6
so that
_ | _[ ¢ ] S
) = @EVETE LT 5 O AV - 6a
= [ +5Nt"—235‘t]-% . AV « T

From this characteristic function, one may find the moments, and
from them obtain a reasonable approximation to pZ(WO) in normal form.

For example,

— _1d \ — (=N 4 .. - .
W, = J af(ﬂa.(t) t=0 = (Ej‘)[l"'SNt -stt] (QSNt'ZJS)ltﬂ) , AV -8

= Y\S e AV = &8
" -og2 | '
W2 =- BT[(#-&-SNt"-Zsst) (ins —nSNt)Hfm a¥ ~ R
_1_1_;1

< Nt
= - {22 (rsntr-2j5t) 7 2n)(SNE -JS)+(1+sNE-25) 2snl, 7 - o

AV - 9,3
= n S (n+2) + nSN AV - 9b

From the knowledge of .\V(; and WOZ » the variance can be computed

as

Gp = nS'(n+2) +nSN - (nS)* AV - 10
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T, = nS(N+25), A~ 1

Therefore, inasmuch as P,(W,) is the average of a gaussian distribution
with varying average and variance, one may approximate it with the

normal dens ity distribution function,

; = We — nS)%
_ ' i . 2n S (N+25)
Pz,(Wo) = fZTus(N+Z5) e “

AV - 11

This expression is valid chiefly over the bell-shaped part of the curve,
and a more precise knowledge of pZ(WO) is required for an accurate know-
ledge of the function along its skirts. Returning to AV-3b and rewriting it

slightly, one has

' o MR - MesAMem et
i oc e 3
'P-g(WO) = -[ @5 (%) dx | AV - 12

o fm a2 _t(if“!%.)-i%{-;’fdm.

SERTE) o X . € AV - 12?

To evaluate the last given expression, reference to G.N.Watson's

"Theory of Bessel Functions" (p. 183, formula 15) reveals

15 t-F L 2K BN
°-t e -t--—(T'zL).g—_ VvV -13
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To put the integral of AV-12a into the same form, a substitution of t for

o (__) ylelds
25N

Py e Y
fo( n3  -«(zsn) == =[zsﬂ)“3_t“=—.'-l &M (4 AV - 14

o - (W)®

_ /25N ﬂa}fn‘
=(TF 0t e dt . AV - 14a

Thus, in termms of AV-13, ¥='32 , and & is Ntk . ‘Therefore,

® .3 ¢ : Wa K d
[ o(—i.‘! e XZIN TOANK i - (ZSN)T [2 fﬂ%‘.{%ﬁ%] | my
= 2 (3T (R {E)F w? Kie (%45), AV - 15a
n-t o=l
=32 ¥ W, ” Kn.;_-"(%ﬁ). AV - 15b
Therefore,
. w --
(W) = (25)% f"(&) ( ) Kn-,;.l (%E—')w AV - 16

This expression may be used in connection with the limited tables

of the Bessel Function if high accuracy is a requirement,
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APPENDIX VI. INTEGRATION TO OBTAIN THE PROBABILITY
OF ERROR

In.chapter VII, the expression for the probability of error applicable

to the system investigated experimentally is (see VII-7)

Plerror) = %J%L‘ a” e—&(a.—l) er{"Jg da . :AVI'- - .

To obtain satisfactory values of P(error), this expression has been
integrated numerically by methods designed to give results within abouj: 1%
of the true value of the .integ'ral. Such integration is seen fo be necessary
for small values of n, since the changes in erfJg“: are great over the
range of values for which ?o(a) is substantially different from zero. (see

appendix II).

The integrand of AVI-1 is seen to vanish faster than a simplg exponen=

tial for large a, and it may be shown that the integrand for very small a ‘ ig . 1

) i
less than € 2(-3)

Thus, it is sufficient for the required accuracy to
integrate only over those values of a for which the integrand exceeds e"5
times its value at a = 1., The value at a =.1 is not the maximum value of the

integrand, but is of the same order of magnitude.

To determine the limits of a over which integration should be extende&,

an approximate value for the integral AVI-1 is used. Where {{( n, P) is used

for the probability of error for fixed values of n and P, the new form is

: S T e w ’ . X4 hp Rk o e e -
Z [ & " 3 TEae :
fon, p) =J;[;‘{:e nf €0 da AVI-2
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The ratio of the integrand to its value at % =0, (a=1), is given by

—n [x*~ -———g] .
ratio = i+ € o _ AVI-3

It is desired to determine the values for which

L
- en-m) > % . S

+ £

of
It is obvious that for positive %, T3 £ | , so that if "= £+ 5,
the inequality is satisfied. Furthermore, if o by this equation is less than
- 4 ' ._
one, T+« does not exceed one-half, and the expression for positive =

(or upper limit of integration) becomes

« ={E+& . | AVI-5

The argument leading to AVI-5 is not valid for x negative. Consider #=-«,

and for o< @< , it is desired that
£F 5 ’ "
g+ g ° AVI-6

For small # , a solution to the inequality is
g =% AVI-7
Since the economy of knowing # occurs only when £ is small, nothing

more need be derived about £

From AVI-5 and AVI-7, one may write
' L (e 8@
Pcerror) = ";:E}g' a e erfﬁ da . AVI-8

40 :
in which a, is the larger of zero of |—= w§ and a, is given by | +‘Jﬂ

unless a, exceeds two by this formula, in which case L+y& +E3 ~ should be

used.
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.Below in Table AVI-1 are tabulated results of this numerical integration
over the limits indicated above. The probability of error is plotted as a

function of signal to noise 'power ratio and time-bandwidth product (or dimen-

sion) n in chapter VII (see Fig.7.2)

TABLE AVI-1

PROBABILITY OF ERROR FOR THE BINARY CHOICE
SYSTEM OBTAINED BY NUMERICAL INTEGRATION

N 0.001 0.01 0.1 1.0 10.0

10 0.480F  0.433 0.307 0.0548 1.94 x 10*
* ~7 -56 3
10 0.437 0.308 0.0568 3.09 x 167 1.30 x 10
= i
10 0.309 0.0566 2.59x 107 1.30 x 1077 0
10 0.0569" 2.87 x 107 1.30 x 10%¥ 0 0
10 2.88x 107 1.30x 10 0 0 0

Entries with (¥) following are those taken from the error function table of
-'5 erf '/E.,?-- in which n is considered sufficiently large that the change

in value of the error function over the range of contribution of a is small.
Time zero's are inserted in those positions of the table where the probabil-\

ity' of error is insignificant in the lifetime of an equipment.

=107~
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APPENDIX VII. SCHEMATICS OF THE
EXPERIMENTAL NOMAC SYSTEM

The block diagram below (Fig. A7.1) is a guide to the complete

schematic diagrams on the following pages.

Random Signal Generator
(Noise at 35 me. £2 me.)

Fig, A7.2

Side Band Generator (Transmitter)

Fig. A7.3
3 40,35 me,
Channel Simmilated Channel Channel
Yoise ke Noise
30 me. Fig. A7.L 40 me.
29,65 me. 40.35 mc.

| l

Correlation Converter

Fig. A7.5
10.7 me.

Il

Integrating Filter (Receiver)

Fig, A7.6

Pigure A7,1 Block Diagram of Experimental System.
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APPENDIX VIII THE DISTRIBUTION OF SUMS OF PRODUCTS

Although the probability density distribution discussed in this appendix '
does not appear in the main body of the paper, during the preliminary research
work, it was extensively investigated. Since it is inherently related to the

correlation process, a review of the results is given here.

Let U be defined as the sum of products XY where X and Y are inde-
- pendent normal variates, the variance of the former being S and that of the
latter being N. Thus,
n n
U=2Zu = ZnYi . AVII - 1
The joint distribution of Xi and Yi is written from a knowledge of their indi-

vidual distributions.

' - W
s
PXY) = “Zwien . AVII - 2

The probability density distribution for U; = X,Y, is given by

T
B U

oo ; _
PCiug) = I?V'_s%'_a_e zsTaNe : AVIII - 3¢
where the integration is carried out only in one quadrant of the joint distri- _
bution, which is symmetrical about both X and Y axes. As given in AViII-E»,
p' is an even function of U; on the left, and since positive or negative products

occur with equal liklihood, it is apparent that

. AVIII - 4
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To obtain the desired density distribution function, the characteristic

function is found as an intermediate step.

, @ ity 7| B W8 )
dy = L e [ waln € 20 T da du, . AVOI- 4
. ‘ ar L
- ®  oT2 P _ul iy
- _e_’,= zh |
= [ da Trasn-[;,-e_z dui , AVII - 4a
oo --3:(_.'.- Nz't) E
N T
=J, V75 da AVIII - 4b
~L
=[1 +sNt¥]*, AVIL - 5

The characteristic function of the desired probability density distribution

function p(U) is then given by

-1
3

Py = L1+ont*] * AVIII - 6
and from it, |
1 ® it o
PWU) =z%)_ € DironeT2dy . | AVII - 7

From the characteristic function, one obtains a complete descriptioh
of the distributions of U's. For example, from the expansion of gﬂm, one -

.

e 2 —_
obtains U* =nSN and thus, 93 = nSN , since U is zero

Foster and Campbellm list the integral AVIII-7 in their comprehensive
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|
table of transforms. In particular, transfer pair #569 links T+ P and

91 % Kooz (Bi9)
l.{‘ﬁ- F(J)( (:Q)(g'i) . _ When this is applied to AVIII-7, the result

is

(%) Kozt (78
Pw) = TSN [ (%) . AVII - 8
The Ky(z) here is the modified Bessel function of the second kind for imagin-
ary arguments of order+y. Many sources (e.g., Hildebrancl(1 3')) give the behavior
of Kylz) 7% 2" F(G)ZTY.  When this is substituted in AVLII-8, the value
of p(U=0) is obtained, and is found to be szlﬁ

An interesting way of examining p(U) can be developed as follows:

Let gﬂ(tll " Cpa_(t) cﬂ.,(t). Thus,

i - | )
dott) = [T +iyantT™ , AVIII - 9
and '
” 1 | ,
f.ﬂbct) = T1 - iysmEl™ . AVIII - 9a

Since it is known that p(U) is the transform of qﬂm , it must be the

convolution of two distribution functions p El(V) and pb(W), namely

pw) = [ BB dy, AT 18

in which -
P.(v) = 7% j; Y Dater diiy, ~ AVII - 10a

-116-
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and

1 f‘w -{tw '
Be(w) =zw/, € - dhtrdt. AVIIL - 10b

. But integrals of {he type AVIII-10a and -10b were studied in appendix II. - .
In particulazf, it was found that pb(W) is of the form of po(»W) in which (2S) has
been replaced by Y5N , and similarly, pa(V) = po(—V) with the same substitu-
tion. Thus, W exists only as a positive number and V is a negative number. |
The variable desired, U, is a sum of a positive and a negative number taken
from tile same distribution of magnitudes (known as the "chi-squared" distribu-

tion in statistics). Thus, the form of AVIII-10 may be changed to read

P (u) =f: Po (W) P (U+w) dw , AVIII < 11

This is recognized as the identical form of the autocorrelation function of U for
the probability density distribution p 0'.

When n is even ( -  is half an odd integer) the Bessel function

reduces to a polynomial. This fact can be obtained as a result of the auto-

ew

P-1. -
correlation process indicated in AVIII-11. Namely, if RMW)=xW "€ "

& and .G’ being written for more complicated constantis,

® 5 -1 —-28W-FBU _
[o*w uew) € dw, Uso, AVII - 12

i

P)

N N P Pi-l g -26W
_ o(a e g [ W'Pl "ZWHCKW Une 'dW. AVIII - 12a
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The order of integration and summation may be interchanged, and the infe-

gration resulting is easy to perform. Then,

a~BU o vy e
o € (P !)- (2¢-k=-2)1! (2B)KUK‘

P(U) = (26)25-1 (P-K-V)IKI AVIII - 13

Kvo

When « and .{7 are replaced by their values in terms of S and N,

- i
€W n_awl K
P(U) = h(az)! anm ;zo E:;ZEZ_K;?L[ (%) ’ AVIII - 14

valid for all U when n is even. The absolute value symbols are included be-
cause AVIII-12 is derived only for positive U. The knowledge of the property
of the auto-correlation function, i.e., p(U) = p(~U), is used to extend the re-

sult to negative values of U.

The first check on AVIII-14 occurs for néz, in which caée p(U) =
g ~Jul
Ivsa- € %W, This may be readily verified by integration of AVIII-7 for this

~value of n.

As a final look into the properties of p(U), it is interesting to compare
ceftaiﬁ properties of the density distribution function with those of the function
of appendix II, pO(X). In particular, if fZS is replaced by « in Py and. NS is
replaced by ® in p(U), it develops that the maximum. value of each distribution
function is ‘ﬁ;— , while the variance associated with each is n <*
They differ in their other moments, however, inasmuch as po(X) is defined
only for magnitudes, and is centered about an average %—% , while the

average value of U is zero.
~-118-
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