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Abstract. Photon counting detector (PCD)-based computed tomography (CT) is an emerging imaging tech-
nique. Compared to conventional energy integrating detector (EID)-based CT, PCD-CT is able to exclude elec-
tronic noise that may severely impair image quality at low photon counts. This work focused on comparing the
noise performance at low doses between the PCD and EID subsystems of a whole-body research PCD-CT
scanner, both qualitatively and quantitatively. An anthropomorphic thorax phantom was scanned, and images
of the shoulder portion were reconstructed. The images were visually and quantitatively compared between the
two subsystems in terms of streak artifacts, an indicator of the impact of electronic noise. Furthermore, a torso-
shaped water phantom was scanned using a range of tube currents. The product of the noise and the square root
of the tube current was calculated, normalized, and compared between the EID and PCD subsystems. Visual
assessment of the thorax phantom showed that electronic noise had a noticeably stronger degrading impact in
the EID images than in the PCD images. The quantitative results indicated that in low-dose situations, electronic
noise had a noticeable impact (up to a 5.8% increase in magnitude relative to quantum noise) on the EID images,
but negligible impact on the PCD images. © 2016 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JMI.3.4

.043503]
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1 Introduction

To date, state-of-the-art medical CT scanners use energy

integrating detectors (EID) for data acquisition. While such

detectors provide numerous benefits in clinical practice, their

performance is limited in situations in which the number of inci-

dent x-ray photons reaches the level where quantum noise no

longer dominates. In such situations, electronic noise, which

mainly originates from analog electronic circuits, becomes

noticeable or predominant, and thus may severely impair image

quality.1–4

The clinical impact of electronic noise is most noticeable in

large patients and at low doses. In Ref. 4, similar cohorts of

obese patients receiving CT colonography (CTC) were evalu-

ated, one group scanned before and the other group scanned

after a detector upgrade. All other system parameters remained

the same except that the newer detectors had integrated electron-

ics to lower the electronic noise level. Image noise was signi-

ficantly reduced (by about 10%) in CTC scans using the

integrated circuit detector compared with that using a conven-

tional CT detector (p < 0.001). This significant noise reduction

occurred despite the fact that patient size was larger in the cohort

scanned with the integrated circuit detector. Consequently, the

authors estimated that a dose reduction of >20% could be

achieved if tube current automatic exposure control settings

were lowered to match image noise with the conventional CT

detectors. Decreased electronic noise, therefore, benefits patient

care by either lowering image noise at the same dose, or by

lowering the radiation dose (keeping noise level constant).

Photon-counting CT (PCCT) is an emerging imaging tech-

nique that may bring new possibilities to clinical practice. It uses

a photon counting detector (PCD) that is capable of counting

individual incident x-ray photons and resolving their energy

information. For a cadmium telluride (CdTe) or cadmium

zinc telluride (CZT)-based PCD, pure electronic noise is usually

detected as signals with an energy range corresponding to the

lower end of a typical CT x-ray spectrum, thus it can be mostly

excluded in PCCT by setting a low-energy signal threshold,

such as 25 keV.5 X-ray photons of energies below such a low

threshold are unlikely to be from a primary photon transmitted

through a patient, and hence unlikely to carry meaningful infor-

mation. Consequently, excluding low-energy signals does not

impair the accuracy of the reconstructed image. Although the

number of detected photons is essentially free from the effects

of electronic noise, the magnitude of electronic noise is additive

to the signal amplitude, and thus the energy associated with a

detected photon may be artificially increased to equal the sum of

the true signal amplitude and the amplitude of the electronic
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noise. This may lead to some inaccuracy in the detected x-ray

spectrum, but will not create the rapid increase in noise observed

with an EID in nonquantum-noise dominated regions.

Recently, our lab has installed a whole-body research PCCT

scanner that is based on the second generation dual-source, dual-

energy CT scanner (SOMATOM Definition FLASH, Siemens

Healthcare, Forchheim, Germany). The research scanner has

two x-ray sources that are 95 deg apart, with one coupled to

an EID and the other to a PCD, resulting in two independent

subsystems, which we refer to as the EID subsystem and the

PCD subsystem. Of special note, the EID system uses the inte-

grated circuit design shown by Duan et al.3 and Liu et al.4 to

have decreased electronic noise compared to more conventional

CT detectors types. Thus, the analysis provided here compares

PCD to a very low-electronic-noise EID system.

Previously, a systematic evaluation was performed on the

PCD subsystem in terms of conventional imaging performance

and the impact of the high x-ray flux on PCD image quality.6 In

that study, the PCD subsystem provided CT number accuracy

and uniformity that met clinical requirements (�5 HU). The

PCD subsystem also delivered energy selective information and

presented increased contrast compared to the EID subsystem for

high-Z materials. The PCD and EID subsystems had matched

in-plane resolution and comparable noise performance, whereas

the PCD subsystem had improved spatial resolution in the longi-

tudinal direction. Negligible high-flux effects were noted, even

for extreme cases (x-ray flux up to 550 milliampere·seconds

(mAs) at 140 kilovolts (kV) for a neonate-sized phantom). In

addition, the high-energy bin data demonstrated a reduction

of beam hardening artifacts and calcium blooming. As a con-

tinuation of that work, we performed a qualitative and quanti-

tative comparison of the noise performance at low-dose levels

between the EID and PCD subsystems to determine the relative

impact of electronic noise on the EID and PCD subsystems.

A preliminary comparison was reported in Ref. 7; this paper

presents more thorough and extended results.

2 Materials and Methods

2.1 Research PCCT System

A photograph and schematic diagram of the research PCCT

scanner are shown in Fig. 1. The two source/detector subsys-

tems allowed direct comparison of EID and PCD results. The

EID and PCD subsystems were not operated simultaneously,

thus cross scatter between the two subsystems was not a con-

cern. The EID subsystem was equivalent to the A subsystem of

the second generation dual-source dual-energy CT system

(SOMATOM Definition FLASH, Siemens Healthcare). The

EID (Stellar, Siemens Healthcare) was Gd2O2S-based and fea-

tured fully integrated electronics that have been shown to exhibit

very low-electronic noise levels.3,8 It consisted of 64 rows, with

each row containing 736 detector pixels. The width of each EID

detector row was 0.6 mm at the iso-center, providing 38.4 mm

longitudinal coverage with a field of view (FOV) of diameter

500 mm. The EID was collimated in one dimension: the

anti-scatter blades were placed parallel to the longitudinal

axis of the scanner for in-plane scatter suppression; see Refs. 6

and 9 for more details.

The PCD used 1.6-mm thick CdTe sensors, which were con-

nected to an ASIC (application-specific integrated circuit). The

smallest counting unit on the ASIC, which is called a subpixel,

contains two photon counting circuits, allowing for two energy

threshold inputs.6,10 The bias voltage applied between the anode

subpixel and the cathode was 1 kV. Although the smallest count-

ing unit was a subpixel, the smallest readout unit at the time of

the experiments was a macropixel, which was composed of

4 × 4 subpixels. The PCD consisted of 32 rows, each of which

contained 480 macropixels, providing 16 mm longitudinal cov-

erage and an FOV of diameter 275 mm, both at the iso-center.

The PCD was also collimated parallel to the longitudinal axis of

the scanner for in-plane scatter suppression. The PCD evaluated

here does not use any type of charge-sharing correction, neither

in hardware nor in software. Thus, as noted in Ref. 6, some deg-

radation of the spectral separation has been observed.

The PCD subsystem provided two data acquisition modes,

namely the macro mode and the chess mode. In the macro

mode, all 16 subpixels in one macropixel used the same two

energy thresholds, whereas in the chess mode, the 16 subpixels

were interlaced into two 8-subpixel groups (like the pattern of a

chess board), with one group using one set of energy thresholds,

and the other group using a different set of energy thresholds.

As was reported in Sec. 2.1 of Ref. 6, the binning process in

each macropixel was performed after analog signal processing

of the ASIC. Thus, the impact of electronic noise should be

identical between the macro mode and chess mode. Hence, this

work focused only on the macro mode.

The PCD subsystem provided two beam-shaping (i.e., bow-

tie) filters, one configured for head scans and the other for body

scans. The 275-mm FOV was large enough for head scans,

whereas for body imaging, anatomy was frequently located out-

side the PCD FOV, and a low-dose data completion scan (DCS)

using the EID subsystem was needed.11 This DCS is used to

avoid transverse data truncation artifacts in PCD images.

However, it has negligible effect on noise properties.11

In order to accurately assess the impact of electronic noise,

a special scan mode was provided by the manufacturer that

shut off all dose-dependent data filtering methods that would,

otherwise, be activated for noise suppression in low-photon-

count situations. In the absence of dose-dependent filtration, the

in-plane and longitudinal spatial resolution is independent of

tube current. This special scan mode was available for both

subsystems, but was limited to sequential (axial) scans. Thus,

only sequential data were used in this study.

2.2 Data Acquisition and Analysis

2.2.1 Thorax phantom

The shoulder portion of an anthropomorphic thorax phantom

[Fig. 2(a), “Lungman,” PH-1, Kyoto Kagaku, Kyoto, Japan]

was scanned on both the EID and PCD subsystems for
Fig. 1 Illustration of the whole-body research PCCT system.
(a) Photograph. (b) Schematic drawing.
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qualitative and quantitative evaluation of streak artifacts. First, a

DCS with CTDIvol of 1.01 mGy was acquired for the PCD scan

for correction of transverse data truncation.11 Then, the EID and

PCD scans were performed using the special scan mode and a

sequential body protocol, 120 kV, and 20, 30, 60, and 120 effec-

tive mAs. Among these, 30 mAs provided a dose level equiv-

alent to our lung cancer screening scan protocol. Here, 120 kV

was used to reflect current clinical practice and to minimize

beam hardening effects, which might obscure the streaks asso-

ciated with electronic noise. In terms of CTDIvol, the dose levels

were 1.5 (20 mAs) to 9 mGy (120 mAs) for both the EID and

PCD scans. The collimation was 32 × 0.6 mm on the EID sub-

system and 32 × 0.5 mm on the PCD subsystem. Projection data

corresponding to the energy window 25, 120 keV were used for

PCD image reconstruction. All images were reconstructed using

a quantitative medium smooth kernel (D30) and 1-mm slice

thickness. No second-order beam hardening correction was

used in either reconstruction. The resultant images were exam-

ined visually for the presence of streak artifacts. Regions of

interest (ROIs) were placed on the left and right sides of the

vertebral body in anterior and posterior positions of the phantom

[Fig. 2(b)].

2.2.2 Quantitative assessment of spatial resolution and

noise

Awater phantom containing a tungsten wire was used for noise

and in-plane spatial resolution measurements. The water phan-

tom was torso-shaped [Fig. 2(c)], 35-cm wide in the lateral

direction, 26-cm high in the anterior–posterior direction, and

13.5-cm long in the longitudinal direction. The tungsten wire

was of diameter 0.05 mm inside an air-filled vial, which was

placed near the center of the water phantom such that the

wire was parallel to the longitudinal direction of the scanner.

The water phantom was centered at the iso-center and scanned

using the special scan mode on both the EID and PCD subsys-

tems using 80 kVand 16 tube current values, ranging from 40 to

540 mA. For this phantom size, 80 kV was used to ensure that

we reached the region in which electronic noise begins to have

a meaningful effect on image noise. Based on our experience,

we would not expect to see electronic noise effects at higher

tube potential settings at this phantom size.

For all PCD scans, a DCS with CTDIvol of 0.81 mGy was

acquired for correction of transverse truncation artifacts in the

PCD images. Each scan used a body sequential scan protocol

with 0.5 s gantry rotation. The collimation was 32 × 0.6 mm

on the EID subsystem and 32 × 0.5 mm on the PCD subsystem.

Projection data corresponding to the energy window [25,

80] keV were used for image reconstruction.

For each EID or PCD scan configuration, two equivalent

scans were acquired, and images were reconstructed using the

weighted filtered back-projection (WFBP)12 method with a

quantitative medium smooth kernel (D30), 1-mm slice thick-

ness, 1-mm slice increment, and an FOVof 275 mm × 275 mm.

Difference images between the two equivalent scans were

calculated to remove any structured noise. Noise in the water

images was measured for each difference image using a centered

circular ROI with diameter 215 mm. The measured noise was

averaged across 13 images for each scan configuration.

Generally in CT, variance of the projection data (after the

logarithm operation) can be approximated using the following

equation:

EQ-TARGET;temp:intralink-;e001;326;306σ
2
PD ¼ 1

EðNÞ þ
σ
2
e

c2EðNÞ2 ; (1)

where σPD is the noise in the projection data, σe is the electronic

noise, EðNÞ is the expected quanta, and c is a system specific

scalar.13 To propagate the variance in the projection domain into

the image domain, all intermediate steps in the reconstruction

pipeline must be considered, like interpolations or filtering with

the convolution kernel, which introduce correlations into the

noisy data. This makes analytical description of noise variance

in the reconstructed data more difficult. A detailed discussion of

the propagation of noise through the WFBP reconstruction12 is

given in Chapter 7 of Ref. 13. Here, a simplified description of

noise variance in the reconstructed image is assumed, with all

correlations neglected. In this scenario, and using tube current I

as a surrogate for the expected quanta (kV was held constant),

noise in the image σ can be expressed as

EQ-TARGET;temp:intralink-;e002;326;106σ ∝

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

I
�
�

1þ σ
2
e

c2I

�

s

: (2)

Fig. 2 Phantoms used for low-dose performance assessments. (a) Anthropomorphic thorax phantom
(“Lungman,” PH-1, Kyoto Kagaku, Kyoto, Japan). The shoulder portion was scanned. (b) Placement
of the regions of interest on an axial image of the thorax phantom. (c) Torso-shaped water phantom
with lateral width 35 cm. A tungsten wire of diameter 0.05 mm sealed in an air-filled vial was placed
near the center of the water phantom for in-plane spatial resolution measurements.
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When the tube current is high, the electronic noise term

becomes small and σ ∝ 1∕
ffiffi

I
p

. Thus, for a tube current I and

average noise σðIÞ, the product P of the averaged noise and the

square root of the tube current can be calculated [Eq. (3)], and

further normalized by dividing by the product corresponding to

the highest tube current 540 mA [Eq. (4)]

EQ-TARGET;temp:intralink-;e003;63;686PðIÞ ¼ σðIÞ ×
ffiffi

I
p

; (3)

EQ-TARGET;temp:intralink-;e004;63;654P̄ðIÞ ¼ PðIÞ∕P ðI ¼ 540 mAsÞ: (4)

The normalized product denoted as P̄was calculated and plotted

against tube current I for both subsystems. In the absence of

electronic noise, when only quantum noise is present, the nor-

malized product should be equal to unity across all tube cur-

rents. This assumes that all other factors affecting noise and

spatial resolution were kept constant. This assumption was

valid, as all dose-dependent filtration was disabled in our

study. However, to experimentally validate this assumption, the

in-plane spatial resolution was assessed in terms of modulation

transfer function (MTF) at two substantially different tube cur-

rents, 80 and 420 mA, using the tungsten wire phantom. First,

images of the tungsten wire were reconstructed using the WFBP

method with a quantitative medium smooth kernel (D30), 2-mm

slice thickness, and an FOVof 50 mm × 50 mm. In each image,

the pixel with the maximum CT number was identified, and the

background was subtracted. A 2-D point spread function (PSF)

centered at this pixel was then generated, which was radially

averaged to generate a 1-D line profile. Finally, the line profile

was Fourier transformed and normalized to its DC component

to generate the MTF curve.6

3 Results

The reconstructed images of the shoulder of the thorax phantom

are shown in Fig. 3. Compared to the EID image, which was

formed using a very low electronic noise detector (Stellar detec-

tor, Siemens Healthcare),8 the PCD image presented noticeably

less horizontal streak artifact and an overall more uniform

appearance. When the mAs was reduced from 120 to 20, the

amount of streak artifacts increased more in the EID images

than in the PCD images, indicating that electronic noise was

better controlled in the PCD compared to the EID. Beam-hard-

ening artifacts (dark banding) were present in both the EID and

PCD images. Standard deviation in the three ROIs and their

mean value are shown in Table 1.

The MTF curves are shown in Fig. 4 for both the EID and

PCD subsystems. For each subsystem, the MTF curves were

almost identical between 80 and 420 mA, indicating that the

in-plane spatial resolution did not change across different tube

currents, which confirmed that dose-dependent filtration indeed

was disabled.

The normalized product P̄ is plotted against tube current in

Fig. 5. For the EID subsystem, the normalized product was

equal to unity for tube currents higher than 240 mA. When

the tube current decreased from 240 to 60 mA, the normalized

Table 1 Standard deviation of CT numbers (in HU), and their mean
values, are shown for the EID and PCD at 20, 30, 60, and 120 mAs.

mAs Center Left Right Mean

EID 20 166 153 142 154

30 134 137 132 134

60 80 96 100 92

120 54 64 65 61

PCD 20 77 76 73 75

30 72 57 68 66

60 50 51 44 48

120 36 35 36 36

Fig. 3 Images of the shoulder phantom at various dose levels.
(a)–(d) Images from the EID subsystem at 20, 30, 60, and
120 mAs, respectively. (e)–(h) Images from the PCD subsystem at 20,
30, 60, and 120 mAs, respectively. The PCD images had noticeably
less horizontal streak artifacts and an overall more uniform appearance
than the EID image. Beam hardening artifacts (dark banding) were
present in both images. Display window: W∕L ¼ 900∕40 HU.
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product gradually increased. At around 60 mA, the normalized

product reached a maximum (1.058). It then started to decrease

as tube current decreased further. For the EID subsystem, the

deviation from 1 of the normalized product between 60 and

240 mAwas caused by the no longer negligible impact of elec-

tronic noise in low-dose signals. The turning point at 60 mAwas

due to data clipping at extremely low signal values. For low pho-

ton fluence, measurements of the photon quanta can be nonpos-

itive due to the noise envelope that is centered essentially about

zero signal. Because the logarithm is defined for positive signal

values only, “clipping” of the noisy data, by setting all negative

values to a minimum positive value, is required. This shifts the

measured data to a higher number, making the signal appear

higher than it is and leading to lower than expected noise levels

in the image domain. The signal amplitude where clipping was

performed was comparable for both subsystems.

For the PCD subsystem, the normalized product equaled

unity between 80 and 540 mA, which indicated that the PCD

images were free of electronic noise effects. A turning point

at 80 mAwas observed due to the aforementioned data clipping

prior to the logarithm operation.

For both subsystems, the measurement precision of the nor-

malized product P̄ was dominated by photon statistics and the

accuracy of the x-ray tube intensity output. Using error propa-

gation of the variability of image noise (by measuring its

standard deviation in 13 difference images) and assuming the

x-ray tube intensity accuracy to be better than 1.5% (flatly dis-

tributed), we obtained a precision of 0.6% (standard deviation)

for the normalized product.

4 Discussion and Summary

The special data acquisition mode used excluded all data filter-

ing processes that were designed to suppress noise in low-

photon-count scenarios. Thus, spatial resolution is expected

to be independent of tube current. In this work, we validated

this assumption for only the in-plane spatial resolution, as longi-

tudinal spatial resolution measurements are difficult to obtain in

sequential acquisition modes, in part due to limitations in the

sequential incrementation accuracy of the patient table. How-

ever, in the system used, the dose-dependent longitudinal data

filtration is strictly coupled to the in-plane filtration. Thus, find-

ing no evidence of dose-dependent filtration in the image plane,

we were confident that such filtration was also disabled in the

longitudinal direction. The longitudinal spatial resolution was,

however, different for the EID subsystem versus the PCD sub-

system due to the difference in the detector pitch (0.6 mm versus

0.5 mm, at iso-center, respectively). However, provided that the

spatial resolution was constant across dose within a given sub-

system (as discussed above), matching of the spatial resolution

between the two subsystems is not necessary for the comparison

of P̄ as P̄ is a relative measurement, which normalized the noise

at any one tube current to the noise at the maximum tube current.

Even though the EID used in this study is cutting-edge in

terms of having a very low electronic noise level,3 the presented

work demonstrated no evidence of electronic noise for the PCD.

The ability to threshold-out electronic noise is an intrinsic ad-

vantage of PCD technology.

One limitation of this work is the lack of a theoretical der-

ivation of the expected behavior of P̄ as a function of electronic

noise for the specific reconstruction algorithm used in this study

WFBP.12 While it is clear that the addition of electronic noise

will increase noise relative to what would be expected when

only quantum noise is present, the absolute percent increase is

not predicted in this work for comparison to the measured val-

ues. This is due to the complexity of propagating the noise in the

projection domain through the image reconstruction pipeline

when the rebinned projection data are correlated, which would

require that a number of assumptions be made13 and that pro-

prietary information be shared. We thus elected to perform an

empirical analysis of the normalized impact of electronic noise

as dose is reduced. Furthermore, as all dose-dependent filtration

algorithms were disabled to evaluate the detector characteristics

only, absolute changes in noise as a function of dose would not

likely correspond to what would be observed on a commercial

system.

Another limitation of this work is that a thorough and

detailed comparison of detection efficiency between the EID

and PCD subsystems was not provided, resulting in difficulties

in directly comparing electronic-noise impact between the two

subsystems. However, according to our previous work,6 noise

performance in the high-dose regime was almost identical

between EID images and threshold-low PCD images in the

macro mode. Furthermore, the qualitative assessment of the

Fig. 4 Measurement of in-plane spatial resolution. For each subsys-
tem, there was no noticeable difference in the measured MTF curves
between 80 and 420 mA, indicating consistent in-plane spatial reso-
lution across different tube currents.

Fig. 5 Normalized product of noise and square root of tube current.
The normalized product for the EID subsystem was >1 at low tube
currents, which is evidence of electronic noise. The normalized prod-
uct for the PCD subsystem was 1 for tube currents between 80 and
540 mA.
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shoulder phantom also indicated that electronic noise had a

more noticeable impact on the EID images than on the PCD

images. Note that, for the anthropomorphic shoulder phantom,

streak artifacts dominated in the horizontal direction in Fig. 3.

Consequently, the standard deviation measurements reported in

Table 1 included both noise and substantial artifacts. These stan-

dard deviation measurements are used to demonstrate the extent

of the streak artifacts, and, thus, are deemed inappropriate for

noise comparison.

In summary, we have presented a comparison of the noise per-

formance at low-dose levels between the EID and PCD subsys-

tems of a whole-body research PCCT scanner. The qualitative

results showed less streak artifacts and a more uniform noise

texture for the PCD images compared to the EID images. When

mAs was reduced, electronic noise had a noticeably stronger

degrading impact in the EID images than in the PCD images.

The quantitative results indicated that in low-dose situations,

the impact of electronic noise was noticeable (up to a 5.8%

increase relative to quantum noise alone) on the EID images,

but negligible on the PCD images.
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