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Noise-resistant weak-structure enhancement for digital
radiography

M. Stahl®, T. Aach®, T. M. Buzug®, S. Dippel® and U. Neitzel®
@ Philips Research, Roentgenstrasse 24-26, D-22335 Hamburg, Germany
b Medical University of Liibeck, D-23569 Liibeck, Germany
¢ Philips Medical Systems, Roentgenstrasse 24-26, D-22335 Hamburg, Germany

ABSTRACT

Today’s digital radiography systems mostly use unsharp masking-like image enhancement techniques based on split-
ting input images into two or three frequency channels. This method allows to enhance very small structures (edge
enhancement) as well as enhancement of global contrast (harmonization). However, structures of medium size are
not accessible by such enhancement. We develop and test a nonlinear enhancement algorithm based on hierarchi-
cally repeated unsharp masking, resulting in a multiscale architecture allowing consistent access to structures of
all sizes. The algorithm is noise-resistant in the sense that it prevents unacceptable noise amplification. Clinical
tests performed in the radiology departments of two major German hospitals so far strongly indicate the superior
performance and high acceptance of the new processing.

Keywords: digital radiography, image enhancement, multi-resolution techniques, multiscale enhancement, noise
resistance

1. INTRODUCTION

In X-radiographs often large differences in X-ray density dominate over the diagnostically relevant detail information.
Hard- or softcopy display then faces the dilemma of having to reproduce subtle details with sufficient contrast and
at the same time large variations without clipping. In digital radiography, these conflicting requirements can be
reconciled by suitable processing.!”® The large density variations occur predominantly over low frequencies and
diagnostically relevant information is mainly high frequent. Therefore, most present systems separate the image into
two (or three) frequency bands allowing selective enhancement of the high frequent information. Receiver operating
characteristic (ROC) studies show that detail perception can indeed be improved by appropriate processing.”

While these image enhancement methods have been tuned towards considerable performance over the years,
improved image decomposition techniques, like wavelets” and pyramids® have emerged. These multiscale techniques
decompose images into several frequency channels of varying spatial resolution. The advantage of these decomposition
techniques is that structures of different size appear separately in different scales, and can be processed independently,
as done for television images in.? However, when applied to (digital) radiographs (see e.g.19712) it turns out that
these approaches are as sensitive to noise as unsharp masking-based algorithms. The reason for this is that the finest
scale is more or less equivalent to the high-frequency channel of the described standard processing, where noise 1s
most critical.

In this paper we therefore focus on a noise-resistant multiscale enhancement algorithm. We show that multiscale
processing can be regarded as hierarchically repeated unsharp masking, and describe how existing unsharp masking-
based algorithms can be mapped on a multiscale structure. We then exploit the additional opportunities of this
architecture for contrast enhancement, and describe how to prevent uncontrolled noise amplification. Finally, results
of a first clinical study are presented.

Further author information: (Send correspondence to M. Stahl)
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2. FROM UNSHARP MASKING TO MULTISCALE PROCESSING

As ar/eference standard algorithm to be mapped later on a multiscale pyramid, we use a two-step unsharp masking-
based algorithm (Figure 1), which is applicable e.g. to storage phosphor radiographs': First, a slightly blurred
version Jplurred; generated by filtering with a small kernel, is subtracted from the original Io;g. The resulting high-
frequency image Ieqge contains mostly edge information, and is enhanced by a constant sharpness factor SF..
Adding the enhanced highpass data to Ipjurrea provides an image which exhibits increased perceived sharpness (Edge
Enhancement). Then, a large box kernel e.g. 201 x 201 pixel for a 2k x 2k-radiograph — is applied to separate
middle and high spatial frequencies (contrast information, Icontrast) from the very low ones. Subjecting I.ongrast tO
another constant factor — termed contrast factor CFys — amplifies contrast information relative to the large and
low-frequent density variations Idensity (Harmonization). Note that nonlinear amplification like? is easily introduced
into this structure by choosing density- or contrast-dependent gain factors (see dotted lines in Figure 1). This holds
e.g. for the reference standard algorithm that is used in 3.3 for chest images.!®
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Figure 1. Two step unsharp-masking-based processing

Obviously, this algorithm allows separate access only to fine detail and low-frequent information. Medium-sized
structures remain grouped together in the broad frequency band Iconerast. The algorithm’s performance can hence be
considerably improved by accessing structures of arbitrary size in the same way as fine structures. For convenience,
we seek to hierarchically continue the Edge Enhancement operation, where, to avoid an unpractical increase in the
amount of data, each lowpass image Ipiurred is subsampled by a factor of two in each direction (]). Consequently for
subtraction from the original, as well as addition in the reconstruction path, an expansion step must be introduced,
i.e. zeros are inserted between the available samples (1) followed by another lowpass.

Ideally, the lowpass preceding the subsampling should cut off at half the Nyquist frequency. For practical reasons,
only small binomial filter kernels are used, thus introducing some aliasing into the subsampled images. However, this
is not critical, because the alias cancels out during reconstruction. This balance between produced and cancelled
alias is disturbed by subband processing but generally not to a severe degree.

The subsampling provides an image Iorg 51 of half height and half width compared to the original, representing the
spatial frequencies up to half the Nyquist frequency of the original image. The image itself, however, contains spatial
frequencies up to the original Nyquist frequency, because subsampling has doubled all actually present frequencies.
This means that the subsampled image is a sharp but smaller image, where edges correspond to larger structures in
the original. Therefore, the same filter as already used in the upper part of Figure 1 can be applied again to process
the edges of Iorg,s1. Repeating this nesting of unsharp-masking operations n times leads to the algorithm in Figure
2, which is known as the Laplacian Pyramid® In the following, the difference images will be referred to as subband
images or subbands. To achieve backward compatibility of this algorithm to our reference processing, we now map
the two-step linear filtering operation on the pyramid. If 3 x 3 binomial filter kernels are used at each level of the
pyramid, the finest, uppermost level of the pyramid Sy is almost equivalent to the edge image Ieqge of Figure 1.
The number of pyramid levels needed is determined by the requirement that the (expanded) lowpass level generated
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Figure 2. The Laplacian Pyramid with subband processing modules
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Figure 3. Comparison of the MTF of a one dimensional box kernel H(u) to a pyramid transfer function G(u)
considering only the lowpass level. The length of the box kernel is N = 201 pixels. The pyramid consists of & levels,
each using a binomial kernel with a length of 3 pixels.

within the pyramid is approximately equivalent to Igensity in Figure 1. This is met if the magnitude transfer function
(MTF) of the pyramid, considering only the lowpass level, is a good approximation of the MTF of the large box
kernel. The MTF H{(u) of a box kernel filter of size N x N is given by

1 sin(NV -7 u)

H(u) =|—
. (u) 1]\’ sin(m - u)

b (D

The lowpass filter chosen for the pyramid is a separable binomial filter of size 3 x 3 pixels, based on the one dimensional
kernel [0.25 0.5 0.25]. Its MTF G (u) is given by

Gp(u) = (cos(w - u))” . (2

Applying this kernel recursively in an n-level pyramid and including the effects of spectral spreading caused by
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subsampling yields the transfer function for the lowpass level of the pyramid. For a comparison with the transfer
function of the box kernel, it must be taken into account that the reconstruction path of the pyramid applies the
same sequence of filters for interpolation. Therefore, the transfer function for the lowpass level of the pyramid must
be squared to obtain the transfer function for the expanded lowpass level:

-2 2
Glu) = <H GL(2 -u>> : (3)
1=0

where alias was neglected to simplify the calculation. For N = 201, the spectrum of the box kernel can be approxi-
mated by a pyramid consisting of 8 levels, as shown in Figure 3. Mapping of the linear enhancement shown in Figure
1 is now easily done by applying the factor CFy = SFys - CFys to the highpass image and CF; = CFy,, 0 <1 < 7,
to the other subband images. The lowpass subband image remains unchanged. Unsharp masking algorithms with
density or contrast dependent gain factors are mapped similarly.

3. SUBBAND PROCESSING

Clinical acceptance depends decisively on an appropriate design of the subband enhancement and careful tuning
of its parameters. In this respect backward compatibility as achieved by the above mapping, which allows re-use
of introduced parameters, is an important issue. Moreover we implemented and evaluated a set of new features,
described in the following sections.

3.1. Structure Boost

This feature is provided by amplitude-dependent contrast amplification applied to high- and bandpass subband
images. The contrast amplification function has been designed according to the following requirements:

o For large contrasts the function should approach the constant value C'F; according to (2).

o For contrast values close to zero the function should approach CF; + G;, G; > 0. G; defines the additional
gain for weak contrasts within subband image ¢. For G; =0, 0 <1 < n — 2 Structure Boost is disabled and
our algorithm behaves like linear unsharp-masking in Figure 1.

A suitable amplification function is given by
(1 - Ly :
ch@ =1 @ (1 ) +CF, forle| < co “
CF, for |e} > ¢

The additional enhancement is restricted to weak contrasts between zero and the transition amplitude ¢p. The gain
G allows a smooth transition towards the linear unsharp-masking processing. The exponent p defines how fast the
amplification factor decreases towards C'F;. Modification of the exponent does not influence the amplification of
contrast values close to zero where also most of the noise can be found. Therefore, the exponent parameter can be
used to control the amount of additional weak structure enhancement while being to some extent robust with respect
| to noise amplification. The dependence of the contrast amplification on gain G is shown in Figure 4. The clinical

evaluation showed that modification of G and p is of practical use, whereas for the transition amplitude ¢ a constant

value can be chosen, which depends only on the number of quantization levels (typically between 10 and 16 bit) of
the radiographs.

The effect of Structure Boost 1s demonstrated in figure 5, showing a skull image processed with standard processing
and multiscale processing. The image was obtained in one of our clinical studies and was taken to examine the state
of the patient after a fall. The radiograph exhibits an occipital fracture of the calotte. According to the Radiologists’
comments the multiscale processed image provides a superior representation of small structures rendering an almost
3-d like impression of the skull. The visibility of the fracture line has been clearly improved. This holds also for the
structure of vessels on the calotte. Enhancement of the highpass subband image was reduced compared to the other

' subband images in order to avoid noisy or spider net like appearance of the bone structure of the calotte. The latter
} might feign a pathology.
i
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Figure 4. Contrast amplification function according to (4) for ¢o = 30, p = 1.5, CF; = 1.0, and various values of G.

Figure 5. Scull processed with standard unsharp-masking algorithm (left) and multiscale algorithm (right).

3.2. Noise Containment

The Noise Problem. As X-ray images are usually subjected to a logarithmic gain curve during detection, noise

power is strongest in areas with low incident X-ray dose, which are displayed as bright areas. Additionally, noise
is mainly high frequent. Hence, noise affects the radiograph predominantly in high-frequency bands of low optical
density. Subjectively, noise is most strongly visible in areas of weak or no texture-caused intensity fluctuations
(“activity”). The 3-d representation in Figure 6 combines this perceptual effect with the physical dependence of
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noise, indicating the region where noise is most disturbing. Basically, enhancement of (weak) details also amplifies
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Figure 6. Qualitative plot of subjective noise visibility dependent on signal activity taking into account physical
presence of noise. The spatial frequency is subdivided into n octaves according to the subband images Sy, S, ...,
Sn—27 IS(n-l)-

noise. Based on the above considerations about noise sensitive regions, our noise containment strategy seeks to keep
noise within acceptable limits without losing the benefits of weak structure enhancement.

Realization of Noise Containment. Measures for local density and local activity allow to locate each subband
image pixel within the diagram of figure 6. Pixel values mainly affected by noise are located close to the edge
given by lowest density, lowest activity and highest spatial frequencies (grey tretrahedreon). The effectiveness of
our noise control algorithm is focussed on this most noise sensitive region by integrating a density-, activity-, and
scale-dependent control into the enhancement. Only the amount of enhancement is controlled and no information is
taken away from the original image. We hence refer to it as Noise Containment.

A convenient way of implementation is to first apply the enhancement function to the subband pixel and then
weight the difference value between enhanced and original pixel by an attenuation factor b(z,y) that depends on the
subband index 7 (= spatial frequency), local image density and local activity. The attenuation factor b(z,y) is given
by the product of density and activity dependent factors ba(z,y) and bp(z,y) such that it is smaller than 1 in the
noise sensitive region and equal to 1 elsewhere. A block diagram of the algorithm is given in Figure 7. The enhanced
subband S; ¢,y enn. and the original subband S; ,,;, are weighted and added according to

Sinr enk (T,Y) = b(177 y) : Si‘fully enh.(I» y)+ (1- b(z, y)) ’ Si,orig(lj’ y) (5)
providing a noise robust pixel value S, ,,, enh (T,9).

The described method is easy to implement and the concept works regardless of the type (linear, nonlinear, ...)
of enhancement. Guidance of Noise Containment by imaging physics as well as perceptual aspects allows a well
focussed restriction to the most noise sensitive regions which normally constitute a relatively small part of the image
{figure 6). On the rest of the image the full potential of contrast enhancement can be exploited.

The local density measure Mp can easily be retrieved from the expanded and enhanced image of the next lower
level of the pyramid Len S(i41),e2p- An example of bp versus Mp is given in Figure 7. The density-dependent
weighting factor bp is one in dark areas (high optical density), corresponding to full contrast enhancement. Starting
at a critical density value Mp.., it decreases over the interval AMp towards a value bp. min corresponding to a
residual enhancement. This transition, however, depends on the subband: whereas in high-frequency subbands for
low densities a reduction of enhancement might be necessary, it will not be needed in lower-frequency subbands,
which provide better signal to noise ratios. For by versus M4 similar considerations hold. Activity measures can
be calculated using, for instance, the standard deviation or local one-dimensional histogram-based measures like
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Figure 8. Dorsal spine processed with multiscale algorithm without (left) and with Noise Containment (right).

information (negative entropy) or energy. The lateral radiograph of a dorsal spine demonstrates the effect of Noise
Containment (Figure 8). A good representation of all regions of the lateral spine must cope with the large density
variations. In the upper boundary area the shoulder-blades cause disturbing superpositions, while in the lower
boundary area the large density transition between lung and abdominal cavity must be handled. In both boundary
areas, high noise levels degrade the image impression. Unacceptable noise boosting on the finest scales, particularly
in the bright regions of the upper and lower parts of this radiograph, could successfully be prevented through Noise
Containment. Expert comments included:

e Structure Boost enables better exploitation of the available dynamic range of the film together with excellent
representation of weakly contrasting details such as the posterior edges of the bodies of the vertebra.

« Noise Containment provides distinct quality improvement in the lower and upper boundary area of the dorsal
spine.

e Noise Containment does not lead to any loss of detail information.
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3.3. Density-Controlled Contrast Enhancement

Requirements on contrast enhancement may depend on the region of the image because of e.g. the presence of noise
or the risk of feigned pathologies due to over-enhancement. The latter is the case e.g. for chest images. Here an
amount of contrast enhancement that could well be applied to the region of the mediastine could be unacceptable
for the region of the lung.

Concerning the lung area, chest image processing should provide good contrast of the pulmonary structures, render
visible weakly contrasting pathological structures, e.g. lung nodules, and visualize continuity of bone structure. The
processing should avoid to over-emphasize the pulmonary vascular system which could feign pneumonia. The retro-
cardiac space should become more transparent e.g. to improve visibility of superposed lung structure. Another goal
is a good transparency of the mediastine to allow distinction of bone structure and vessels, trachea and bronchi,
t positioning of catheter, wire, artificial cardiac valves, spinal column and the shadow of the heart. The processing
!

should avoid noise amplification in abdomen, mediastine and retro-cardiac space.

A clinical study at the Medical University of Hannover (see also section 3.5) confirmed that density-, and scale-
dependent control of enhancement similar to the density dependent part of Noise Containment is well suited to cope
with these processing goals. This is because different anatomical details of chest images are separable by the criteria
of detail size and local image density. It has to be noted that a prerequisite for the separation of anatomical regions
of the chest image by local density is a ranging algorithm that automatically adapts the density curve to the actual
exposure of the detector such that characteristic regions are always mapped to the same local density. This is state
of the art in current products.!?

( region, detail [ local density [ scales ! required contrast enhancement J
["abdomen, noise <0.5 0,1 no enhancement
abdomen, relevant details < 0.5 > 2 moderate to strong enhancement
mediastine & retro-cardiac, noise <1.0 0,1 no enhancement
mediastine & retro-cardiac, relevant details | < 1.0 >2 moderate to strong enhancement
lung, rib contours ~ 1.7 0,1 moderate enhancement
lung, pulmonary vascular system ~1.7 2,3 low enhancement
lung, large weakly contrasting nodules ~ 1.7 >4 moderate to strong enhancement

Table 1. Identification of anatomical regions within chest images by scale and local density, and the requirements
on contrast enhancement, respectively. The statements hold for a spatial resolution of 2.5 Ip/mm.

The identification of anatomical details of chest images is listed in Table 1. The requirements on contrast
enhancement result from the processing goals mentioned above. Also, noise sensitive regions can be identified,
which leads to a quite satisfactory implementation of Noise Containment as a spin-off feature of Density-Controlled
Contrast Enhancement. Density-controlled contrast enhancement is realized by integrating a density- and scale-
dependent control into the enhancement which influences the amount of enhancement. This algorithm corresponds
to Noise Containment (figure 7) without the activity-dependent control path. The subband pixel is first enhanced
: according to the contrast amplification function (4). Then the difference value between enhanced and original pixel
' is weighted by an attenuation factor b that depends on the subband index i (= spatial frequency) and local image
density. This weighted difference value is finally added to the original subband pixel. The attenuation factor b is
selected such that it is smaller than 1 in regions of reduced enhancement and equal to 1 in regions of maximum
enhancement. This concept works regardless of the type (linear, nonlinear, ...) of enhancement. Results of the
density-controlled multiscale processing were compared with a standard chest processing.!®> The weighting factors
for multiscale contrast enhancement were determined at the Medical University of Hannover (figure 9). Contrast
was generally judged to be better in the multiscale processed image, especially in the brighter regions. Due to the
selection of the density curves, the processing did not disturb the balanced image impression, and did not feign
non-existing pathologies. A small drawback was a slight increase in noise that could not be avoided.
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Figure 9. Weighting factor b for density-controlled multiscale chest processing.

3.4. Equalization

We define Equalization as scale-dependent variation of the contrast amplification function. Contrary to density-
controlled contrast enhancement, which can also vary from scale to scale but only affects certain regions of the image,
Equalization influences the overall impression of the image. Apart from the scale-dependent factors C'F;, we have
for practical reasons restricted scale dependence to the gain factor G; in (4). While easy to handle, this produces
clinically valuable results without causing visible artifacts. Preference of higher spatial frequencies, preference of
lower spatial frequencies and equal treatment of all scales are three typical Equalizer settings for the gain that we
determined during our clinical studies.

The preference of the subband image corresponding to the smallest details provides a sharper image impression.
This was the preferred parameterization for images where the diagnostic interest was exclusively in small details like
bone texture. Stronger enhancement of lower scales would only produce disturbing density variations resulting from
superposed soft tissue. In such images, the additional boosting of noise could be accepted because noise is masked
by high frequent texture information.

The equal treatment of all scales was preferred for images where the diagnostic interest was equally spread from
very small to large details. Superposition effects should not be reduced but structures of different sizes should become
easier to distinguish. Boosting of the noise level could irritate in some regions of the image. In this case the noise
compensation mechanism proved to be a suitable countermeasure. Typical examples are lateral spine images (see
figure 10). Equal treatment of all scales is appropriate because diagnostic interest targets small details, such as the
posterior edges of a vertebra, as well as larger details like a body of a vertebra. Unacceptable noise boosting on the
finest scales, particularly in the bright regions of the upper and lower parts of this radiograph, could successfully be
prevented through the Noise Containment options.

If the image contains few small sized details of diagnostic interest, preferred enhancement of large sized details
is a good means to prevent too much noise amplification (see Figure 6). Clinicians found this to give a three dimen-
sional impression to the images. Pelvis images, for instance, were found to look similar to conventional (analogue)
radiographs without loosing the advantage of better exploitation of the available dynamic range. Enhancement of
weakly contrasting medium sized details is desired, while the same enhancement applied to the finest scales was said
to generate an “unnatural” image impression. This led to the contrast amplification functions in Figure 10. The
smooth transition of contrast gain values over scale was judged to give a balanced image impression.

3.5. Clinical Studies

The multiscale algorithm was evaluated on a storage phosphor radiography system in the radiology departments of
Fulda Municipal Hospital, and on a selenium-based chest-radiography system at the Medical University of Hannover.
A clinical prototype incorporating the complete functionality of a diagnostic workstation was connected to the
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Figure 10. Contrast amplification function for dorsal spine' (left) and pelvis (right) as dependent on contrast
amplitude and scale index.

radiography systems, allowing continuous operation in the diagnostic routine. A comprehensive archiving solution
allowed consistent storage of images, processing parameters and radiologists’ comments. For printing, images were fed
back to the hospital workstation. Evaluation of the images was exclusively made on film printouts. On the prototype

!7 laplacian image composition

r laplacian image decomposition

Figure 11. Design of subband enhancement.

the described algorithm was realized as follows (see Figure 11). Prior to multiscale contrast enhancement, a film-
like look-up table was applied to the radiographs. Then the images were subjected to a pyramidal decomposition
according to the compatibility criteria described in 2. For linear contrast enhancement, and additional Structure
Boost all subband images S;, 0 < i < (n — 1) were subjected to a remapping operation. The corresponding look-up
table transforms the contrast values according to:

Cl,remapped(x,y) = CFi(ci(I) y)) : Ci<:1:7 y) (6)

CFi(ci(z,y)) obeys (4). Noise Containment is controlled by the local density measure only, so that this feature
could be realized via density-controlled contrast enhancement. (see section 3.2). The density measure can easily be
retrieved from the expanded reconstructed image of the next lower level. The clinical studies were divided into two
phases: one for parameter optimization under a radiologist’s guidance, and one to collect feedback on the processing
results from a larger number of radiologists.

During the first phase the image impression was optimized by exploiting the modification options provided by
our algorithm. Stability of the obtained parameters was verified by throughput of a larger number of radiographs.
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We covered the major part of bone diagnostics as well as chest and abdominal regions. This way we collected a
considerable number of routine radiographs, optimized parameter sets, and expert comments on case histories, image
quality, and processing performance. The comments were arranged in an HTML-based documentation, with the
images serving as active links. Clicking into the images automatically loads them into the prototype and activates
the corresponding parameter set, thus permitting recreation of the clinical trials.

In the case of the study on the storage phosphor system, twenty images processed by both standard processing
and multiscale processing, using the optimized parameters, were presented side-by-side to 14 radiologists, without
identifying to them which ones were multiscale-processed, and which ones were standard-processed. The comparative
evaluations were based on the criteria in Figure 12, defined by the radiologists well before the session started. The

2-step linear filtering better multiscale filtering better 2-step linear filtering better muttiscale filtering better

much  moderately ; alitte | alitle | moderately ; much much  moderately ; alile | alittle  moderately | much

overall validation

detail visibility

overall sharpness

overall contrast

noise level

harmonic image impression

representation of critical areas

relevance for prinicipal findings

relevance for other findings

Figure 12. Opinion scores for dorsal spine, averaged over all radiologists (left). Scores averaged over all radiologists
and all evaluated examination types (right).

right part of diagram 12 summarizes the results, showing grand averages over all images and all readers (broad
bar). The averages are based on numerical values ranging from —3 to +3. Additionally the standard deviation of
each grand average value is given (narrow bar). Multiscale processing outperforms the standard algorithm almost
everywhere, without affecting the subjective criterion of ”harmonic image impression”. The increased enhancement
potential did evidently not result in a related boost of noise. Scores for the last three criteria, {critical areas, principal
and other findings) show that there is indeed good reason to believe that the new processing eases the diagnostic
process. The study also revealed that the achievable quality enhancement depends on the imaged anatomical region.
For some regions like the hand, results from standard processing are already close to the optimum, since almost no
hidden details could be made better visible. For other regions such as dorsal spine, multiscale processing significantly
improved image quality (see left part of diagram 12), much better in fact than the averaged scores show. Hence, as
long as the focus is on harmonization and fine detail enhancement in not too noisy conditions, the described reference
algorithm is already a powerful processing tool. Due to backward compatibility, multiscale processing should always
be at least as good as this reference algorithm.

In the case of the study on the selenium-based chest system, images of an anthropomorphic chest phantom that
were randomly superimposed with simulated lesions were processed by chest standard processing'® and multiscale
processing. Detection of lesions was assessed by five radiologists and evaluated by Jackknife ROC-methodology. The
study showed that multiscale enhancement was significantly superior for the detection of micro-nodules in the lung
area of adipose patients (A4, 0.82 vs. 0.76). For other lesion types investigated, differences were not significant,
though there was a general trend towards superior detection with multiscale enhancement. 4

4. DISCUSSION

We developed a new nonlinear multiscale algorithm that can be derived from unsharp masking-based standard i
processing. Backward compatibility enables re-use of processing know-how acquired on current standard processing
and eases acceptance of the new algorithm. Particular attention was paid to noise robustness.
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A clinical study confirms that a suitable design of the subband processing yields a significantly improved detail

visibility for a broad spectrum of routine radiographs without unacceptable boosting of noise and distortion of a
natural image impression.

Detectors of the next generation as e.g. solid state detectors will bring further improvements with respect to
versatility, signal to noise ratio, dynamic range, and spatial resolution.'®6.1 We expect that the advantages of the
new processing, especially the specific enhancement of weakly contrasting structures of any size, will be indispensable
to exploit the full potential of these detectors.
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