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ABSTRACT Generally, most existing super-resolution (SR) methods do not consider noise, which treats SR

reconstruction and denoising as two separate problems and performs separately. However, noise is inevitably

introduced in the imaging process. Based on analysis of the degraded model, in this paper, the problems

of interpolation and denoising are modeled to estimate the noiseless and missing images under the same

framework. By applying local fractal dimension (LFD) into image local feature analysis, a noisy single-

image SR method is proposed. For each noisy image, we first construct a rational fractal interpolation model

containing scaling factors, which can effectively maintain the inherent properties of the data. Furthermore,

the original image structure can be well preserved by applying the interpolation model. Considering the

local characteristics of the image, scaling factors are calculated on the basis of the LFDs. Then, through

further local feature analysis of the interpolated image, a denoising method based on LFD is proposed for

recovering a noiseless image. Finally, a high-quality high-resolution image is obtained. Experimental results

demonstrate that our method outperforms the state-of-the-art methods both quantitatively and qualitatively.

INDEX TERMS Noisy image super-resolution, local fractal dimension, local fractal feature analysis, scaling

factors.

I. INTRODUCTION

Image restoration (IR) aims to reconstruct a high-quality

image from its degraded version. IR is an ill-posed inverse

problem [1] for an observed image, and it can be modeled as

y = DHx + v, (1)

where x is the original image, D is down-sampling operator,

H is blur kernel, and v is additive noise. When H is not

considered, the IR problem reduces to a super-resolution (SR)

problem. Typically, the existing SR methods can be broadly

classified into three categories: interpolation-based methods,

reconstruction-based methods, and learning-based methods.

Interpolation-based methods are considered a relatively

basic approach to SR and usually utilize a basic function of

interpolation kernel to estimate the unknown pixels in the

The associate editor coordinating the review of this manuscript and

approving it for publication was Nilanjan Dey .

high-resolution (HR) image. Traditional interpolation algo-

rithms, including nearest point interpolation, bilinear inter-

polation and bicubic interpolation [2], are simple. However,

these methods tend to generate zigzag artifacts along edges.

To improve the performance of traditional methods, many

other adaptive interpolation methods [3], [4] have been pro-

posed. Although these types of methods can preserve sharper

edges, they often produce speckle noise or distortion in tex-

ture regions.

Reconstruction-based methods [5]–[7] generally rely on a

certain amount of prior knowledge during the reconstruction

process. Such methods can maintain the image edge structure

and avoid aliasing artifacts, but the quality of the recon-

structed image can promptly degrade (such as over smooth-

ing, the loss of significant high-frequency details) when the

required magnification factor is large.

Learning-based methods [8]–[10] recover missing high-

frequency details by exploiting the mapping relationship
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FIGURE 1. Algorithm framework.

between low-resolution (LR) and HR image pairs. These

algorithms are generally applicable to a certain category of

images, but they are fixed and therefore not suitable for the

input image. Moreover, if the LR images do not contain

sufficient repeating patterns, these algorithms use similarity

redundancy information to generate the HR images, which is

prone to generate sharpened edges instead of fine details.

Most of the existing SR methods assume that the image

to be reconstructed is noiseless. However, this assumption is

invalid in practical applications because noise will inevitably

be introduced in the process of image acquisition, which

makes the SR problem more challenging. Sparse representa-

tion schemes are used for reconstructing images in [11], [12].

The abovementioned methods are still more robust to input

noise by transforming the problem into sparse representation

model, but they are effective only on the condition that the

input LR images are corrupted by a small amount of noise.

Another common strategy for dealing with noisy data [13],

[14] is to divide the restoration process into two disjoint steps:

denoising and interpolation. Instead of performing denoising

and interpolation separately, a third strategy [15] is to treat

both tasks as estimation problem, which can yield better

subjective visual quality.

According to the above descriptions and discussion, pre-

serving the texture details and structural information is a

critical task in image SR processing that is based on degraded

model analysis. In recent years, fractal analysis has served as

the basis of a valid texture descriptor in texture classification

and segmentation [16], [17]. Consequently, fractal analysis

has attracted increasing attention in the SR literature because

of its ability to precisely characterize textures. Wee et al. [18]

proposed a fast fractal SR technique using fractal coding,

which can preserve image details well but fails to restore

sharp edges. Xu et al. [19] presented a single-image SR

and enhancement algorithm utilizing local fractal analysis.

This method can effectively enhance the image details, but it

cannot obtain satisfactory results in random texture region

that do not conform to the local fractal characteristics.

It should be noted that the fractal analysis methods mentioned

above mainly use the fractal dimension [20] to characterize

the texture features.

In this paper, a new single-image SR algorithm is proposed

to estimate both the noise-free andmissing images from noisy

images using local fractal feature analysis. The main steps of

the proposed algorithm are shown in Fig. 1. For a given noisy

image, first, the local features of the image are analyzed in

terms of the local fractal dimension (LFD) [21]. Then, scaling

factors are calculated using the LFD features, and the LR

image is adaptivelymagnified by using a corresponding inter-

polation model. Finally, an image denoising method based on

local fractal features is proposed to obtain a high-quality HR

image.

The main contributions of the proposed method are

summed up as follows:

(1) Under the framework of local fractal feature analysis,

we develop a noisy image SR method, that performs interpo-

lation and denoising in tandem. The proposed approach can

accurately restore the spatial feature information of images,

achieving good preservation of texture regions in particular.

(2) A new rational fractal interpolation model is con-

structed. First, comparedwith the existing interpolationmeth-

ods, the proposed interpolation model can more effectively

describe image features. In addition, it has a certain degree of

noise immunity.

(3) The fractal dimension reflects the complexity of image

texture information. Based on the relationship between the

scaling factor and the LFD, a method of accurately calculat-

ing scaling factors is proposed. Based on the LFD, an effec-

tive image denoising method is presented.

II. RELATED WORKS

Numerous noisy image SR methods have been studied in the

computer vision community. Some noisy image SR meth-

ods are based on single-image SR methods. To improve the
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performance of interpolation-based SRmethods, a fast image

upsampling method was proposed [4]. Although this method

retains sharp edges, noise is introduced in the reconstruc-

tion process. Huang et al. [10] proposed a single image SR

method via multiple mixture prior models, which not con-

sidered noise in the process of image SR. However, noise

will inevitably be introduced during image processing, so it

is necessary to consider the influence of noise in image

SR processing. Regarding sparse representation schemes,

Dong et al. [11] proposed a sparse representation-based

image SR method by using adaptive sparse domain selection

and adaptive regularization. Mandal et al. [12] developed a

noise-adaptive single image SR method in sparse represen-

tation framework. These two sparse representation methods

can obtain satisfactory results only when the noise intensity

is low.

Other methods divide the noisy image SR process into

two disjoint steps, including denoising and interpolation.

Although these methods can handle noise fairly well,

the reconstructed results are not satisfactory in terms of

preserving image features since the denoising process may

introduce some artifacts, which can be further amplified in the

interpolation phase. Zhang et al. [15] proposed a directional

denoising and interpolation algorithm that treats denoising

and interpolation as estimation problems. The image edge

structure can be well preserved with this method, but the

recovered texture details are not ideal. Zhang et al. [22]

proposed an IR method by plugging the deep denoiser prior

as a modular part into a half quadratic splitting based iterative

algorithm. For the task of noisy image SR with a high noise

intensity, this method cannot effectively remove noise while

maintaining sufficient texture detail information. To maintain

texture details, Zhang et al. [23] proposed a single-image SR

algorithm which applied the fractal analysis method to image

interpolation by constructing rational fractal interpolation

function (FIF). This type of method shows advantages in

comparison to other SR reconstruction techniques, especially

in terms of preserving fine image details and textural features.

In this paper, we construct a new type of rational fractal

interpolation model to achieve noisy image SR. Compared

with the interpolation model presented in [23], our proposed

model has better nonlinear properties and can maintain the

inherent properties and original structure of the image data

making it more suitable for noisy image reconstruction.

III. IMAGE LOCAL FRACTAL FEATURE ANALYSIS

In general, natural images contain smooth, edge and texture

regions, indicating that the measurement of the natural image

is locally adaptable. Thus, a local feature analysis method

may be more appropriate than global analysis for natural

image processing. Most natural images can be represented as

a fractal set, and fractal theory has been widely applied in

image processing technology [24]. In feature analysis based

on fractal theory, the fractal dimension is used to describe

the features of an image. LFD can more accurately describe

the local geometric structure of an image. In this paper, by

introducing the LFD into local feature analysis, we achieve

SR results in which texture regions do not contain artifacts

such as fuzziness and distortion. Fractal analysis can be used

to correctly describe the spatial features of an image. The

fractal dimension is essentially determined by the fractal

measure, which is an important parameter for characterizing

image roughness. The box-counting dimension of fractals is

one of the most commonly used fractal dimensions, which is

convenient for mathematical calculation and empirical esti-

mation. Thus, we will introduce how to compute the LFD and

the fractal dimension for the images.

Consider the image as a curved surface in 3-D space, where

two coordinates (x, y) represent 2-D plane position and the

third coordinate (z) represents the pixel value. For a given

image of size M ×M , we partition the 3-D space into boxes

of sides s × s × s, where r = M/s represents the number of

boxes needed to cover a row or column of the image. Suppose

that the minimum and maximum values of image pixels in

the grid (i, j) are in the box u and box v respectively, then

nr(i, j) = v−u+1 is the number of boxes required to cover the

image in the grid (i, j). Further, the number of boxes required

to cover the entire image is Nr ,

Nr =
∑

i,j

nr(i, j), (2)

then the fractal dimension of the whole image is

D = lim
r→∞

log(Nr)

log(1/r)
. (3)

The LFD of entire image can be obtained by computing the

fractal dimension from local region for each image patch.

IV. NOISY IMAGE SUPER-RESOLUTION

RECONSTRUCTION ALGORITHM

The proposed reconstruction algorithm is based on analysis

of the degraded model, namely, upsampling and denoising.

In this paper, both interpolation and denoising are treated

as estimation problems, and noise-free and missing image

information is estimated within the framework of local fractal

feature analysis.

A. IMAGE INTERPOLATION

Interpolation is a basic problem of resampling image size

in image processing [25]. Compared with linear methods,

nonlinear methods are more suitable for image interpolation

[14]. Furthermore, the fractal is an efficient model of texture.

Here, we construct a rational fractal interpolation model.

1) CONSTRUCTION OF INTERPOLATION MODEL

Let � = [a, b; c, d] be the plane region, and

{(xi, yj, fi,j, d
∗
i,j, di,j) : i = 1, 2, · · · ,N ; j = 1, 2, · · · ,M}

be a given set of data points, where a = x1 < x2 < . . . <

xN = b, c = y1 < y2 < · · · < yM = d are the knot spacings,

fi,j represents the value of f (x, y) at the point (xi, yj). Let d
∗
i,j

and di,j be chosen partial derivative values
∂f (x,y)
∂x

and
∂f (x,y)
∂y

at the knots (xi, yj), respectively. Denote hi = xi+1 − xi,

VOLUME 9, 2021 33387



K. Shao et al.: Noisy Single Image Super-Resolution Based on Local Fractal Feature Analysis

lj = yj+1 − yj, and for any point (x, y) ∈ [a, b; c, d],

θ :=
x−x1
xN−x1

, η :=
y−y1
yM−y1

.

Denote

ω0,0(θ ) =
(1 − θ)2(1 + θ )

1 − θ + θ3
, ω0,1(θ ) =

θ2

1 − θ + θ3
,

ω1,0(θ ) =
θ (1 − θ )2

1 − θ + θ3
, ω1,1(θ ) =

−θ2(1 − θ )

1 − θ + θ3
. (4)

Now, we consider the following iterated function system

(IFS),


















ϕi(x) = aix + bi,

ψj(y) = cjy+ dj,

Fi,j(x, y, z) = si,jz+ Pi,j(ϕi(x), ψj(y))

− si,jBi,j(x, y).

(5)

where |si,j| < 1, ai =
xi+1−xi
xN−x1

, bi =
xN xi−xixi+1

xN−x1
, cj =

yj−y1
yM−y1

, dj =
yM yj−y1yj+1

yM−y1
, and

Pi,j(ϕi(x), ψj(y)) = ar,s(θ, η)fi+r,j+s

+ br,s(θ, η)hid
∗
i+r,j+s

+ cr,s(θ, η)ljdi+r,j+s, (6)

Bi,j(x, y) = ar,s(θ, η)fr(N−1)+1,s(M−1)+1

+ br,s(θ, η)HNd
∗
r(N−1)+1,s(M−1)+1

+ cr,s(θ, η)LMdr(N−1)+1,s(M−1)+1, (7)

with

ar,s(θ, η) = ω0,r (θ )ω0,s(η),

br,s(θ, η) = ω1,r (θ )ω0,s(η),

cr,s(θ, η) = ω0,r (θ )ω1,s(η), (8)

then the IFS {I × J × R; (ϕi(x), ψj(y),Fi,j(x, y, z))} defined

by (5) allows a particular attractor G, and G is the graph of a

continuous function 8(x, y), which satisfies

8(ϕi(x), ψj(y)) = F(x, y,8(x, y)) = si,j8(x, y)

+Pi,j(ϕi(x), ψj(y)) − si,jBi,j(x, y),

i = 1, 2, · · ·N−1; j = 1, 2, · · · ,M−1.

(9)

si,j is called scaling factor of the IFS. Further, the rational FIF

8(x, y) defined by (9) is C1-continuous if |si,j| < min{ai, cj}.

The terms {(ar,s(θ, η), br,s(θ, η), cr,s(θ, η)) : r = 0, 1; s =

0, 1} are called the symmetric bases of the bivariate rational

FIF defined by (9), which satisfy

1
∑

s=0

1
∑

r=0

ar,s(θ, η) = 1. (10)

2) SCALING FACTOR CALCULATION BASED ON LFD

The interpolation surface has different shapes with diverse

values of the scaling factors. When the value of the scaling

factor is higher, the corresponding interpolation surface is

more complex. Meanwhile, different LFD corresponds to

different areas of the image. An image region with a more

FIGURE 2. The interpolation process of rational fractal interpolation
model.

complex texture has a larger LFD, whereas the pixel values

in a smooth region change relatively little. The relationship

between the fractal dimension and the scaling factors of the

constructed fractal surface is shown in (11),

N
∑

i=1

N
∑

j=1

|si,j|a
D−2

i cj = 1, (11)

where D is the box-counting dimension of fractal surface

defined by (9). For images, ai = cj = 1
N
.

According to formula (11), the fractal dimension of the

surfaces is closely related to the values of scaling factors

in the corresponding bivariate rational FIF. The purpose of

this paper is to use surface interpolation to recover a high-

quality HR image from one LR image. Considering the local

geometric structure of an image, according to formula (11),

the scaling factors of each image patch are given, namely,

si,j = NLFDi,j−3. (12)

3) INTERPOLATION ALGORITHM

With different scaling factors, the constructed rational FIF

can take different forms for describing and processing an

image. Based on the local fractal feature analysis of the

original image, the proposed model is applied for image

interpolation.

Our interpolation algorithm consists of three parts: (1)

Decompose LR image into patches of size 3× 3. (2) Interpo-

late each image patch individually. (3) Integrate these image

patches into the HR image. For every LR image patch, as is

shown in Fig. 2, the missing HR samples can be obtained

by constructed interpolation function. The basic idea of this

method is to structure the interpolation surface using a 3 × 3

vector control mesh, and then obtain the intensity of every

point in the HR image. More specifically, a fractal is a shape

composed of parts that is somewhat similar to the whole,

as is shown in Fig. 2, the pixels in the red rectangle (3 × 3)

are computed by using 3 × 3 LR image pixels. For the

entire image, there is an overlapping pixel point between

the patches in the processing to ensure a smooth connection

among patches. Further, the interpolation is completed by

traversing each patch in raster-scan order in the LR image.
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By applying constructed interpolation model into noise

image interpolation, the initial HR image patches can be

obtained, in which the structural characteristics of original

texture can be reserved as well as more image details can

be recovered. To obtain a clearer HR image, it is necessary

to filter image noise. Preserving image texture and structure

information is a critical issue in image denoising.

B. IMAGE DENOISING

The majority of existing denoising methods are based on

averaging the pixels in the image to achieve a denoising

effect; however, these approaches tend to cause the loss of

image details during the denoising process. The non-local

means algorithm (NL-means) [26] utilizes the redundant

information in the image to filter out noise, and it preserves

image details well. However, when the method incorrectly

selects similar points, the details of image information will

not be preserved well, which is especially common in images

with complex textures. Instead, a fractal can describe the

spatial characteristic information of the image correctly. The

LFD is an important parameter that characterizes the amount

of roughness in an image. Thus, we propose a NL-means

denoising algorithm based on LFD that combines LFD with

the local mean to search for and correctly select similar

points. The process of the denoising algorithm is shown in

Algorithm 1. This approach performs a better denoising effect

and preserves the texture and structure information of the

image.

In Figure 3, the large window is a search window centered

on the target pixel x, and the two grey small windows are

neighborhood windows centered on x and y, respectively.

The neighborhood window centered on y moves within the

search window, and each pixel x is computed as the weighted

average of the pixels that have structures similar to x in the

search window. Namely, given a noisy image v, the denoised

image is:

u(x) =
∑

y∈I

ω(x, y) ∗ v(y), (13)

FIGURE 3. The sliding process of the neighborhood window in the search
window.

Algorithm 1 NL-Mean Denoising Algorithm Based on LFD

Input: Original image set v(i, j, z(i, j), d), the size of an

image is M × M , i, j represent the row and column

coordinate of the pixel x and y, z(i, j) is grey value, d is

the number of image;

Output: Denoised image set u(i, j, z(i, j), d);

1: initialize the size of search window is S × S, search step

is 1;

2: for t = 1 : d do

3: for i = 1 : M do

4: for j = 1 : M do

5: for ii = 1 : S do

6: for jj = 1 : S do

7: if
∣

∣LFDx(i,j) − LFDy(ii,jj)
∣

∣ 6 T then

8: compute ω(x, y) by (14);

9: end if

10: end for

11: end for

12: compute z(i, j) by (13);

13: end for

14: end for

15: obtain the denoised image u(i, j, z(i, j));

16: end for

17: obtain the denoised image set u(i, j, z(i, j), d);

where the family of weights {ω(x, y)}y depend on the similar-

ity between x and y and satisfy the usual conditions, i.e., 0 6

ω (x, y) 6 1 and
∑

y ω (x, y) = 1. I represents the pixels in

the search window.

To effectively preserve image edges and complex textures

during denoising, the first task is to search for the correct

similar points for pixel x with the help of the LFD. The

LFD can reflect the roughness of the image block. There-

fore, the threshold T is used to filter out dissimilar image

blocks based on LFD. Let LFDx be the fractal dimension

of pixel x. When
∣

∣LFDx − LFDy
∣

∣ > T , ω(x, y) = 0; when
∣

∣LFDx − LFDy
∣

∣ 6 T , the similarity as a decreasing function

of the weighted euclidean distance:

ω (x, y) =
1

Z (x)
e
−

‖LFDx−LFDy‖
2

h2 , (14)

where Z (x) is a normalizing constant calculated as follows:

Z (x) =
∑

y

e
−

‖LFDx−LFDy‖
2

h2 , (15)

The parameter h acts as the filtering degree.

V. EXPERIMENTAL RESULTS

To illustrate the effectiveness of the presented algorithm,

we conducted experiments on the Set5 [27], Set14 [28] and

Kodak 1 datasets and selected eight SR algorithms to compare

experiment results with the scaling factor of×2. These meth-

ods are bicubic interpolation, MMPM [10], Zhang’s [23],

1http://r0k.us/graphics/kodak/
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TABLE 1. Objective quality assessment of different methods on Set5.

TABLE 2. Objective quality assessment of different methods on Set14.

US [4], LMMSE [15], ASDS [11], NASR [12] and DPIR

[22]. We also carried out experiments by cascading the pro-

posed denoising method after the Zhang’s. In all experiments,

the original images are added with different levels of Gaus-

sian noise as inputs (The standard deviations of Gaussian

noise are 5, 10 and 20 in this paper).
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FIGURE 4. Comparison of SR results on Girl image (σ = 5).

TABLE 3. Edge preservation index of noiseless images.

TABLE 4. Comparison of running time for different methods.

A. QUANTITATIVE RESULTS

We employ peak signal-to-noise ratio (PSNR) and struc-

tural similarity (SSIM) indices for quantitative comparisons.

PSNR is defined as 10 log 10(2552/MSE), wherein MSE is

the mean squared error (MSE) for two monochrome images

to be compared. SSIM is an index based on visual perception

for evaluating image reconstruction quality. In Tables 1 and

2 we report the average PSNR and SSIM performance of all
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FIGURE 5. Comparison of SR results on Parrots image (σ = 10).

FIGURE 6. Comparison of SR results on Wall image (σ = 10).

methods on Set5 and Set14 of all methods. Here, the PSNRs

and SSIMs for color images are the average results of the red,

green, and blue channels. Bold numbers represent the best

performance.

In terms of the PSNR and SSIM values in Tables 1 and

2, our algorithm produces the best quantitative results com-

pared with all baselines in most situations, especially the

SSIM scores. The results demonstrates that the constructed

33392 VOLUME 9, 2021



K. Shao et al.: Noisy Single Image Super-Resolution Based on Local Fractal Feature Analysis

FIGURE 7. Comparison of SR results on Baby image (σ = 20).

rational fractal interpolation model can well preserve the

original image structure. Furthermore, the proposed method

has obvious merits compared with other algorithms when the

noise level is high. Thus, we can conclude that local fractal

feature analysis is a quite efficient method for noisy image

SR reconstruction.

To verify the effectiveness of our method in maintain-

ing details, the edge preservation index (EPI) was used in

the comparative experiments. This index is prone to noise

level [29], whereas it can measure the ability of super-

resolution operations on noise-less images to maintain image

edges. The larger value of the index, the more details

are retained. Table 3 shows the EPI results of the differ-

ent methods on Set5 and Set14. Compared with the other

methods, the proposed method achieves the highest EPI

value on Set5. For the Set14 dataset, the proposed method

also can also achieve excellent preservation of fine image

details.

B. QUALITATIVE RESULTS

In Figs. 4-6, the subjective performance of the proposed

technique and the other techniques is illustrated. To visually

compare the effects of the different results, we show zoomed

views of local regions of an image. Fig. 4 shows reconstructed

results on noisy images (when σ = 5 ), and Figs. 5-6

show reconstructed results on noisy images (when σ = 10).

As seen from visual comparisons, overall, the HR images

reconstructed by our method have clearer textures, sharper

edges and fewer artifacts than those of other state-of-the-art

image SR methods.

Fig. 4 compares the reconstructed results of Girl image

with σ = 5. Overall, compared with the other meth-

ods, the proposed method achieves better visual results in

the image denoising and up-sampling. In the results recon-

structed via bicubic interpolation, MMPM, Zhang’s method

and US, the noise is not satisfactorily removed. The images

generated by ASDS and DPIR show fuzzy effects. LMMSE
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and NASR fail to recover the texture details. Although

Zhang’s method with cascaded denoising can remove noise,

the texture details cannot be well preserved by perform-

ing interpolation and denoising separately. In contrast, our

method performs denoising and interpolation within the same

framework and achieves satisfactory results for both texture

preservation and denoising.

Fig. 5 compares the reconstructed results of Parrots image

with σ = 10. Obviously, our method can produce a clearer

and more detailed HR image. Bicubic interpolation, LMMSE

andNASR generate many noise-caused artifacts.MMPMand

Zhang’s method can obtain better high-resolution images,

but they cannot remove noise. Moreover, the texture details

are not well maintained by Zhang’s method with cascaded

denoising. US, ASDS and DPIR can process the noise well;

however, the smooth regions reconstructed via US are poorly

contained, and ASDS and DPIR result in oversmoothed HR

images. Fig. 6 shows the recovery effects achieved by the

diverse algorithms on the Wall image with σ = 10. The

results of bicubic interpolation, MMPM and Zhang’s method

are noisy. Overall, the other compared methods fail to distin-

guish information from noise to some extent andmay produce

undesired noisy results. In contrast, our approach is capable

of obtaining vivid texture regions.

Fig. 7 compares the reconstructed results of Baby image

with σ = 20. Visually, the proposed method achieves better

results in terms of both image denoising and upsampling.

The Bicubic interpolation, Zhang’s method and US cannot

remove noise. Moreover, the results of MMPM, LMMSE,

NASR and Zhang’s method with cascaded denoising are

overly smooth. Compared with the results of ASDS and

DPIR, the proposed method can obtain more highly detailed

noiseless HR results.

In summary, the proposed algorithm can perform denois-

ing and up-sampling simultaneously utilizing local fractal

feature analysis. Specifically, for noisy image SR recon-

struction, our constructed rational fractal interpolation model

can efficiently preserve the original space characteristics

of images. Moreover, using the LFD to describe image

structure features is very suitable for achieving noisy

image SR.

C. EFFICIENCY ANALYSIS

In this part, we compare the operating efficiency of the dif-

ferent methods. The experiments are implemented on Intel(R)

Core(TM) i7-7600 3.40 GHz CPU with MATLAB R2017b.

The average running time of different methods is shown

in Table 4. ASDS, NASR and DPIR require large number

of matrix calculations and iterative processes, which take a

relatively long time. Compared with the Bicubic interpola-

tion, MMPM, Zhang’s method, US and LMMSE, although

our method has a longer run time, it also achieves excellent

denoising and SR performance. Overall, in light of the satis-

factory denoising and SR results of the proposed method, its

run time is considered acceptable.

VI. CONCLUSION

In this paper, we propose a novel method for noisy image

SR within the framework of local fractal feature analysis,

in which the LFD is used to describe the spatial features of

images. Based on analysis of the degraded model, the devel-

oped method treats both upsampling and denoising as a prob-

lem and perform them under the same framework. A new

rational fractal interpolation model with scaling factors is

constructed that is highly suitable for noisy image interpo-

lation. Then, by applying LFD image feature analysis for

image denoising, a reconstructed HR image is free from

noise-caused artifacts. Experimental results prove that our

method is superior to other state-of-the-art methods both

quantitatively and qualitatively. For the efficiency analysis of

the proposed method, due to the longer running time used to

analyze and calculate the fractal features of the input image,

there is still room for improvement. Achieving satisfactory

performance in a shorter run time will be a focus of our future

research. For example, several acceleration techniques can be

used to accelerate the proposed algorithm.
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