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ABSTRACT Industry 4.0 and Industrial Internet refer to the expected revolution in production, utility

management and, in general, fully automated, interconnected and digitally managed industrial ecosystems.

One of the key enablers for Industry 4.0 lies on reliable and timely exchange of information and large scale

deployment of wireless communications in industry facilities. Wireless will bring solutions to overcome

the main drawbacks of the current wired systems: lack of mobility, deployment costs, cable damage

dependency and scalability. However, the strict requirements in reliability and latency of use cases such

as Factory Automation (FA) and Process Automation (PA) are still a major challenge and a barrier for

massive deployment of currently available wireless standards. This paper proposes a PHY/MAC wireless

communication solution for FA and PA based on Non-Orthogonal Multiple Access (NOMA) in combination

with the 802.11n standard. The communication system proposed aims at delivering two different sets of

services. The first service class is composed of Critical Services (CS) with strict restrictions in reliability

and latency. The same communication system should convey also a second group of services, referred as

Best Effort (BE) with more relaxed boundary conditions. The proposal theoretical background, a detailed

transmission-reception architecture, the physical layer performance and the MAC level system reliability

are presented in this paper. The solution provides significantly better reliability and higher flexibility than

TDMA systems, jointly with a predictable control-cycle latency.

INDEX TERMS 802.11, Factory Automation, IWSN, local area networks, NOMA, P-NOMA Process

Automation.

I. INTRODUCTION

The fourth industrial revolution is driving the research and

the development in the field of industrial communications.

One of the expected trends is the progressive deployment of

wireless interconnections as well as global automation for

improving efficiency in the use of resources and the integra-

tion between processes and factories [1]–[4]. Even though,

wired connections are still ruling themajority of the industrial

environments. The main reason is the uncertainty of current

wireless standards for guaranteeing the tight requirements

posed by industrial use cases.

As a paradigmatic example, the 802.11 family of

wireless standards was not designed for industrial com-

munications. Nevertheless, they have emerged also as

The associate editor coordinating the review of this manuscript and

approving it for publication was Giovanni Pau .

a candidate for industrial applications because of their wide

range of available devices, network deployments and appli-

cations in practically all communication fields. A major

advantage of 802.11 relies on its similarity in OSI layer

architecture and compatible protocol structure with Ethernet.

This fact provides a high level of interoperability and ensures

simple implementation of Ethernet/WLAN internetworking

functions. On the weak side, its medium access mechanism,

CSMA/CA, does not guarantee deterministic behavior. This

fact is a major drawback for real-time services in networks

where a massive number of nodes are potentially operat-

ing in a crowded spectrum environment [5]. In addition,

the standard lacks efficiency for traffic profiles associated to

industrial wireless communications (short packets) [6].

A typical Industrial Wireless Sensor Network (IWSN) is

depicted in Fig. 1. A generic control system with specific

performance and control cycle requirements is assumed.
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FIGURE 1. Typical industrial wireless sensor network in an industrial
environment.

The control system has several access points/gateways (AP)

that will serve a set of sensor/control nodes. The distinction of

sensor and control functions will be associated to uplink and

downlink capabilities of each node. There will be two types of

nodes depending on the services associated. Some nodes will

be linked to critical services (CS), with strict performance and

latency restrictions. Others will not present tight restrictions

and will be served on a best effort (BE) basis. Moreover,

nodes receiving CS traffic could also be BE receivers. Addi-

tionally and in line with performance/latency restrictions,

CS and BE service throughput requirements will also be

different. In consequence, it is expected that the wireless

connection will carry services with orthogonal requirements.

This unbalanced traffic scenario is the perfect operating

point for Non-Orthogonal Multiple Access (NOMA) tech-

niques and especially for Layered Division Multiplexing

(LDM) [7], a specific power domain NOMA (P-NOMA).

LDMhas proven better reliability and throughput than the tra-

ditional TDM/FDM resource allocation schemes [8]. There

are already preliminary proposals in literature for applying

NOMA to industrial communications. In [9], authors cal-

culate the robustness and capacity of an ideal NOMA sys-

tem based on Shannon capacity. However, this work does

not provide a complete architecture description in combi-

nation with existing standards (PHY and MAC layers) and

does not consider specific modulation and coding schemes

(MCS), neither provides the combined performance of a PHY

and MAC layer. Then in [10], a cross-layer is design to

be used between the physical and the data link layers to

enhance the energy efficiency in downlink NOMA wireless

networks for Visible Light Communication (VLC). Neverthe-

less, the analysis is carried out adapting the coding and the

modulation without considering the integration in any stan-

dard and the reliability performance is not studied. In [11],

a NOMA-based 802.11n PHY approach is presented and

tested in some scenarios. However, no MAC layer is used to

provide a realistic industrial communication and the results

presented do not reach the low Packet Error Rate (PER)

values required the industry.

Aiming at flexibility, capacity and reliability in wireless

industrial applications, the present paper proposes the joint

use of NOMA/LDM and 802.11n. Although this paper pro-

poses a viability analysis using the well-stablished 802.11n

standard, this proposal will be applicable for future versions,

such as 802.11ax and 802.11be. The technical contributions

of this paper include:

1. To our best knowledge, this paper is the first compre-

hensive system design and analysis of a NOMA-based

802.11n architecture for industrial communications.

A fully detailed explanation of the transmitter and

receiver chains is provided, and in addition, the mod-

ification that have been assumed in order to make it

compatible with the current 802.11n are also included.

2. The proposal gathers also for the first time, in a single

framework, the principal steps that any technology has

to overcome during the first phase of the standardization

process: theoretical background and evaluation, design

of the architecture, computer based simulations at PHY

and MAC level and network evaluation.

3. A specific MAC layer superframe schedule is designed

and evaluated to cope with the specifications of a

NOMA-based service delivery.

4. The evaluation of each Key Performance Indica-

tor (KPI) has been carried out according to strict condi-

tions close to real applications. In particular, extensive

simulations have been run in order to obtain PER values

up to 10−3 on the physical layer and 10−9 atMAC level.

The main reason for this demanding evaluation is to

facilitate the possible know-how transfer to industry in

the near future.

The paper is organized as follows. The next section

describes the characteristics and requirements of industrial

communications, as well as the description of two typi-

cal industrial scenarios. Section III provides an overview

of the system proposal based on 802.11n and NOMA.

Section IV discusses necessary modifications in the PHY

in order to use NOMA with the 802.11n and the proposal

is evaluated in terms of reliability. Section V introduces a

deterministic MAC layer based on Time Division Multiple

Access (TDMA) to evaluate the PHY proposal in combina-

tion with retransmission techniques. Then, in section VI the

PHY/MAC proposal is tested in a realistic use case describing

the system network performance. Finally, Section VII con-

tains the main conclusions.

II. INDUSTRIAL COMMUNICATION TECHNOLOGIES

AND REQUIREMENTS

This section presents the main wireless solutions for indus-

trial communications and the possible use cases.

A. WIRELESS TECHNOLOGIES

According to available literature, such as [12], 802.11 and

802.15 are the most common building blocks in proposals for

wireless industrial communications.

802.15 is a working group inside the IEEE 802 special-

ized in Wireless Personal Area Networks (WPAN) [13].

802.15 standards are focused on low energy, low-range,
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low-data rate, and multi-hop topologies; thus, they are a suit-

able family for building industrial wireless sensor networks.

In addition, the standard supports a deterministic access

scheme that provides a bounded latency [14]. However, their

usability is commonly limited to monitoring applications due

to their low data rate, modest PER, and relatively large laten-

cies [15]. Some wireless networks for industry process moni-

toring have been effectively implemented using 802.15.4. For

instance, [16] presents an 802.15.4-based network for predic-

tive maintenance of manufacturing installations and railway

transport. In [16], the authors point out that 802.15.4 can

hardly be applied for strict control or safety applications for

latency and reliability concerns. Some other works try to

improve the feasibility of 802.15.4 for control applications.

In [17], a wireless network build with 802.15.4 and a cus-

tom TDMA MAC is presented. The TDMA MAC optimizes

the network delays and minimizes the cycle time. However,

the minimum achievable cycle time was in the 10 ms order,

which is out of several industrial applications [18], [19] and

they do not mention the achieved PER.

802.11 has been also considered for industrial

communication applications. Compared to the 802.15 family,

802.11 provides higher throughput and range. In 2009,

the IEEE standardization committees released the standard

version IEEE 802.11n [20], which offers up to five times

faster transmissionmodes in comparisonwith its predecessor,

especially due to the introduction of Multiple-Input Multiple-

Output (MIMO) systems [21]. Authors in [6] have tested it

on real-time industrial communications and the outcome has

been a set of guidelines and recommendations in terms of

reliability and latency. However, reliability values are only

presented up to PER values of 10−1, which is far away

from typical industrial performance requirements and it is not

realistic to extrapolate those values to very low PER values

taking into account the high variance of the industrial wireless

propagation channels. Recently, cross layer approaches are

a matter of discussion, not only from a PHY-MAC point of

view, but also from the network layer perspective. In [22],

authors detail different key design aspects in ultra-high-

performance wireless networks for critical industrial con-

trol applications but unfortunately no simulations results

were included. Finally, in [23], SHARP (Synchronous and

Hybrid Architecture for Real-time Performance) is presented,

a new architecture for industrial automation. Its wireless

part includes a novel PHY layer based on 802.11g and

integrated in a TDMA MAC structure in order to guar-

antee deterministic behavior. In this case, convolutional

codes are used as channel coding, which are far away from

the reliability performance of the LDPC codes introduced

in 802.11n.

In summary, the solutions presented so far do not meet the

strict industrial requirements and although the 802.11 stan-

dard family seems to be more prepared to be integrated

in the industry, it cannot be still considered the optimum

technology.

B. USE CASES AND SCENARIOS

This paper addresses two industrial communication appli-

cation use cases: Factory Automation (FA) and Process

Automation (PA).

FA refers to industrial communication environments where

either individual machines or complete systems require

real-time control. These cases are related to production

chains, where machines are fundamental elements of the

process. Some representative examples would be assembly,

packaging, palletizing and manufacturing. Due to the crit-

ical role of communications in their respective processes,

depending on the application, they require bounded latencies

(0.25-10 ms) and Packet Loss Rate (PLR) in the range

of 10−7-10−9. In addition, the update time is between

0.5-50 ms and coverage areas are usually well below

100 meters [24], [25].

PA refers to industrial communications for monitoring

and diagnosing applications. Examples of PA typical fields

are heating, cooling, stirring, and pumping procedures and,

in general, machinery condition monitoring. A major differ-

ence with FA is the variation speed of measurements and con-

trol cycle latency requirements. Most representative values of

latency and reliability are within the ranges of 50-100 ms and

10−3-10−4 packet loss rate, respectively.Moreover, an update

time of 0.1-5 seconds is usually required. Communication

ranges are larger than in FA and may vary between 100 and

500 meters [24], [25].

In this work, two deployment scenarios are proposed for

system evaluation purposes. In both cases, two services are

expected: one critical service (CS), and one non-critical

service that will be referred as best effort (BE) service.

On the one hand, both PA and FA services will be regarded

as critical (CS) even though their requirements in terms

of latency and reliability will be different. On the other

hand, BE services will not have latency and reliability

restrictions and will be applicable in any scenario and use

case.

The scenarios provide boundary conditions such as number

of nodes, bitrate allocated to each service, service area dimen-

sions and propagation channel characteristics. Scenarios and

associated parameters have been based on reference models

and experimental data available in [26] and [27] and are

gathered in TABLE 1. On the one hand, scenario A represents

a relatively large manufacturing hall, with 3200 sq. meters

(80 × 40 m). We assume up to 100 nodes randomly dis-

tributed throughout the hall. The access point/gateway will

be installed in an optimal position, where LOS and partially

obstructed Fresnel zone conditions dominate. On the other

hand, Scenario B represents a manufacturing cell, with lim-

ited dimensions (10 × 10 m), up to 20 nodes per cell and

NLOS reception conditions. In both cases, a typical man-

ufacturing environment is emulated with plenty of metallic

structures and moving machines and staff. The propagation

channel (CM 7 or CM 8) choice associated to each envi-

ronment has been based on [28] and the experiments carried
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out on [26]. TABLE 1 summarizes the main parameters and

values of each case.

TABLE 1. Use cases and application scenarios.

The service capacity requirements associated to the critical

services have been differentiated in each scenario. Scenario

A has higher number of nodes and lower PER requirement,

whereas Scenario B presents less nodes, lower distances and

requires a very low PER. Consequently, we have chosen a

bitrate capacity close to 24 Mbps for the critical service,

whereas this number is reduced to 12 Mbps for the manufac-

turing cell in scenario B. In both cases, the target throughput

of the BE services is 48 Mbps.

III. NOMA-BASED 802.11n

This section introduces the basic principles of NOMA and the

requirements for its integration within the 802.11n standard.

A. NON-ORTHOGONAL MULTIPLE ACCESS (NOMA)

Power domain NOMA has recently been successfully applied

to broadcast communications [29]. P-NOMA is very efficient

in providing different levels of robustness to different services

within the same RF channel. This makes the technology an

adequate candidate formultiplexing serviceswith unbalanced

requirements in industrial wireless applications.

NOMA consists of a signal ensemble composed of several

layers, each one taking a portion of the total power delivered

by the transmitter. Each layer is configured targeting different

robustness levels, decoding thresholds and capacities. The

configuration is a function of the modulation/coding choice

and the power assignment to each layer. The power splitting

is described by 1 (injection level, measured in decibels).

The concept of multiplexing two services with NOMA is

illustrated in Fig. 2 and the NOMA signal ensemble can be

expressed as:

xNOMA (k) = xCS (k) + g · xBE (k) , (1)

where xCS (k) and xBE (k) are the two data streams com-

bined into xNOMA (k) and k is the subchannel index. The

injection level g defines the linear power allocation ratio

between layers in linear units [7]. This work is based on a

two-layer system and, therefore, layers are referred as Upper

Layer (UL) and Lower Layer (LL), where CS is transmitted

in the UL and BE in the LL, as described in Fig. 2. Due to

the power splitting, each service is delivered with less power

than in the single-layer case and the power allocated to each

FIGURE 2. Non-Orthogonal and Orthogonal Multiplexing (OM) schemes
sharing both the time and the frequency resources.

service can be calculated as:

σi =
10

1i−1
10

∑N
i=1 10

1i−1
10

, (2)

where, σi is the power allocation ratio for layer i

(i.e., i = 1, 2), N is the total number of layers in the signal

ensemble (i.e., N = 2) and 1 is the injection level in dB.

The idea of multiple signals on the same channel with

unequal error protection was described time ago by some

information theory papers such as [30]. The currently avail-

able advances in forward error correction make NOMA

feasible in real systems. The performance of latest LDPC

codes, for instance, is less than half a dB away from the

Shannon limit [31]. The second driver for feasibility is the

implementation of the signal cancellation structure proposed

in [6], which reduces significantly the complexity of the

receiver [32]. In [6], a comprehensive comparison of the spec-

tral efficiency of NOMA and traditional TDM/FDM schemes

was presented. It is proven that provided the service reception

thresholds are unbalanced, the overall gain offered by NOMA

can be up to 3 bps/Hz. In practice this gain can be invested

in two benefits: 30% higher throughput compared to TDMA

solutions [33], [34] or a considerable PER reduction [35].

NOMA will always outperform TDM/FDM, provided an

efficient enough channel coding mechanism is used.

Industrial communication systems are typically rolled out

for supervision and control purposes, where security, relia-

bility and delay will be critical design constraints. NOMA

addresses both security and reliability directly by operating

close to zero and even with negative reception thresholds for

the most challenging scenarios. Flexible configuration of lay-

ers is also an advantage for increasing the security of the PHY.

Moreover, processing time and complexity at the receiver

are key for system feasibility in industrial environments.

The cancellation associated to additional layer decoding

involves additional processing latency on the receiver. How-

ever, the CS is not affected by this inconvenience as it is

transmitted in the UL. Even though, the selected error cod-

ing technique for the physical layer waveform will be very

important for the Successive Interference Cancellation (SIC)

delay [36]. In [32], for instance, the latency associated to large

LDPC codes was analyzed. The results show that the number

of iterations of the LDPC decoding algorithm remains lower

than 5 for Signal-to-Noise Ratio (SNR) values below 4-5 dB,

VOLUME 8, 2020 168549



J. Montalban et al.: NOMA-Based 802.11n for Industrial Automation

FIGURE 3. General block diagram of the proposed transceiver: (a) NOMA-based 802.11n transmitter, (b) NOMA-based 802.11n receiver.

making the associated decoding time not relevant on the over-

all OFDM receiver processing time budget, mostly influenced

byMAC operations [32]. It should be noted that time require-

ments cannot be described on a general basis. Each applica-

tion scenario requires a thorough analysis of the control-cycle

vs. receiver processing time.

B. NOMA ON 802.11n

A new communication architecture based on modifications to

the PHY of the 802.11n standard in order to include NOMA

is presented in this subsection.

First, at the MAC layer, the LL Physical Service Data

Unit (PSDU) packet length is adjusted according to the UL

length in order to ensure that both components, UL and LL,

will make use of the same number of symbols per frame in

the physical layer. This adaptation will enable the use of a

simplified NOMA mapping block, which will be included

immediately after the combination of individual mappers

plus an amplitude adaptation operation (injection level).

Consequently, the LL receiver complexity will be greatly

reduced. Previous work already assessed the relevancy of a

proper choice of the data overlapping for efficient and simple

receiver implementation [32]. In particular, the length of the

BE PSDU can be calculated as:

PSDUBE =
⌊(

SymNum(CS) ∗ NDBPSBE − NService
)

/8
⌋

(3)

where, SymNum(CS) is the number of complex symbols

required for the CS,NDBPSBE is the number of coded bits per

OFDM symbol of the BE service and NService is the number

of bits in the service field.

In fact, if the system uses OFDM and the framing struc-

ture of each one of the layers are synchronized, the receiver

complexity and latency are limited. Themapping and framing

stage are inherited directly from 802.11n MCS. The only

difference is that both services are combined into a single

stream after mapping (see Fig. 3 (a)). To do so, the com-

plex symbols corresponding to the LL are attenuated by a

predefined injection level. The injection level in linear units

(i.e., g) indicates the relative power distribution between both

layers, so g has a real value within the range [0, 1), where

g = 0 results in a single-layer system and g = 1 results

in a two-layer system with equal power distribution. Then,

the UL and the attenuated LL are added creating the definitive

NOMA signal ensemble. After superimposing both layers,

the output constellation is normalized. In this particular case,

theUL is in charge of delivering CS content, while BE content

ismapped into the LL.Once both services are combined into a

single P-NOMA signal ensemble, both services will undergo

the same processing stages. The final physical waveform is

then sent in the form of PHY packets composed of a preamble

and a data field. The detailed structure of the PHY packet is

maintained as defined in 802.11n.

The first modules of the NOMA receiver are identical to

those on current 802.11n receivers (See Fig. 3 (b)). After

RF conditioning, the carrier and time synch stages prepare

the input for channel and equivalent noise estimation.

Then a Least Square (LS)-based equalization is per-

formed and the CS goes through decoding, demapping and

descrambling stages. The CS bit stream will be available

for all sensor/actuators of the service area without additional

complexity since the lower layer will be assumed as addi-

tional noise for the UL. If the available SNR permits, the

cancellation and lower layer decoding will be the next steps.

The cancellation will depend on the injection level, the chan-

nel estimation metrics and the CS itself. At the receiver,

the NOMA ensemble on the k-th channel can be expressed

as:

yNOMA (k) =
(

xCS (k) + g · xBE (k)
)

· h (k) + n (k) , (4)

where yNOMA (k) is the received symbol, h (k) is a static

multipath channel and n (k) is the sum of AWGN noise

and other additive interference. CS can be accessed as usual

without any further requirements. Once the UL has been

decoded, a signal cancellation algorithm provides access to

the BE. In this work, for the signal cancellation stage the

Hard-SIC cancellation scheme is proposed due to its good

trade-off between complexity and performance. In particular,

the sameHard-SIC cancellationmechanism has been adopted

by receivers of latest Advanced Television Systems Commit-

tee (ATSC) digital TV standard, ATSC 3.0, showing a suc-

cessful balance between complexity and performance [29].

The decoded CS layer is coded and modulated again,

and then, it is removed from the equalized NOMA signal
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(See Fig. 3 (b)). After these stages, the received signal can

be expressed as:

x̃BE (k) = g · xBE (k) + i (k) + n (k) , (5)

where i (k) is the error cancellation due to the channel esti-

mation error and x̃BE is the obtained BE data [6]. Eventually,

the obtained signal goes through the same decoding, demap-

ping and descrambling stages as the CS.

C. CAPACITY COMPARISON

The purpose of this section is to demonstrate theoretically

that the inclusion of NOMA in 802.11n standard provides an

increase of the system capacity. Fig. 4 shows the capacity gain

of NOMA for different configurations. The x-axis represents

the percentage of time dedicated to the delivery of CS content,

while the y-axis is the capacity gain obtained as the difference

between the optimum TDM configuration throughput and

the optimum NOMA throughput. The different curves imply

different restriction on the maximum SNR value that CS and

BE services can assume. Based on those values the optimum

MCS configuration is carried out for both technologies.

FIGURE 4. Potential gain using NOMA in combination with 802.11n.

Firstly, Fig. 4 shows that in the majority of the cases,

NOMA offers a considerable capacity gain with maximum

values between 40-60 Mbps. The gain increases linearly pro-

portional to the percentage of time allocated to CS, where

the higher are the time requirements of CS, the higher is the

gain that NOMA can offer. In addition, the curves present

different gradient due to the performance of NOMA. In fact,

the higher is the asymmetry between the SNR requirements

of the services, the higher is the gradient of the grain that

NOMA can offer. Finally, it should also be remarked that for

the low values of time percentage allocated to CS, NOMA

does not provide enough gain, and so, TDM could be a

better solution. However, taking into account the industrial

time requirements, cases where the majority of the time are

allocated to non-critical services are not very representative.

The main reason is that service configuration is carried out

to meet the strict requirements of CS and, therefore, a low

percentage of time dedicated to CS may indicate that the

service configuration is not optimized.

D. PROPOSED CONFIGURATIONS

Based on the scenarios described in previous sections,

two different configurations are proposed for each of the

multiplexing schemes. On the one hand, in the NOMA-

Config. A (PA), the UL is targeting a CS with a throughput

of about 24 Mbps (MCS1), whereas the LL is delivering

48 Mbps (MCS3) as a BE service and the injection level

is −10.5 dB. In NOMA-Config. B (FA), the UL is decreased

to 12 Mbps (MCS0) and the injection level to −10 dB in

order to satisfy the more tight requirements of FA, while the

EL configuration remains the same. PHY configurations are

summarized in TABLE 2.

TABLE 2. PHY configurations.

On the other hand, the resources are always 50%-50%

shared by both service types in TDM/FDM configurations.

In the first case, TDM-Config. A, the MCS3 is proposed

for the CS, whereas for the second scenario TDM-Config. B

the MCS1 is enough to satisfy the minimum CS through-

put. Eventually, in both cases the BE data is conveyed with

MCS5 and a throughput of 48 Mbps. The packet length of

the CS service has been configured to deliver a payload

of 18 bytes.

IV. PHYSICAL LAYER (PHY)

This section provides guidelines for the design of the pro-

posed PHY layer and presents the performance analysis.

A. DESIGN

The potential gain of the NOMAproposal has been studied by

through simulations of the complete physical layer [37], [38].

A prototype transmitter and receiver chain has been imple-

mented for this purpose. This prototype is compliant with the

802.11 a/g/n standard and includes modifications to enable

NOMA multiplexing capabilities as described in Section III

(See Fig. 3).

The system evaluation set up has included two industrial

propagation models for performance evaluation purposes:

the CM 7 (Scenario A) and CM 8 (Scenario B) channel

models [28]. Considering this work as a feasibility analysis

of the upper limit of the potential gain provided by NOMA to

802.11n, perfect synchronization and channel estimation are

assumed. Access the Lower Layer is granted after SIC can-

cellation as explained in Section III.B. In line with the ideal
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FIGURE 5. Performance results for the PHY layer: (a) Scenario A (b) Scenario B.

synch and estimation considerations, cancellation has been

also considered ideal. Previous works have demonstrated that

it is possible to keep the cancellation noise below the system

AWGN [7], [39].

The PHY performance has been evaluated using. This is

one of the key performance indicators in industrial appli-

cations (a PSDU packet is considered erroneous if any of

the bits are decoded incorrectly). The number of simulated

packets and the SNR simulation steps have been adapted to

the expected PER values. In particular, the simulated packet

number is always at least one order of magnitude higher

than the required value for obtaining the desired PER value

assuming one single error. In addition, for the best granularity

the lower PER values are calculated within 0.25 dB steps.

The obtained results are fed to OMNeT++ as the PHY error

model.

B. EVALUATION

As part of the proposal study, the PHY performance of

configurations proposed in Section III.D are displayed

in Fig. 5 (a) and Fig. 5 (b) for Scenario A and Scenario B,

respectively. The receiving thresholds at the physical layer

are limited to PER = 10−3. It must be noted, that the

MAC level retransmissions, even limited for latency consid-

erations, will bring PER values down to 10−8.

The UL gain in Fig. 5 (a) is close to 5 dB, whereas the

LL performance is within a 1.5 dB margin for both multi-

plexing schemes. In Fig. 5 (b), however, the NOMA UL gain

is reduced to about 2.5 dB and the LL performance is even

closer. The relevance of the result lies on the significant gain

in PHYperformance, close to 5 dB gain for a very challenging

scenario, which will provide room for flexible MAC design.

The reason for this gain is that in order to compensate the

capacity reduction in TDMA systems because of the resource

sharing between CS and BE, higher modulation orders have

to be used in comparison with NOMA. Therefore, more

robust configurations can be used in NOMA, while the same

capacity as in TDMA is offered.

V. MAC LAYER DEFINITION AND PERFORMANCE

This section presents the design of the proposed MAC layer

and the performance analysis.

A. DESIGN

In this section, a specific MAC layer for implementing

the NOMA-based 802.11n PHY proposal is presented. This

MAC layer proposal combines in the same time schedule

the NOMA signal ensemble with a TDMA medium access

technique to guarantee deterministic packet delivery and a

packet retransmission scheme in the time domain to increase

the reliability. Additionally, it is assumed that the nodes share

a common time reference that allows guaranteed access to the

mediumwithout any interferences, such as [40], [41]. In order

to measure the benefits of introducing NOMA, a single-

layer TDMA MAC with packet retransmission schemes has

been designed and implemented. BothMAC layer superframe

structures, TDMA and NOMA + TDMA, are presented

in Fig. 6.

Both superframe structures are composed of four differ-

ent periods: CS transmission, uplink feedback, on-demand

retransmissions and BE period. During the CS transmission

period, the AP sends the corresponding CS information to

each slave in a dedicated time slot. Then, in the uplink

feedback period, each slave sends an ACK packet if the CS

has been correctly received or NACK packet if the CS has

not been correctly received. The ACK/NACK packet trans-

mission is carried out in single-layer mode in both cases,

TDMA and NOMA. In the on-demand retransmission period,

each of the requested retransmissions in the previous period is

carried out by the AP in another dedicated time slot. To define
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FIGURE 6. Superframe time representation: (a) TDMA, (b) NOMA + TDMA.

the duration of this period, the worst possible case is assumed,

that is, one slot per each CS packet retransmission is reserved.

Finally, in the BE period non-critical information is delivered.

The length of each period depends on the MCS on use. The

lower the MCS is, the higher the required transmission time

is, and so, the longer the period is. Taking into account the

PHY configurations (TABLE 2), since NOMA uses lower

MCS values, NOMA periods are longer than TDMA periods

for the same packet lengths.

Themain difference between the two superframe structures

is that by using NOMA, BE services are delivered in the LL.

On the one hand, this effect reduces the superframe time dura-

tion since only three periods have to be reserved in the time

domain. On the other hand, as NOMA techniques are imple-

mented in combination with a deterministic TDMA structure,

BE services are transmitted in the lower layer aligned with

CS. In consequence, it will be much easier to determine

the timing of the transmission and the reception of each BE

packet since the determinism obtained by the use of TDMA is

also applied to the BE services. The consequence is an easier

prediction of latency also for BE services. Another advantage

of the simultaneous delivery of CS and BE services is that

when a retransmissions are required for CS, the BE packet is

also retransmitted, and so, a second chance is obtained for the

correct reception of BE traffic.

B. EVALUATION

In order to evaluate the reliability of the proposed MAC

layer, the OMNeT++ network simulator has been used [42].

The designed MAC layer has been implemented in combina-

tion with the PHY configurations described in the previous

section. The scenarios (A and B) described in section II.B

have been used (see TABLE 1). The number of nodes in the

network has been set initially to 50 in scenario A and 10 in

scenario B. Later, the impact of increasing the number of

nodes and the maximum slots of a TDM/NOMA superframe

as a function of Tcycle will be calculated.

Firstly, the superframe length is different for each tech-

nology and configuration. Therefore, the minimum TCycle

would also be different, since in this work, the TCycle is

assumed as the minimum required time to carry out all

the required communications described in the superframe

(i.e., the superframe length), which means that the lower

the TCycle, the faster are the slaves updated. In particular, for

the same number of nodes, NOMA superframes are shorter

than TDM superframes. In fact, TDM superframe is 22%

and 17.5% longer than NOMA superframe in scenario A and

scenario B, respectively.

In Fig. 7, CS reliability curves obtained from the MAC

evaluation are presented in terms of PER and PLR vs. SNR.

This work assumes PER as the error rate without retransmis-

sions and PLR as the error rate after implementing retrans-

missions. Regarding the performance obtained in scenario

A (Fig. 7 (a)), NOMA-based MAC offers better results than

TDM for restrictive PER and PLR values (i.e., 10−9). In par-

ticular, NOMA performs 2.5 dB better than TDM in terms of

PLR and more than 6 dB in terms of PER.

If the impact of the retransmission schemes is individually

analyzed, the relative reliability improvement achieved in

TDM is higher than in NOMA (i.e., 7dB vs. 4 dB). The

difference on the impact of the retransmissions is associated

to PHY configurations in each case, as TDMuses a less robust

MCS, retransmissions are more effective. Similar reliability

results are obtained in Fig. 7 (b) for scenario B. In this case,

the gain that NOMA-based system offers in comparison with

TDM system is 2.3 dB and 1.7 dB in terms of PLR and PER,

respectively. In general, performance values are better in

scenario B since more robust configurations are implemented

for the CS.

The PER performance of the BE component is presented

in Fig. 8. In the case of scenario B, performance results are

very similar in both cases, the difference is lower than half dB.

However, in scenario A TDM offers slightly higher reliability

(around 3 dB). Nevertheless, the reliability difference for both

technologies is not as critical as in the case of CS. More-

over, PLR results of the NOMA MAC layer are not included

in Fig. 8 since they are very similar to the PER values. The

main reason for this effect is the short time interval between

the transmission and the retransmission, usually much shorter

than channel time coherence.

VI. COMPREHENSIVE NETWORK EVALUATION

In this section, the PHY layer (Section IV) and the MAC

(Section V) are combined based on the scenarios detailed in

Section II.B. The objective of this study is to test the proposed

solution in terms of reliability and latency in a realistic net-

work. Simulations have been carried out in OMNeT++. The

system uses a 40MHz channel bandwidth in the 2.4 GHz ISM

band,−90dBm is the thermal noise power and the transmitted

power is set to 10 dBm. It is assumed that the nodes are

randomly distributed along the network. The path loss model

includes the free space path losses plus a shadowing compo-

nent that is characterized with a log-normal distribution with

mean zero and σ = 6 dB [43]. A summary of the parameters

is presented in TABLE 3.

Fig. 9 shows the results of reliability associated to each

scenario. Scenario A and Scenario B are presented indepen-

dently in Fig. 9 (a) and Fig. 9 (b), respectively. In general,
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FIGURE 7. MAC layer CS reliability results: (a) Scenario A, (b) Scenario B.

FIGURE 8. MAC layer BE reliability results.

TABLE 3. Simulation parameters.

NOMA offers considerable better performance for the CS.

In fact, in all CS cases (see Fig. 9), NOMA outperforms

TDM in at least one order of magnitude. In particular,

PLR values below 10−8 are obtained using NOMA. On the

other hand, looking at BE services, TDMoffers slightly better

performance results than NOMA in Scenario A, while in

Scenario B, results are very similar for both technologies.

In addition, to the reliability results, the effect of the error

packets and the retransmissions over the received through-

put is presented in TABLE 4. As in the case of reliability

results, NOMA provides a better use of system data capacity

for CS services as results appear closer to the maximum

(i.e., 24 Mbps in scenario A and 12 Mbps in scenario B)

results. On the contrary, regarding the received effective

throughput related with BE services, TDM-based architec-

ture provides slightly better results, although, in both cases,

the throughput decrease is assumable taking into account

the characteristics of BE services. In summary, in order to

improve the reliability of CS by using NOMA, a tradeoff

has to be assumed between the performance of the CS and

the BE.

Concerning time requirements, an end-to-end (E2E)

latency analysis is presented in TABLE 5. NOMAcan assume

lower TCycle values while carrying out the same services as

in TDMA. Then, the minimum E2E latency is defined as

the time required to deliver a CS data packet. As expected,

the minimum latency of NOMA is higher than the mini-

mum latency of TDM because it uses lower MCS in the

PHY configuration. The maximum latency is obtained when

the CS packet is received in the on-demand retransmission

period. Again, the different MCS choices cause different

maximum values. Finally, the last column in TABLE 5,

presents the mean latency obtained from the simulation of

all the scenarios. In general, mean values are very close to

the minimum latency values in all cases. This means that

few retransmissions have been required to deliver the CS

information correctly. However, the difference between the

minimum and the mean latency is lower in NOMA than in

TDM, because of its higher reliability. Doubtlessly, results
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FIGURE 9. Reliability results obtained in: (a) Scenario A, (b) Scenario B.

TABLE 4. Received effective throughput.

TABLE 5. E2E latency comparison.

indicate that NOMA-based systems are more deterministic

than TDM systems, since instantaneous latency values are

less variable.

The length of the superframe structure is conditioned by

the number of nodes that are served in each cycle time.

Therefore, depending on the time requirements that have to

be guaranteed (maximum cycle time), different number of

nodes can be served depending on the multiplexing technol-

ogy used. TABLE 6 contains the number of nodes that can

be included in the designed superframe for different Tcycle

values. The first two values (100 ms and 50 ms) are related to

PA environments, where time requirements are more flexible.

Then, the other three values (10ms, 5ms and 1ms) are related

to FA environments. In general, by using NOMA,more nodes

can be included, specifically, the amount of served nodes

can be increased by around 20%. It is worth mentioning the

case of a Tcycle of 100 ms, where the number of nodes in

the superframe is maximum. In this case, by using NOMA

108 extra nodes could be served in scenario A and 77 more

in scenario B.

Finally, it is important to highlight that although orig-

inally only scenario B is oriented to FA environments

(scenario A is oriented to PA), based on the latency and

TABLE 6. Served nodes for different TCYCLE sizes.

reliability results obtained in TABLE 5 and Fig. 9, in both sce-

narios FA applications could be delivered by using NOMA.

VII. CONCLUSION

This article provides a comprehensive proposal of a

NOMA-based 802.11n architecture for industrial applica-

tions. In addition to the necessary theoretical basis and

the specific PHY/MAC NOMA design in combination with

802.11n, realistic requirements and scenarios have been

detailed based on PA and FA, where the NOMA-based

802.11n proposal could be implemented. First, a simulation

setup has been presented at PHY level in order to test the reli-

ability increase obtained by introducing NOMA in the PHY.

Then, a particular MAC layer structure has been presented to

manage a deterministic medium access with a useful retrans-

mission scheme. Finally, the performance of the PHY/MAC

design has been tested in the described industrial scenarios.

Reliability and latency have been the principal KPI.

In general, NOMA offers significantly better reliability

results than TDMA. On the one hand, as shown in Section IV,

the reliability of the CS is highly increased by using more

robustMCS configurations. On the other hand, the robustness

increase in the NOMA-based CS is maintained in the MAC

layer performance curves. In fact, up to 6 dB of gain can

be obtained for PER values of 10−9, since NOMA-based

CS can be obtained for a SNR of around 27 dB, while for

TDMA around 33 dB of SNR are required. In addition,

the effect of the proposed time retransmission scheme is

confirmed in both technologies NOMA and TDM, since the

required SNR is reduced. It has been observed that in some

cases, TDMA-based systems offer slightly better results for

BE services, but this fact has not been considered critical for

FA or PA scenarios. It is also important to emphasize that
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in all the simulated realizations in section VI, an important

improvement is obtained PER and PLR metrics for NOMA.

In fact, NOMA-based results outperform TDM results in at

least one order of magnitude in each of the evaluated cases.

In both scenarios, the PLR value obtained by using NOMA

is below 10−8. Consequently, a tradeoff has to be assumed

between CS and BE, where in order to obtain a consider-

able gain in the CS, BE services have to assume a little

penalization.

Concerning latency analysis, results are more similar

between both technologies than in the case of reliability.

As presented in section VI, although it is true that minimum

and maximum latency values are slightly lower in TDM

system, in both cases latency values meet the FA time require-

ments. However, the mean latency results in NOMA are very

close to the minimum latency, which means that the instanta-

neous latency values aremore constant. This effect occurs due

to the increase in reliability in NOMAcases and it implies that

NOMA-based communications are more deterministic than

TDMA-based communications. Moreover, it is important to

highlight that due to the superframe structure, more nodes

can be included in the NOMA-based superframe than in the

TDMA-based superframe for the same Tcycle.

Finally, an extra advantage is obtained with NOMA in

comparison to TDMA: determinism in BE services. In most

cases, absolute latency values are not critical for BE services,

but in our proposal, latency of BE services becomes more

easily predictable than in TDMA frame structures. Finally,

as a future work, it would be interesting to validate this pro-

posal in an industrial environment with real hardware. Hence,

how to implement this proposal in commercial devices would

be studied for creating compatible transceivers with NOMA

technology.
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