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Abstract. We consider a class of non-autonomous functionals characterised
by the fact that the energy density changes its ellipticity and growth properties

according to the point, and prove some regularity results for related minimis-
ers. These results are the borderline counterpart of analogous ones previously
derived for non-autonomous functionals with (p, q)-growth. We also discuss
similar functionals related to Musielak-Orlicz spaces in which basic proper-
ties like density of smooth functions, boundedness of maximal and integral
operators, and validity of Sobolev type inequalities naturally relate to the as-
sumptions needed to prove regularity of minima.

1. Almost fifty years of degenerate operators in Russia

In 1967 a seminal paper [60] of Ural’tseva appeared, featuring the proof of the
C1,β-nature of energy solutions to the degenerate equation

(1.1) − div(|Du|p−2Du) = 0 .

The one on the left hand side is nowadays very well known as the p-Laplacean
operator. This operator is relevant in a large number of situations as for instance
in the Calculus of Variations, in Geometric Analysis, in the theory of quasicon-
formal mappings, in the modelling of non-Newtonian fluids. Ural’tseva herself, by
exhibiting a counterexample, showed that the regularity of solutions does not go
beyond Hölder continuity of the gradient, for some exponent β ∈ (0, 1). The proof
the Hölder gradient continuity result also appears in the second, yet untranslated,
edition of the classical book [41]. Ural’tseva’s fundamental result is at the origin of
a huge literature, up to the point that it is nowadays hard to find another single
nonlinear operator that has attracted so much attention as long as the elliptic reg-
ularity theory is concerned. We quote here the important paper of Uhlenbeck [59],
where Ural’tseva’s result has been extended to the vectorial case, and the papers
[23, 29, 42, 47], where different proofs and extensions to equations with coefficients
have been given.

The equation appearing in (1.1) is the Euler-Lagrange equation of the functional

(1.2) w 7→

∫

|Dw|p dx , p > 1

and, in fact, several of the results and techniques coming from the analysis of (1.1)
have been eventually found to be useful in the Calculus of Variations. Starting from
the eighties, new models and functionals related to the one in (1.2) were developed
by Zhikov [62, 63, 64, 65, 66], together with a group of Russian mathematicians, in
order to describe the behaviour of strongly anisotropic materials in the context of
homogenisation and nonlinear elasticity. These functionals revealed to be important
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also in the study of duality theory and in the context of the Lavrentiev phenomenon.
They are non-autonomous functionals of the form

(1.3) w 7→

∫

Ω

F (x,Dw) dx , Ω ⊂ R
n ,

where the integrand F (x, z) is characterised by the fact that the growth with respect
to the second variable z, i.e. the gradient variable, depends on the space variable
x. This for instance allows to give better models for those composites made by
different basic materials. In particular, in the paper [65], Zhikov considered in
relation to the Lavrentiev phenomenon three different model functionals for this
situation. These are

M(w,Ω) :=

∫

Ω

c(x)|Dw|2 dx , 0 < 1/c(·) ∈ Lt(Ω), t > 1 ;

V(w,Ω) :=

∫

Ω

|Dw|p(x) dx , 1 < p(x) < ∞ ;

Pp,q(w,Ω) :=

∫

Ω

(|Dw|p + a(x)|Dw|q) dx , 0 ≤ a(x) ≤ L , 1 < p < q .

(1.4)

The first functional is actually a well-known one. There is a loss of ellipticity on the
set {c(x) = 0} and it has been studied at length in the context of equations involving
Muckenhoupt weights; see for instance [30]. New, interesting conditions for basic
properties of functions spaces related to this functional have been recently given in
[6, 58, 67]. The functional V has also been the object of intensive interest nowadays
and a huge literature has been developed on it. This energy has been used to build
models for strongly anisotropic materials: in a material made of different compo-
nents, the exponent p(x) dictates the geometry of the composite, that changes its
hardening exponent according to the point. The same mechanism can be used to
give models for non-newtonian fluids that change their viscosity in presence of an
electro-magnetic field, that in this case influences the size of the exponent p(x),
see for instance [57]. Similar models appear in image segmentation problems [14].
At the same time, the functional V originated several studies in function spaces
theory, see for instance [18, 26]. The third functional Pp,q is probably the hardest
to treat, since the change of the exponent, and therefore of the ellipticity, which
appear around the zero set {a(x) = 0} is the most dramatic one. In this respect,
the functional Pp,q appears as an upgraded version of V. Again, in this case, the
modulating coefficient a(x) dictates the geometry of the composite made by two
differential materials, with hardening exponents p and q, respectively. As a matter
of fact, the two functionals V and Pp,q share several different properties, and the
aim of this paper is also to emphasize the strong similarities between the two in
a borderline situation. This will be described in the next section. Both function-
als give a relevant example of energy underlying a so-called Musielak-Orlicz space
[24, 46, 56] and this point is briefly described in Section 2.2 below.

The functionals displayed in (1.4) fall in the realm of the so-called functionals
with non-standard growth conditions of (p, q)-type, according to Marcellini’s ter-
minology [49, 50, 51]. These are functionals of the type in (1.3), where the energy
density satisfies

(1.5) |z|p . F (x, z) . |z|q + 1 , 1 ≤ p ≤ q .

They have been the object of an intensive investigation during the last years, see
for instance [8, 9, 11, 12, 13, 34, 43, 44, 54, 55]. Here we like to mention again
the pioneering contribution of Ural’tseva & Urdaletova [61], who proved regularity
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results for minimisers of functional of the type

w 7→

∫

Ω

n
∑

i=1

|Diw|
pi dx , 1 < p1 ≤ · · · ≤ pn .

Another significant model example of functional with (p, q)-growth is given by

(1.6) w 7→

∫

Ω

|Dw|p log(1 + |Dw|) dx , p ≥ 1 ,

which is a logarithmic perturbation of the functional in (1.2); see [51, 53]. Function-
als with (p, q) occur in several problems from elasticity and mathematical materials
science; they have been studied at length in the setting of relaxation and lower
semicontinuity; see for instance [1, 32, 39].

Before going on, let us recall the definition of local minimiser of a general func-
tional of the type

(1.7) w 7→

∫

Ω

F (x,w,Dw) dx , Ω ⊂ R
n ,

where the integrand F : Ω× R× R
n → [0,∞) is a Carathédory function satisfying

a bound of the type

(1.8) |z|p . F (x, v, z)

whenever (x, v, z) ∈ Ω× R× R
n, as for instance considered in (1.5).

Definition 1. A function u ∈ W 1,1
loc (Ω) is a local minimiser of the functional in

(1.7), if and only if F (x, u,Du) ∈ L1
loc(Ω) and the minimality condition

∫

supp (u−v)

F (x, u,Du) dx ≤

∫

supp (u−v)

F (x, v,Dv) dx

is satisfied whenever v ∈ W 1,1
loc (Ω) is such that supp (u− v) ⊂ Ω.

In this paper we shall never consider the one-dimensional case and therefore it
will always be

n ≥ 2 .

Definition 1 and the lower bound in display (1.8) imply that u ∈ W 1,p
loc (Ω). In

all the cases considered in this paper, all W 1,1
loc -minimisers will automatically be in

W 1,p
loc since the lower bound in (1.8) will always be in force. Moreover, since all the

forthcoming results are local in nature, we shall assume with no loss of generality
global integrability of local minimisers and for this reason we shall several times
assume that local minimisers are directly in u ∈ W 1,p(Ω). In the following, with u
being a minimiser, we shall typically denote ‖Du‖Lp ≡ ‖Du‖Lp(Ω).

2. Introduction, results and the functional setting

2.1. Regularity results. In the recent papers [15, 16] the last two named authors
have investigated the regularity properties of local minimisers of the functional Pp,q

in (1.4) under sharp regularity assumptions on the modulating coefficient a(·) (see
[8, 28] for previous contributions on this functional). The main outcome is that
there is a sharp interaction between the regularity properties of a(·) and the gap
q/p. An example of this is the following

Theorem 2.1 ([15]). Let u ∈ W 1,p(Ω) be a local minimiser of the functional Pp,q

and assume that the conditions

(2.1) 0 ≤ a(·) ∈ C0,α(Ω) and
q

p
< 1 +

α

n

hold. Then Du is locally Hölder continuous in Ω.
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The bound on q/p appearing in (2.1) is sharp in the sense that the counterex-
amples constructed in [28, 33] show that as soon the condition (2.1) is violated
there exists a coefficient function a(·) ∈ C0,α and a local minimiser u whose set
of discontinuity points is arbitrary close to n − p; this means that minimisers can
be almost as bad as any other W 1,p-functions. As described in [15], Theorem 2.1
actually extends to the vectorial case, and, as long as the scalar case is concerned,
to a larger class of more general functionals. The bound in (2.1) reflects in a sharp
way the subtle interaction between the different kinds of ellipticity properties of the
operator - given by the numbers p and q - and the regularity of the coefficient a(·)
that dictates the phase transition. More precisely, this in turn relates to the kind
of non-uniform ellipticity of the Euler-Lagrange equation of the functional, which
is

(2.2) − divA(x,Du) = 0

where in this case it is

A(x, z) = |z|p−2z + (q/p)a(x)|z|q−2z .

The non-uniform ellipticity of equation in display (2.2), when evaluated on the
specific solution u, is measured by the potential blow-up of the ratio

(2.3)
highest eigenvalue of ∂zA(x,Du)

lowest eigenvalue of ∂zA(x,Du)
≈ 1 + a(x)|Du|q−p .

Around the phase transition, zero set {a(x) = 0} the ratio in (2.3) exhibits a po-
tential blow-up with respect to the gradient of rate q − p; to compensate, a(x) is
required to be suitably small. This means that, since we are close to {a(x) = 0},
then α must be large enough as prescribed in (2.1). This heuristic reasoning is
confirmed when looking at the functional V: in this case, when p(·) is continuous,
the variability of x produces a small change in the growth exponent and there-
fore the non-uniform ellipticity of the related Euler-Lagrange equation is modest.
Therefore any Hölder continuity exponent of the variable exponent p(·) is sufficient
to get regularity. It indeed follows the next

Theorem 2.2 ([17]). Let u ∈ W 1,1(Ω) be a local minimiser of the functional V
and assume that p(·) is locally Hölder continuous in Ω. Then Du is locally Hölder
continuous in Ω.

This fact is even more visible when looking at the Hölder continuity of solutions
rather than at the Hölder continuity of their gradients. Indeed, we have

Theorem 2.3. Let u ∈ W 1,1(Ω) be a local minimiser of the functional V and
assume that the continuous function p(·) is such that 1 < p1 ≤ p(x) ≤ p2 < ∞
holds whenever x ∈ Ω. Let ω(·) be its modulus of continuity in the sense that

|p(x)− p(y)| ≤ ω(|x− y|) holds for every x, y ∈ Ω

and denote

(2.4) lim sup
r→0

ω(r) log

(

1

r

)

=: l .

Then

• [31] if l < ∞, then u ∈ C0,β
loc (Ω) for some β ∈ (0, 1)

• [3] if l = 0, then u ∈ C0,β
loc (Ω) for every β ∈ (0, 1) .

Exactly as in the case of conditions (2.1) for a(·), the logarithmic modulus of
continuity in (2.4) is sharp in the sense that if l = ∞, then minimisers can be
discontinuous. The example showing the sharpness of (2.4) is due to Zhikov [65],
and is of the nature of the ones found for the functional Pp,q in [28, 33] (which have



NON-AUTONOMOUS FUNCTIONALS AND BORDERLINE CASES 5

been in fact inspired by the constructions in [65]). In general, when the variable
exponent p(·) is discontinuous, regularity of minima depends on the topological
properties of the graph of p(·): saddle points allow for counterexamples [65, 66],
while certain geometries of the level sets with Lipschitz interphases still allow to
prove Hölder continuity of minima [2, 5].

In this paper we give yet another example of this general regularity phenomenon,
showing a limiting case of the functional Pp,q for which one can reproduce exactly
the situation of Theorems 2.2-2.3 as a borderline case of Theorem 2.1. We shall
indeed consider the functional defined by

(2.5) Plog(w,Ω) :=

∫

Ω

[

|Dw|p + a(x)|Dw|p log(e+ |Dw|)
]

dx ,

where the non-negative function a(·) is supposed to be bounded. We have indeed
the following:

Theorem 2.4. Let u ∈ W 1,1(Ω) be a local minimiser of the functional Plog defined
in (2.5) and assume that the function a(·) is non-negative and bounded. Let ω(·)
be its modulus of continuity in the sense that

(2.6) |a(x)− a(y)| ≤ ω(|x− y|) holds for every x, y ∈ Ω

and denote

(2.7) lim sup
r→0

ω(r) log

(

1

r

)

=: l .

Then

• if l < ∞, then u ∈ C0,β
loc (Ω) for some β ∈ (0, 1)

• if l = 0, then u ∈ C0,β
loc (Ω) for every β ∈ (0, 1)

• if ω(r) . rσ with σ ∈ (0, 1), then Du is locally Hölder continuous in Ω .

The above theorem tells that, when looking at Plog, since the phase transition
is between |Du|p to |Du|p log(e + |Du|), we do not need to require the Hölder
continuity of the coefficient a(·) to avoid discontinuity of minima, but a modulus
of continuity which is exactly dually calibrated to the size of the transition suffices.
The logarithmic modulus of continuity therefore naturally emerges. At the same
time, the conditions required on the modulus of continuity of a(·) are exactly the
same as those required on the variable exponent p(·) in Theorem 2.3. This is
linked to the fact that a variable exponent produces a logarithmic perturbation
in the gradient when x varies, which is exactly the one that is incorporated in
Plog. The results above are linked to a general principle that prescribes that the
oscillations with respect to the coefficients are linked to the rate of the non-uniform
ellipticity with respect to the gradient variable as described in (2.3); in this case
on the right-hand side of (2.3) we have 1 + a(x) log(e+ |Du|). This balance is not
only linked to the regularity properties of minima, but is rather a general principle
characterizing the structure in question. In fact, in the next section we shall briefly
describe how the same condition ruling regularity of minima allows to use the
various energies in question to define functions spaces enjoining basic properties
like, for instance, boundedness of maximal operators, density of smooth functions,
Sobolev inequalities. These properties can be in turn used to prove regularity of
minima, as shown in [15, 16]. Concluding the discussion about Theorem 2.4, it is
then interesting to determine similar conditions for more general non-autonomous
functionals, allowing for regularity of minima. See also Remark 2.1 below.

Theorem 2.4 summarises some of the more general results obtained in Theorems
4.1 as long as the Hölder continuity of minima is obtained, for some potentially small
exponent. This means that the assumption l < ∞, with l being defined in (2.7), is
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considered. The remaining higher regularity results, including the gradient Hölder
continuity, are then proved for the model case Plog in Section 5. More precisely,
the second assertion in Theorem 2.4 will be proved in Paragraph 5.2 while the last
one will be proved in Paragraph 5.3. More results, including extensions to the case
where minima are vector valued, are finally described in Section 6.

2.2. Conditions for regularity and Musielak-Orlicz spaces. Musielak-Orlicz
spaces are, roughly speaking, Orlicz type spaces where the underlying Young func-
tions is allowed to depend on space variable x too. Nowadays the most popular
example of these spaces is given by the variable exponent Lebesgue spaces Lp(x).
For the definition we recall that if H : Ω× [0,∞) → [0,∞) is a Caratheodory func-
tion which is convex with respect to the second variable and such that H(x, 0) = 0,
the space LH(Ω;Rk) is then defined as the set of measurable maps f : Ω → R

k such
that

∫

Ω

H(x, |f(x)|) dx < ∞ .

The natural Luxemburg type norm, exactly as in the case of classical Orlicz spaces
(see Section 3.3 below and in particular (3.13)), is then naturally defined by

(2.8) ‖f‖LH := inf

{

λ > 0 :

∫

Ω

H

(

x,
|f(x)|

λ

)

dx ≤ 1

}

.

Related Sobolev spaces can be then defined by prescribing that a function has
distributional derivatives in LH ; these are usually denoted as W 1,H(Ω). We will
not expand on Musielak-Orlicz spaces any further here, but we just point out a few
connections with regularity of minima of functionals of the type in (1.3) where the
following bounds are satisfied:

H(x, |z|) . F (x, z) . H(x, |z|) + 1 .

In the case of the variable exponent spaces Lp(x) it is H(x, t) ≡ tp(x). The case we
are mostly interested in here is the one given by

(2.9) H(x, t) := tp + a(x)tq , t ≥ 0 .

The phenomenon we want to emphasize is that, exactly as in the case of the vari-
able exponent spaces Lp(x), the same conditions ensuring regularity of minima of
functionals of the type in (1.3) also allow for proving basic properties of the related
function spaces. These include: boundedness of maximal operators, Sobolev in-
equalities, density of smooth functions. We shall present a few facts from [15, 28, 52]
that show this interplay in the case (2.9). We start with maximal inequalities. Let
Ω ⊂ R

n; we recall that the restricted maximal operator, for maps f ∈ L1(Ω;Rk) is
defined as

M(f)(x) := MΩ(f)(x) := sup
B̺(x)⊂Ω ,̺≤1

∫

B̺(x)

|f(y)| dy .

Theorem 2.5 ([15, 52, 65]). Let 1 < p ≤ q and α ∈ (0, 1] verify (2.1). For every
t ≥ 1 the maximal inequality

∫

Ω

[H(x, |M(f)|)]t dx ≤ c
(

1 + [a]t0,α‖f‖
t(q−p)
Lp(Ω)

)

∫

Ω

[H(x, |f |)]t dx

holds whenever f ∈ Lp(Ω), for a constant c depending only on the quantities
n, p, q, α and t.

A first corollary of the previous result is given by the following
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Theorem 2.6 ([15]). Let 1 < p ≤ q and α ∈ (0, 1] verify (2.1). Then there
exist a constant c depending only on n, p, q, [a]0,α and ‖Df‖Lp(BR), and exponents
d1 > 1 > d2, depending only on n, p, q, α, such that

(

∫

BR

[

H

(

x,

∣

∣

∣

∣

f − (f)BR

R

∣

∣

∣

∣

)]d1

dx

)1/d1

≤ c

(
∫

BR

[H(x, |Df |)]d2 dx

)1/d2

holds whenever f ∈ W 1,p(BR), and whenever BR ⊂ Ω is such that R ≤ 1.

Another corollary of Theorem 2.5 asserts the density if smooth functions, or,
equivalently, the absence of Lavrentiev phenomenon for the functional Pp,q. This
is contained in the following

Theorem 2.7 ([28, 65]). Let 1 < p ≤ q and α ∈ (0, 1] verify (2.1) and let f : Ω →
R

k be such that
∫

Ω

H(x, |f |) dx < ∞ .

Then for every open subset Ω′ ⋐ Ω there exists a sequence of smooth maps {fk} ⊂
C∞(Ω′;Rk) such that fk → f strongly in W 1,p and

∫

Ω′

H(x, |fk|) dx →

∫

Ω′

H(x, |f |) dx .

In the papers [15, 16, 28] there is an approach that exhibits an interplay between
the function spaces properties of Theorems 2.5-2.7 and regularity of minima. The
above results can be used to obtain regularity of minimisers of the functional Pp,q.
On the other hand, the examples of irregular minima (when condition (2.1) fails) are
constructed exhibiting the occurrence of the Lavrentiev phenomenon and therefore
maximal estimates as those in Theorem 2.5 fail (since they would imply the absence
of Lavrentiev phenomenon, as described [15, section 4]). For interesting results
about basic harmonic analysis properties in Musielak-Orlicz spaces and further
Sobolev type inequalities we refer for instance to [46].

Remark 2.1 (Future directions). We have reported Theorems 2.5-2.7 referring to
the function H(·) defined in (2.9), under conditions (2.1). The point is that by
letting H(x, t) = tp(x) similar results hold in the case the function p(x) satisfies
condition (2.4) with l < ∞; see for instance [18, 26]. The same phenomenon again
holds for the functionalM from (1.4), where we therefore considerH(x, t) := c(x)t2,
as it is known front the theory of Muckenhoupt weights. It is therefore natural
to conceive that there are more general conditions, ruling simultaneously basic
properties of Musielak-Orlicz spaces and regularity of minima of related integral
functionals.

3. Preliminaries

3.1. Notation. In what follows we denote by c a general positive constant possibly
varying from line to line; special occurrences will be denoted by c1, c∗, c̄ or the like.
All such constants will always be larger or equal than one; moreover relevant depen-
dencies on parameters will be emphasised using parentheses, i.e., c1 ≡ c1(n, p, q)
means that c1 depends on n, p, q. We denote by

Br(x0) := {x ∈ R
n : |x− x0| < r}

the open ball with center x0 and radius r > 0; when not important, or clear from the
context, we shall omit denoting the centre just denoting as follows: Br ≡ Br(x0).
Unless otherwise stated, different balls in the same context will have the same
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centre. With B ⊂ R
n being a measurable set with positive, finite measure |B| > 0,

and with g : B → R
k, k ≥ 1, being a measurable map, we shall denote by

(g)B ≡

∫

B

g(x) dx :=
1

|B|

∫

B

g(x) dx

its integral average. The Sobolev exponent p∗ is np/(n−p) if p < n or every number
larger than p, in the case p ≥ n. For any x > 0, log x is the natural logarithm of x
and for γ > 0, we shall denote by logγ(e+ x) the quantity [log(e+ x)]γ .

3.2. N-functions setting. In the following we shall need some results which apply
in a more general setting, the one of N -functions.

Let us consider a convex function ϕ : [0,∞) → [0,∞), such that

(3.1) ϕ ∈ C1([0,∞)) ∩ C2((0,∞)), ϕ(0) = ϕ′(0) = 0,

ϕ′(t) increasing and lim
t→∞

ϕ′(t) = ∞ .

We define the auxiliary vector field V : Rn → R
n by

(3.2) Vϕ(z) :=

(

ϕ′(|z|)

|z|

)1/2

z

whenever z ∈ R
n; by (3.1) it turns out to be a bijection of Rn. Under the assumption

(3.3)
1

cϕ
≤

ϕ′′(t)t

ϕ′(t)
≤ cϕ, for all t > 0 and some cϕ ≥ 1,

Vϕ describes the monotonicity properties of the map [ϕ′(|z|)/|z|]z; indeed, for
z1, z2 ∈ R

n it holds that

(3.4)
1

c
|Vϕ(z1)−Vϕ(z2)|

2 ≤ 〈
ϕ′(|z1|)

|z1|
z1−

ϕ′(|z2|)

|z2|
z2, z1−z2〉 ≤ c|Vϕ(z1)−Vϕ(z2)|

2 ,

with a constant c ≥ 1 depending on n and cϕ. The previous relation will be used
also to prove the following algebraic fact, which is a consequence of [27, Lemma 2.4].
This asserts that there exists a constant c, depending only on n and the constant
cϕ appearing in (3.3), such that

(3.5) ϕ′′(|z1|+ |z2|)|z1 − z2|
2 ≤ c|Vϕ(z1)− Vϕ(z2)|

2 .

Moreover, we have that |Vϕ(z)|
2 is comparable to ϕ(z), namely for every z ∈ R

n

(3.6)
1

c
|Vϕ(z)|

2 ≤ ϕ(|z|) ≤ c|Vϕ(z)|
2,

c ≡ c(cϕ); this follows from the fact that from (3.3), by integration by parts, we
also have ϕ(t)/c(cϕ) ≤ ϕ′(t)t ≤ c(cϕ)ϕ(t) for every t ≥ 0. We shall denote by
Vp(·) ≡ Vφ for the choice ϕ(t) = tp/p, namely

(3.7) Vp(z) := |z|(p−2)/2z ,

and we denote Vlog ≡ Vφ for the choice ϕ(t) = tp log(e+ t)/p, that is

(3.8) Vlog(z) :=

(

|z|p−2 log(e+ |z|) +
|z|p−1

p(e+ |z|)

)1/2

z .

In the first case, the next elementary inequality, which holds whenever z1, z2 ∈ R
n,

is classic:

(3.9)
1

c
(|z1|+ |z2|)

(p−2)/2|z1−z2| ≤ |Vp(z1)−Vp(z2)| ≤ c(|z1|+ |z2|)
(p−2)/2|z1−z2|
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valid for every z1, z2 ∈ R
n, where c still depends on n, p (see [37]). In particular,

when p ≥ 2,

(3.10) |z1 − z2|
p ≤ c|Vp(z1)− Vp(z2)|

2

holds, again for a constant c depending on n, p.

Remark 3.1. Note that if ϕ1, ϕ2 are as above and moreover they satisfy (3.3)
with constants cϕ1

, cϕ2
, their sum ϕ := ϕ1 + ϕ2 satisfies (3.3) with constant cϕ :=

2max{cϕ1
, cϕ2

}. Indeed,

ϕ′′
1(t)t

ϕ′
1(t) + ϕ′

2(t)
+

ϕ′′
2(t)t

ϕ′
1(t) + ϕ′

2(t)
≤

ϕ′′
1(t)t

ϕ′
1(t)

+
ϕ′′
2(t)t

ϕ′
2(t)

≤ cϕ1
+ cϕ2

and

ϕ′′
1(t)t

ϕ′
1(t) + ϕ′

2(t)
+

ϕ′′
2(t)t

ϕ′
1(t) + ϕ′

2(t)
≥

[ϕ′′
1(t) + ϕ′′

2(t)]t

2max{ϕ′
1(t), ϕ

′
2(t)}

≥
1

2
min

{ 1

cϕ1

,
1

cϕ2

}

.

Remark 3.2. We will use the previous results in particular for the choice

(3.11) ϕ(t) := tp + a0t
p log(e+ t), p > 1, a0 ≥ 0 .

It is easy to see that it satisfies all the properties mentioned above and in particular
satisfies (3.3) with cϕ ≡ cϕ(p) being independent of a0, in view of the previous
Remark 3.1.

An estimate which will be useful later is the following one: its proof can be found
in [25, Theorem 7].

Lemma 3.1. Let ϕ : [0,∞) → [0,∞) as above, in particular satisfying (3.1) and
(3.3), and let BR ≡ BR(x0) ⊂ Ω. Then there exist an exponent d1 ∈ (0, 1) and a
constant c, both depending on n and cϕ, such that

(3.12)

∫

BR

ϕ

(

|f − (f)BR
|

R

)

dx ≤ c

(
∫

BR

[

ϕ(|Df |)
]d1

dx

)1/d1

holds for every function f ∈ W 1,1(Ω) such that
∫

Ω
ϕ(|Df |) dx < ∞.

The following Sobolev-type inequality is on the other hand taken from [7, Propo-
sition 3.5]

Lemma 3.2. Let ϕ : [0,∞) → [0,∞) as above, in particular satisfying (3.1) and
(3.3), and let BR ≡ BR(x0) ⊂ Ω. There exists a constant c depending on n and cϕ
such that

∫

BR

[

ϕ

(

|f |

R

)]
n

n−1

dx ≤ c

(
∫

BR

ϕ
(

|Df |
)

dx

)
n

n−1

holds for every weakly differentiable function f ∈ W 1,1
0 (BR) such that ϕ(|Df |) ∈

L1(BR).

3.3. The Lp logγ L spaces. For every bounded open set Ω ⊂ R
n and every convex,

strictly increasing function ϕ with limt→0 ϕ(t)/t = 0 and limt→∞ ϕ(t)/t = ∞, we
consider the Orlicz space Lϕ(Ω) with the Luxemburg norm

(3.13) ‖f‖ϕ = inf

{

λ > 0 :

∫

Ω

ϕ

(

|f |

λ

)

dx ≤ 1

}

.

When ϕ(t) = tp/p, the previous quantity defines an averaged Lp norm; when ϕ(t) =
tp logγ(e+ t), for p ≥ 1, γ > 0, the Orlicz space Lϕ(Ω) is denoted by Lp logγ L and
it consists of the measurable functions such that

∫

Ω

|f |p logγ(e+ |f |) dx < ∞ .
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It is known that the L logγ L norm, denoted in the following by ‖f‖L logγ L, is
estimated by an averaged Lq norm for every q > 1

‖f‖L logγ L(BR) ≤ c(q)
(

∫

BR

|f |q dx
)1/q

.

Moreover, Iwaniec & Verde [38] showed that ‖f‖L logγ L(BR) is equivalent to the
quantity

∫

BR

|f | logγ
(

e+
|f |

(|f |)BR

)

dx

via a constant depending on n, γ. Overall, for every q > 1 and f ∈ Lq(BR) we have

(3.14)

∫

BR

|f | logγ
(

e+
|f |

(|f |)BR

)

dx ≤ c(n, γ, q)
(

∫

BR

|f |q dx
)1/q

.

3.4. Estimates for frozen functionals. Here we collect some regularity results
for minimisers of frozen functionals obtained by Plog, defined in (2.5), by considering
the case in which the coefficient a(·) is constant. Several of such estimates find their
root in the seminal work of Lieberman [43] as long as the scalar case is concerned.
The results in the vectorial can be inferred from [27]. We start by higher regularity
results, thereby considering functionals of the type

(3.15) P0(w,Ω) :=

∫

Ω

[

|Dw|p + a0|Dw|p log(e+ |Dw|)
]

dx

where a0 ≥ 0 is a constant.

Theorem 3.1 ([27, 43]). Let v ∈ W 1,p(Ω) be a local minimiser of the functional
P0 defined in (3.15). There exists α̃ ∈ (0, 1), depending only on n, p, but other-

wise independent of a0 ≥ 0 and of the minimiser v, such that Dv ∈ C0,α̃
loc (Ω;R

n).
Moreover, whenever BR ⊂ Ω, the following inequalities hold:

(3.16) sup
BR/2

(

|Dv|p + a0|Dv|p log(e+ |Dv|)
)

≤ c

∫

BR

(

|Dv|p + a0|Dv|p log(e+ |Dv|)
)

dx

and, for every 0 < ̺ ≤ R

(3.17)

∫

B̺

|Dv − (Dv)B̺
|p dx

≤ c
( ̺

R

)α̃p
∫

BR

(

|Dv|p + a0|Dv|p log(e+ |Dv|)
)

dx ,

where again c depends only on n, p.

Proof. The proof is a consequence of the results in [27], that we apply with the
choice ϕ(t) := tp + a0t

p log(e+ t) with the vector field Vϕ(·) that has been defined
in (3.2); see also [7, Lemma 4.1]. Estimate (3.16) is actually nothing but the content
of [27, Lemma 5.8], and we therefore concentrate on the proof of (3.17). The next
thing we are using from [27] is the following key excess estimate:

(3.18)

∫

B̺

|Vϕ(Dv)−(Vϕ(Dv))B̺ |
2 dx ≤ c

( ̺

R

)α0
∫

BR

|Vϕ(Dv)−(Vϕ(Dv))BR
|2 dx

holds whenever ̺ ∈ (0, R) for constants c ≥ 1 and α0 ∈ (0, 1) both depending only
on n, p. We now proceed with the proof of (3.17), and we preliminarily remark that
it is sufficient to prove the inequality when ̺ ≤ R/2. Since Vϕ is a bijection of Rn

in itself, we then find A ∈ R
n such that

(3.19) Vϕ(A) = (Vϕ(Dv))B̺ .



NON-AUTONOMOUS FUNCTIONALS AND BORDERLINE CASES 11

We then separate two cases; the first is when p ≥ 2. In this case, using (3.5) and
(3.19), we have

∫

B̺

|Dv − (Dv)B̺
|p dx

≤ 2p
∫

B̺

|Dv −A|p dx

≤ c

∫

B̺

(|Dv|+ |A|)p−2|Dv −A|2 dx

≤ c

∫

B̺

ϕ′′(|Dv|+ |A|)|Dv −A|2 dx

≤ c

∫

B̺

|Vϕ(Dv)− Vϕ(A)|2 dx

= c

∫

B̺

|Vϕ(Dv)− (Vϕ(Du))B̺
|2 dx

≤ c
( ̺

R

)α0
∫

BR

|Vϕ(Dv)− (Vϕ(Dv))BR
|2 dx

≤ c
( ̺

R

)α0
∫

BR

(

|Vϕ(Dv)|2 + |(Vϕ(Dv))BR
|2
)

dx

≤ c
( ̺

R

)α0
∫

BR

(

|Dv|p + a0|Dv|p log(e+ |Dv|)
)

dx .

Therefore (3.17) obviously follows with α̃ := α0/p. Notice that in the last line
we have used the very definition of the vector field Vϕ(·) plus a few elementary
computations. In the case 1 < p < 2 we argue somehow differently and we also
need to use estimate (3.16). Indeed, also using (3.6), we have

∫

B̺

|Dv − (Dv)B̺
|p dx

≤ 2p
∫

B̺

(|Dv|+ |A|)p(p−2)/2|Dv −A|p(|Dv|+ |A|)p(2−p)/2 dx

≤ c

(

∫

B̺

(|Dv|+ |A|)p−2|Dv −A|2 dx

)p/2(
∫

B̺

(|Dv|+ |A|)p dx

)(2−p)/2

≤ c

(

∫

B̺

ϕ′′(|Dv|+ |A|)|Dv −A|2 dx

)p/2

·

(

∫

B̺

(|Vϕ(Dv)|2 + |Vϕ(A)|
2) dx

)(2−p)/2

≤ c

(

∫

B̺

|Vϕ(Dv)− Vϕ(A)|
2 dx

)p/2

·

(

∫

B̺

(|Vϕ(Dv)|2 + |(Vϕ(Dv))B̺
|2) dx

)(2−p)/2

≤ c

(

∫

B̺

|Vϕ(Dv)− (Vϕ(Dv))B̺
|2 dx

)(2−p)/2

sup
B̺

|Vϕ(Dv)|2−p
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≤ c
( ̺

R

)α0p/2
(
∫

BR

|Vϕ(Dv)− (Vϕ(Dv))BR
|2 dx

)p/2

·

(

sup
B̺

ϕ(|Dv|)

)(2−p)/2

≤ c
( ̺

R

)α0p/2
(
∫

BR

(

|Vϕ(Dv)|2 + |(Vϕ(Dv))BR
|2
)

dx

)p/2

·

(
∫

BR

(

|Dv|p + a0|Dv|p log(e+ |Dv|)
)

dx

)(2−p)/2

≤ c
( ̺

R

)α0p/2
∫

BR

(

|Dv|p + a0|Dv|p log(e+ |Dv|)
)

dx .

In the case 1 < p < 2 we therefore have that (3.17) holds with α̃ := α0/2. The
proof is complete. �

The next result deals with the Hölder continuity of so-called quasi-minima (see
[37]) of the functional P0 defined in (3.15). In this setting, a function v ∈ W 1,1(Ω)
is a Q-minimiser of P0 for Q ≥ 1, iff

|Dv|p + a0|Dv|p log(e+ |Dv|) ∈ L1(Ω)

and the quasi-minimality condition

(3.20) P0(v,K) ≤ QP0(w,K)

holds for every w ∈ W 1,1(Ω) and compact set K ⊂ Ω, such that supp (v − w) ⊂ K
and |Dw|p+a0|Dw|p log(e+ |Dw|) ∈ L1(Ω). We then have the next theorem, which
follows from [43, Section 6], for the choice G(t) = tp + a0t

p log(e+ t):

Theorem 3.2 ([43]). Let v ∈ W 1,p(Ω) be a Q-minimiser of the functional P0

defined in (3.15). Then there exists a positive constant c and an exponent β0 ∈
(0, 1), both depending on n, p,Q, but otherwise independent of a0 and of the Q-
minimiser v, such that

osc (v,B̺) ≤ c
( ̺

R

)β0

osc (v,BR)

holds whenever B̺ ⊂ BR ⊂ Ω are concentric balls.

For minimisers of the classic functional in (1.2), we have the following Calderón-
Zygmund result up to the boundary; for the proof, see [40, Theorem 7.7] and [10].

Theorem 3.3. Let v ∈ u+W 1,p
0 (BR/2) a minimiser to the functional (1.2) in BR/2,

where the function u belongs to W 1,q(BR/2), for some q ≥ p. Then v ∈ W 1,q(BR/2)
and the estimate

∫

BR/2

|Dv|q dx ≤ c

∫

BR/2

|Du|q dx

holds for a constant c ≡ c(n, p, q).

3.5. Miscellanea. We collect here some useful lemmata and inequalities often used
in the rest of the paper. To begin with, we report two classical iteration results;
see [37, Lemma 7.3] for the following one.

Lemma 3.3. Let φ : [0, R̃] → [0,∞) be a non-decreasing function, such that the

following inequality holds for some ε ≥ 0 and whenever 0 < ̺ ≤ R ≤ R̃:

φ(̺) ≤ c̃
[( ̺

R

)n

+ ε
]

φ(R) .
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Then for every δ ∈ (0, n) there exists ε̄ ≡ ε̄(n, δ, c̃) > 0 such that if ε ≤ ε̄, then

φ(̺) ≤ c̄
( ̺

R

)n−δ

φ(R)

holds whenever 0 < ̺ ≤ R ≤ R̃ and for a constant c̄ ≡ c̄(n, δ, c̃).

The next one is [37, Lemma 6.1].

Lemma 3.4. Let h : [r1, r2] → [0,∞) be a function such that

h(r) ≤ θh(s) +
A

(s− r)ℓ
for every r1 ≤ r < s ≤ r2,

where θ ∈ (0, 1), A ≥ 0 and ℓ > 0. Then

h(r) ≤
c(θ, ℓ)A

(r2 − r1)ℓ
.

The following result encodes the self-improving character of reverse Hölder’s
inequalities, and a version can be found in [37, Section 6.4]. The original, seminal
version is due to Gehring [35].

Lemma 3.5 (Gehring’s Lemma). Let f ∈ L1(Ω) be such that
∫

BR/2

|f | dx ≤ c̃

(
∫

BR

|f |d dx

)1/d

holds for some exponent d ∈ (0, 1), some constant c̃ ≥ 1 and for every ball BR ⊂ Ω
with radius R ≤ R0. Then there exists an exponent δg, depending on d, c̃, such that

f ∈ L
1+δg
loc (Ω) and the estimate

∫

BR/2

|f |1+δg dx ≤ c(d, c̃, R0)

(
∫

BR

|f | dx

)1+δg

holds for every ball BR ⊂ Ω with radius R, such that R ≤ R0.

Useful properties of the logarithm function of later frequent use are the following:

(3.21) log(e+ xy) ≤ log(e+ x) + log(e+ y), log(e+Ax) ≤ A log(e+ x)

for every x, y ≥ 0 and A ≥ 1. Another useful property is

(x+ y)p log(e+ x+ y) ≤ (2x)p log(e+ 2x) + (2y)p log(e+ 2y)

≤ 2p+1xp log(e+ x) + 2p+1yp log(e+ y),(3.22)

for all x, y ≥ 0 and all p ≥ 1.

4. De Giorgi’s and Gehring’s theories

Here we present low order regularity results. In particular, we prove the first
assertion of Theorem 2.4, that will follow as a corollary of Theorem 4.1 below. The
assumptions of this last theorem will be more general than those of Theorem 2.4 and
will cover a larger family of functionals, also allowing for measurable dependence
on the variable x of the integrand, while the relation with the model functional Plog

defined in (2.5) will be retained only in terms of growth conditions of the integrand.
Specifically, we shall consider functionals of the type

(4.1) W 1,1(Ω) ∋ w 7→ F(w,Ω) :=

∫

Ω

F (x,w,Dw) dx ,

where the energy density F : Ω × R × R
n → R is initially only assumed to be a

Carathéodory function satisfying the following growth conditions:

(4.2) νH(x, z) ≤ F (x, v, z) ≤ LH(x, z)
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whenever x ∈ Ω, v ∈ R and z ∈ R
n, where 0 < ν ≤ 1 ≤ L. We recall here the

notation introduced in (2.9), and we present a slight modification of it aimed at
simplifying the writing: namely, we shall denote

(4.3) H(x, z) := |z|p + a(x)|z|p log(e+ |z|) .

The function H(x, z), with some ambiguity, will be considered both in the case
z ∈ R and z ∈ R

n; the meaning will anyway be always clear from the context.

Let ω(·) be the modulus of continuity of a(·), as in (2.6). Without loss of gen-
erality this can be assumed to be concave and we shall assume this for the rest of
the paper. The natural assumption to develop the basic regularity is

(4.4) lim sup
r→0

ω(r) log

(

1

r

)

< ∞ ,

or, in other words

(4.5) ω(r) log

(

1

r

)

≤ L̃ for every r ≤ 1 .

Theorem 4.1 (Basic regularity). Let u ∈ W 1,p(Ω) be a local minimiser of the func-
tional F defined in (4.1), under the assumption (4.5) on the modulus of continuity
ω(·) of the function a(·). Then:

• (Gehring’s theory) There exists a positive integrability exponent δg > 0,

depending only on n, p, ν, L, ‖Du‖Lp , L̃, such that

(4.6) H(x,Du) ∈ L
1+δg
loc (Ω) .

More precisely, the local reverse Hölder’s inequality

(4.7)

(

∫

BR/2

[H(x,Du)]1+δg dx

)1/(1+δg)

≤ c

∫

BR

H(x,Du) dx

holds for every ball BR ⊂ Ω and for a constant c, depending only on
n, p, ν, L, ‖Du‖Lp , L̃. In particular, if p > n/(1 + δg), then u is locally
Hölder continuous.

• (Vectorial Gehring’s theory) (4.6) and (4.7) hold also in the case the min-
imiser u : Ω → R

N is vector valued, i.e. N > 1; the constant c and δg
depend also on N .

• (De Giorgi’s theory) u is locally bounded. Moreover, when p ≤ n/(1 + δg),
for every open subset Ω′ ⋐ Ω there exists β ∈ (0, 1), depending only on
n, p, ‖a‖L∞ , ‖Du‖Lp , ν, L and ‖u‖L∞(Ω′), such that

u ∈ C0,β
loc (Ω

′) .

Remark 4.1. The reader will notice that all the constants in the above and forth-
coming a priori estimates depend also on the specific minimisers in question via
the quantity ‖Du‖Lp . On the contrary, in the standard case of functionals with
p-polynomial growth, the constants do not depend on the solution, but they just
depend on the ellipticity ratio L/ν, and of course on n, p. The dependence on
‖Du‖Lp is natural and typically occurs in non-uniformly elliptic problems of the
type in (2.2); it stems from the fact that the ratio appearing on the left hand since
of (2.3) depends on the gradient of the solution u.

We start by stating the following intrinsic Caccioppoli inequality; the proof is
very similar to that in [15, Section 9]. Note that here it is not necessary any
regularity assumption on a(·), except for its boundedness.
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Lemma 4.1 (Caccioppoli type inequality). Let u ∈ W 1,p(Ω) be a local minimiser
of the functional defined in (4.1), with a(·) being bounded and non-negative; let
BR ⊂ Ω be a ball. The inequality

(4.8)

∫

Br1

H
(

x,D(u− k)±
)

dx ≤ c

∫

Br2

H

(

x,
(u− k)±
r2 − r1

)

dx

holds for every k ∈ R, 0 < r1 < r2 ≤ R, with a constant c depending only on
n, p, ν, L. In particular,

(4.9)

∫

BR/2

H(x,Du) dx ≤ c

∫

BR

H

(

x,
u− k

R

)

dx

holds.

Proof. The proof adapts the arguments developed in [36]. We restrict ourselves
to the case “+”, since for the version with “−”, it is sufficient to note that −u is
still a local minimiser of a functional as F with integrand F (x, v, z) replaced by
F (x,−v,−z), that still satisfies (4.2). Let us fix r1, r2 as in the statement, and
also choose r, s such that r1 ≤ r < s ≤ r2. We use as competitor the function
w = u−η(u−k)+, with η ∈ C∞

c (Bs), 0 ≤ η ≤ 1, η ≡ 1 on Br and |Dη| ≤ c/(s−r);
we have, using the minimality of u and (4.2), that

∫

Bs∩{u>k}

H(x,Du) dx ≤
L

ν

∫

Bs∩{u>k}

H(x,Dw) dx .

Note that, since u ∈ W 1,p(BR) and in particular (u−k)p+ log(e+(u−k)+) ∈ L1(BR)
by Sobolev embedding theorem, all the integrals here are finite. Performing simple
algebraic manipulations and using (3.22), yields

∫

Br

H(x,D(u− k)+) dx ≤ c∗

∫

Bs\Br

H(x,D(u− k)+) dx

+ c∗

∫

Bs

∣

∣

∣

(u− k)+
s− r

∣

∣

∣

p
(

1 + a(x) log
(

e+
∣

∣

∣

(u− k)+
s− r

∣

∣

∣

)

)

dx

for some c∗ ≡ c∗(n, p, ν, L). By “filling the hole”, that is adding to both sides the
quantity

c∗

∫

Br

H(x,D(u− k)+) dx

we get, using (3.21)2
∫

Br

H(x,D(u− k)+) dx ≤ θ

∫

Bs

H(x,D(u− k)+) dx

+ c

∫

Bs

∣

∣

∣

(u− k)+
s− r

∣

∣

∣

p
(

1 + a(x) log
(

e+
∣

∣

∣

(u− k)+
s− r

∣

∣

∣

)

)

dx

≤ θ

∫

Bs

H(x,D(u− k)+) dx

+
c(r2 − r1)

(s− r)p+1

∫

Bs

(u− k)p+

(

1 + a(x) log
(

e+
∣

∣

∣

(u− k)+
r2 − r1

∣

∣

∣

)

)

dx ,

with θ ≡ θ(n, p, ν, L) = c∗/(c∗ + 1) ∈ (0, 1) and c ≡ c(n, p, ν, L). At this point
Lemma 3.4 applied with the choice

h(t) ≡

∫

Bt

H(x,D(u− k)+) dx

yields (4.8). �
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Note that the previous Caccioppoli’s inequality holds in particular for minimisers
of the functional Plog in (2.5).

Remark 4.2. Taking k = (u)BR
in (4.9) we get

(4.10)

∫

BR/2

H(x,Du) dx ≤ c

∫

BR

H

(

x,
u− (u)BR

R

)

dx

holds whenever BR ⊂ Ω for a constant c depending only on n, p, ν, L.

4.1. Gehring’s theory. To prove the first part of Theorem 4.1, in light of Lemma
3.5, it is enough to show that there exists an exponent d ∈ (0, 1), depending on
n, p, ν, L, such that

(4.11)

∫

BR/2

H(x,Du) dx ≤ c

(
∫

BR

[H(x,Du)]d dx

)1/d

for every ball BR ⊂ Ω with R ≤ 1/e and for some constant c depending only on

n, p, ν, L, ‖Du‖Lp , L̃. Indeed, (4.7) immediately follows from Lemma 3.5, while
(4.6) then follows from a standard covering argument. This will be done in the
scalar case only, since the vectorial version of the result follows verbatim, with
an additional dependence on N of the various constants. We consider two cases,
according to the occurrence of the inequality

(4.12) ai(R) := inf
BR

a ≤ 2ω(R) .

We first consider the first case, i.e., we suppose that (4.12) is satisfied. Thus

a(x) = [a(x)− ai(R)] + ai(R) ≤ ω(2R) + ai(R) ≤ 2ω(R) + ai(R) ≤ 5ω(R)

holds for every x ∈ BR. Notice that the concavity of ω(·) has been used to estimate
ω(2R) ≤ 2ω(R): we shall use a similar computation several times below. Recalling
(3.21)1, that R ≤ 1/e and using Poincaré inequality we have that

log

(

e+

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

)

≤ c

[

1 + log

(

e+

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

p)]

(4.13)

≤ c+ c log

(

e+
|u− (u)BR

|p

(|u− (u)BR
|p)BR

)

+ c log

(

e+
(|u− (u)BR

|p)BR

Rp

)

≤ c+ c log

(

e+
|u− (u)BR

|p

(|u− (u)BR
|p)BR

)

+ c log

(

e+
‖Du‖pLp

Rn

)

≤ c log

(

e+
|u− (u)BR

|p

(|u− (u)BR
|p)BR

)

+ c log

(

1

R

)

for some c ≡ c(n, p, ‖Du‖Lp). Applying this inequality together with estimates
(4.10) and (3.14) with f ≡ |u− (u)BR

|p/Rp, γ = 1, we deduce that for every q > p
and R ≤ 1/e, the estimations
∫

BR/2

H(x,Du) dx ≤ c

∫

BR

H

(

x,
u− (u)BR

R

)

dx

≤ c

∫

BR

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

p

+ c ω(R)

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

p

log

(

e+

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

)

dx

≤ c

(

1 + ω(R) log
( 1

R

)

)
∫

BR

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

p

dx

+ c ω(R)

∫

BR

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

p

log

(

e+
|u− (u)BR

|p

(|u− (u)BR
|p)BR

)

dx

≤ c

(

1 + ω(R) log
( 1

R

)

)[
∫

BR

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

p

dx+

(
∫

BR

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

q

dx

)p/q]
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hold for some constant c which depends only on n, p, ν, L, ‖Du‖Lp . Thanks to
Sobolev embedding theorem, we find exponents

q∗ < p < q

in such a way that the following inequality holds:
(
∫

BR

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

q

dx

)p/q

≤ c

(
∫

BR

|Du|q∗ dx

)p/q∗

.

Therefore, by (4.5) and Hölder’s inequality
∫

BR/2

H(x,Du) dx ≤ c

∫

BR

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

p

dx+ c

(
∫

BR

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

q

dx

)p/q

≤ c

(
∫

BR

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

q

dx

)p/q

≤ c

(
∫

BR

|Du|q∗ dx

)p/q∗

≤ c

(
∫

BR

[

H(x,Du)
]q∗/p

dx

)p/q∗

,

hold for some constant c which depends only on n, p, ν, L, ‖Du‖Lp , L̃.
When (4.12) is not satisfied, namely, when

ai(R) ≡ inf
BR

a > 2ω(R) holds for every x ∈ BR

we have that

a(x) = [a(x)− ai(R)] + ai(R) ≤ ω(2R) + ai(R) ≤ 2ω(R) + ai(R) ≤ 2ai(R) .

Therefore (4.10) gives
∫

BR/2

H(x,Du) dx ≤ c

∫

BR

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

p(

1 + ai(R) log

(

e+

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

))

dx.

Finally, we apply the Sobolev-Poincaré type inequality (3.12) for the choice ϕ(t) :=
tp + a0t

p log(e+ t), see Remark 3.2. This yields
∫

BR

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

p(

1 + a0 log

(

e+

∣

∣

∣

∣

u− (u)BR

R

∣

∣

∣

∣

))

dx

≤ c

(
∫

BR

|Du|pd1 (1 + a0 log(e+ |Du|))d1 dx

)1/d1

,

with d1 ≡ d1(n, p) ∈ (0, 1) and c depending only on n and p. Applying this
inequality with a0 = ai(R) we deduce that
∫

BR/2

H(x,Du) dx ≤ c

(
∫

BR

|Du|pd1 (1 + ai(R) log(e+ |Du|))d1 dx

)1/d1

≤ c

(
∫

BR

[

H(x,Du)
]d1

dx

)1/d1

.

In both cases, we have proved (4.11) with d = max{d1, q∗/p} ∈ (0, 1).

Remark 4.3. In the previous proof, the only dependence of the constant c in
(4.11) on ‖Du‖Lp (and therefore the only dependence of δg and c in the statement
of Theorem 4.1) comes from the estimate in the last line of (4.13). If the minimiser
u is assumed a priori to be bounded, then the statement of Gehring’s theory holds
with constants depending only on n, p, ν, L, L̃, and ‖u‖L∞(Ω). Indeed, in (4.13)
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one can estimate (|u − (u)BR
|p)BR

from above with 2p‖u‖pL∞(Ω) instead of using

Poincaré inequality.

Remark 4.4. Using the approach based on the two alternatives described in the
proof above it is also possible to prove the intrinsic Sobolev-type inequality con-
tained in the following:

Theorem 4.2. Let 1 < p, a(·) and ω(·) be as in (2.6) with (4.5) in force, and H(·)
be as in (4.3). Then there exist an exponent d̄ > 1, depending only on n, p, such
that

(4.14)

(

∫

BR

[

H

(

x,
f

R

)]d̄

dx

)1/d̄

≤ c

∫

BR

H(x,Df) dx

holds whenever BR ≡ BR(x0) is a ball with radius R ≤ 1/e and f ∈ W 1,1
0 (BR) is

such that the right-hand side of (4.14) is finite. The constant c depends only on

n, p, L̃ and ‖Df‖Lp(BR) and has the form c(n, p, L̃)(1 + ‖Df‖Lp(BR)).

The inequality in display (4.14) is the analog of a similar Sobolev type inequality
proved in [15, Theorem 1.6] for minimisers of the functional Pp,q defined in (1.4).
See also the proof proposed in [16].

4.2. De Giorgi’s theory. Here we prove the remaining part of Theorem 4.1,
namely the local Hölder continuity of minimisers, for some exponent β ∈ (0, 1).
The first step involves the proof of local boundedness.

4.2.1. Local boundedness of minimisers. In our case p < n, local boundedness of
minimisers of F , and therefore of the model case Plog, can be for instance inferred
by the results of [21], dealing with the more general (p, q)-growth conditions.

Theorem 4.3. Every local minimiser of the functional F defined in (4.1), under
the sole assumption (4.2), with a ∈ L∞(Ω), is locally bounded.

The previous result follows from the ones in [21, Theorem 2.2] since a minimiser
u of the functional F defined in (4.1) is easily seen to be a Q-minimiser of the
convex functional

w 7→

∫

Ω

H(x,Dw) dx .

This means that, accordingly to the definition already given in (3.20), there exists
Q ≥ 1 such that H(x,Du) ∈ L1(Ω) and

(4.15)

∫

K

H(x,Du) dx ≤ Q

∫

K

H(x,Dw) dx

holds for every w ∈ W 1,1(Ω) and compact subset K ⊂ Ω such that supp (u−w) ⊂
K. Indeed, consider such a w and observe that, thanks to (4.2), we can estimate

∫

K

H(x,Du) dx ≤
1

ν

∫

K

F (x, u,Du) dx

≤
1

ν

∫

K

F (x,w,Dw) dx ≤
L

ν

∫

K

H(x,Dw) dx

so that (4.15) follows with Q ≡ L/ν .



NON-AUTONOMOUS FUNCTIONALS AND BORDERLINE CASES 19

4.2.2. Reducing the oscillation in the two phases setting. We here start the proof
of the Hölder continuity of minima. Due to Theorem 4.3 we known that, whenever
Ω′ ⋐ Ω is an open subset as in the last part of the statement of Theorem 4.1, we
have that

‖u‖L∞(Ω′) < ∞ .

Once fixed a ball Br ≡ Br(x0) ⊂ Ω′, similarly to the previous Paragraph 4.1, the
proof will split into two parts, according to the fact that the following condition
holds or not:

(4.16) as(r) ≡ as(x0, r) := sup
Br

a(·) ≤ 4ω(r).

In the case the previous condition is satisfied, we have the following result about
the reduction of the oscillation of u.

Proposition 4.1. Let u ∈ W 1,p(Ω) be a local minimiser of the functional F defined
in (4.1), under the assumptions (4.2) and (4.5), with p < n. Let Br ≡ Br(x0) ⊂ Ω′,
r ≤ 1/e and suppose that (4.16) holds. Then there exists a constant ϑ ∈ (0, 1),

depending on n, p, ν, L, L̃, ‖u‖L∞(Ω′), such that

(4.17) osc
Br/4

u ≤ ϑ osc
Br

u.

We start with the following “almost standard Caccioppoli’s estimate”: in the case
(4.16) holds, then the intrinsic Caccioppoli’s estimate of Lemma 4.1 can be improved
in order to get estimate (4.18) below. This last one is a Caccioppoli estimate of the
type that holds for functionals with standard p-growth. This is the ultimate effect
of an assumption as (4.16), that allows to treat terms as a(x)|Du|p log(e+ |Du|) as
a perturbation of |Du|p, when u is a minimiser of the functional in (4.1).

Lemma 4.2 (Almost standard Caccioppoli’s estimate). Let u ∈ W 1,p(Ω) be a local
minimiser of (4.1) under the assumptions (4.2) and (4.5) and let Br ≡ Br(x0) ⊂ Ω′

be a ball with radius r ≤ 1/e; moreover, suppose that (4.16) holds. Then, for every
k ∈ R such that |k| < ‖u‖L∞(Ω′), the inequality

(4.18)

∫

Br1

∣

∣D(u− k)±
∣

∣

p
dx ≤ c

( r

r2 − r1

)p+1
∫

Br2

(u− k)p±
rp

dx

holds for every r/2 ≤ r1 < r2 ≤ r and a constant depending on n, p, ν, L, L̃ and
‖u‖L∞(Ω′).

Proof. From (4.8) and (4.16) we infer
∫

Br1

|D(u− k)±|
p dx

≤ c

∫

Br2

(

1 + as(r) log
(

e+
∣

∣

∣

(u− k)±
r2 − r1

∣

∣

∣

)

)∣

∣

∣

∣

(u− k)±
r2 − r1

∣

∣

∣

∣

p

dx

≤ c
( r

r2 − r1

)p
∫

Br2

(

1 + ω(r) log
(

e+
2‖u‖L∞

r2 − r1

)

)

(u− k)p±
rp

dx .

Using (3.21)2 and the fact that r ≤ 1/e we estimate

log
(

e+
2‖u‖L∞(Ω′)

r2 − r1

)

≤
r

r2 − r1
log
(

e+
2‖u‖L∞(Ω′)

r

)

≤ c(‖u‖L∞(Ω′))
r

r2 − r1
log
(1

r

)

.

Recalling (4.5), this yields (4.18) since in our case r1 ≈ r2 ≈ r. �
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Having (4.18) at hand, the proof of the following lemma is completely analogous
to the density lemmas valid in the usual case of functionals with standard p-growth.

Lemma 4.3. Let the assumptions of Proposition 4.1 hold, and moreover assume
that the density condition

(4.19)
|Br ∩ {u ≥ supBr

u− oscBr
u/2}|

|Br|
≤

1

2

holds. Then there exists a constant c depending on n, p, ν, L, L̃, ‖u‖L∞ such that

|Br/2 ∩ {u ≥ supBr
u− oscBr

u/2j}|

|Br/2|
≤

c

j1∗/p′

holds for every j ∈ N.

Proof. Once noticing that (4.18), for the choices r1 = r/2 and r2 = r, reduces to
∫

Br/2

∣

∣D(u− k)±
∣

∣

p
dx ≤ c

∫

Br

(u− k)p±
rp

dx ,

the proof is identical to that in the standard case. See, for instance, [37, Lemma
7.2]. �

At this point, the argument needed to prove Proposition 4.1, due to De Giorgi
[22], is classic. We give the proof for the convenience of the reader.

Proof of Proposition 4.1. We assume without loss of generality that (4.19) holds; if
it would not be so, we could just consider −u, which locally minimise a functional
with energy density F̃ (x,w, z) := F (x,−w,−z), which clearly satisfies (4.2); if u
does not satisfy (4.19), then it does −u. For j ∈ N fixed, consider the radii and the
levels

ri :=
r

4
+

r

2i+2
, r̃i :=

ri+1 + ri
2

, ki := sup
Br

u−
1

2j

(1

2
+

1

2i+1

)

osc
Br

u

for i ∈ N0; call Bi := Bri , B̃i := Br̃i . The we apply Caccioppoli’s inequality (4.18)+
with r1 = (ri + ri+1)/2, r2 = ri and k = ki; this yields

∫

B̃i

∣

∣D(u− ki)+
∣

∣

p
dx ≤ c 2(i+3)(p+1)

∫

Bi

(u− ki)
p
+

rpi
dx .

Now take a cut-off function η ∈ C∞
c (B̃i), η ∈ [0, 1], such that η ≡ 1 on Bi+1 and

|Dη| ≤ c2i/r; using also Sobolev’s inequality (recall that here p < n),
(

∫

Bi+1

(u− ki)
p∗

+ dx
)p/p∗

≤ c(n, p)
(

∫

B̃i

[

(u− ki)+η
]p∗

dx
)p/p∗

≤ c r̃pi

∫

B̃i

∣

∣D
[

(u− ki)+η
]∣

∣

p
dx

≤ c 2i(p+1)

∫

Bi

(u− ki)
p
+ dx .

Since

2−(i+j+2)χ{u≥ki+1} osc
Br

u ≤ (u− ki)+ ≤ 2−jχ{u≥ki} osc
Br

u in Br

by the definition of the levels ki, we end up with

Ai+1 ≤ c2c(n,p)iA
1+ p

n−p

i , with Ai :=

∫

Bi

χ{u≥ki} dx ,
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for a constant c ≡ c(n, p, ν, L, L̃, ‖u‖L∞(Ω′)). A standard hypergeometric Lemma
from [22] at this point ensures that Ai → 0, provided that

A0 =
|Br/2 ∩ {u ≥ supBr

u− 2−j oscBr
u}|

|Br/2|
≤

1

c̃
,

with c̃ depending on n, p, ν, L, L̃, ‖u‖L∞(Ω′) but not on j. This, in view of Lemma

4.3, can be guaranteed by choosing j, depending on n, p, ν, L, L̃, ‖u‖L∞(Ω′), large
enough. We thus end up with

u ≤ sup
Br

u− 2−j−1 osc
Br

u a.e. in Br/4 ,

that is (4.17) with ϑ = 1− 2−j−1, after subtracting infBr u. �

4.2.3. Proof of the Hölder continuity. We show in this paragraph that, fixed a ball
BR ≡ BR(x0) ⊂ Ω′ with radius smaller than one, the estimate

(4.20) osc
Bρ

u ≤ c
( ρ

R

)β

osc
BR

u

holds for every 0 < ρ ≤ R, with a constant c depending on n, p, ν, L, L̃, ‖u‖L∞(Ω′)

and an exponent β as in Theorem 4.1. These constants are independent of the
starting ball BR(x0) and therefore this implies, up to a standard covering argument,
the local Hölder continuity of the minimiser in question. We use an exit-time
argument, i.e. we consider the set

L := {m ∈ N0 : (4.16) is not satisfied in B4−mR} ⊂ N0

and its minimum ℓ := minL. If L = ∅, we set ℓ = ∞. Now, if ℓ ≥ 1, then (4.16)
is satisfied in B4−mR for m = 0, . . . , ℓ − 1 and by induction we have, for the same
indexes, using Proposition 4.1,

(4.21) osc
B

4−(m+1)R

u ≤ ϑm osc
BR

u =⇒ osc
Bρ

u ≤ c
( ρ

R

)β1

osc
BR

u

for any ρ ∈ (4−(ℓ+1)R,R], by a simple interpolative argument, with β1 = log1/4 ϑ.

If ℓ = ∞, then we are finished; indeed (4.21) is valid whenever ρ ∈ (0, R]. If ℓ ∈ N,
then the goal now is to show that u in B4−ℓR is a Q-minimiser of a functional
without x-dependence. Indeed, since we know that

sup
B

4−ℓR

a(·) > 4ω(4−ℓR) ,

then there exists x̄ ∈ B4−ℓR such that a(x̄) > 4ω(4−ℓR). Then, for every x ∈ B4−ℓR,
we have a(x̄)− a(x) ≤ ω(2 · 4−ℓR) ≤ 2ω(4−ℓR) and therefore it holds that

(4.22)
1

2
a(x̄) ≤ a(x̄)− 2ω(4−ℓR) ≤ a(x) ≤ a(x̄) + 2ω(4−ℓR) ≤ 2a(x̄) .

Thus we have that

F (x, u,Du) ≈ H(x,Du) ≈ |Du|p
(

1 + a(x̄) log(e+ |Du|)
)

holds up to a constant depending only on ν, L, and therefore it follows that

|Du|p
(

1 + a(x̄) log(e+ |Du|)
)

∈ L1(B4−ℓR) .

Moreover, for every w ∈ W 1,1(B4−ℓR) such that |Dw|p
(

1 + a(x̄) log(e + |Dw|)
)

∈
L1(B4−ℓR) and compact subset K such that supp(u− w) ⊂ K ⊂ B4−ℓR, we have
∫

K

|Du|p
(

1 + a(x̄) log(e+ |Du|)
)

dx ≤ 2

∫

K

H(x,Du) dx

≤
2

ν

∫

K

F (x, u,Du) dx
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≤
2

ν

∫

K

F (x,w,Dw) dx

≤
2L

ν

∫

K

H(x,Dw) dx

≤
4L

ν

∫

K

|Dw|p
(

1 + a(x̄) log(e+ |Dw|)
)

dx .

Note that we have used both (4.2) and (4.22) twice, together with the minimality of
u. Hence u is a Q-minimiser of the functional P0 defined in (3.15) with a0 := a(x̄)
in B4−ℓR in the sense of (3.20), with Q = 4L/ν. At this point we are allowed to
use Theorem 3.2 that ensures that the inequality

(4.23) osc
Bρ

u ≤ c
( ρ

4−ℓR

)β0

osc
B

4−ℓR

u

holds whenever ρ ≤ 4−ℓR, with β0 ∈ (0, 1) and c both depending on n, p, L/ν.
Merging (4.21) with the second inequality appearing in (4.23) yields (4.20) in the
case ℓ ∈ N, and with β := min{β0, β1}. Finally, if ℓ = 0, then we can directly
show that u is a 4L/ν-minimiser in BR and in this case (4.23) is (4.20) and we are
finished.

5. Gradient Hölder regularity

In this section we propose the rest of the proof of Theorem 2.4, i.e. the last two
assertions are considered. This means that we are first proving, in Paragraph 5.2

below, that u ∈ C0,β
loc (Ω) for every β ∈ (0, 1) assuming that l = 0 (this is defined in

(2.7)). Then, in Paragraph 5.3, we shall finally prove the Hölder gradient continuity

of minima assuming that a(·) is itself Hölder continuous. In the following L̃ denotes
a finite constant such that (4.5) holds.

5.1. Comparison lemma and decay estimate. In the following lemma, we es-
timate the difference between the energy of a minimiser of Plog on a ball BR/2 ≡
BR/2(x0) such that BR/2 ⊂ Ω, that is Plog(u,BR/2), and the energy of the same
minimiser computed when considering a related energy, obtained from the first one
by freezing the coefficient a(·), that is

(5.1)

∫

BR/2

(|Du|p + ai(R)|Du|p log(e+ |Du|)) dx ,

where

(5.2) ai(R) ≡ ai(x0, R) = inf
BR

a(·) .

Under the assumption (4.4), and therefore under (4.5), the energy with frozen func-
tional is comparable with the whole energy of a minimiser; under the assumption
(2.7) with l = 0, the former is a small perturbation of the latter. The proof is based
on the reverse Hölder inequality (4.7), which is in fact the only point where we are
going to use the minimality of u, and on the inequality in L logL spaces contained
in display (3.14).

Lemma 5.1 (Energy comparison). Let u ∈ W 1,p(Ω) be a local minimiser of Plog,
let BR ≡ BR(x0) ⊂ Ω be a ball with radius R ≤ 1/e, and let ai(R) be as in (5.2).
Moreover, let ω(·) be as in (2.6) and assume that (4.5) holds. Then, for every γ > 0,

there exists a constant c ≡ c(n, p, ‖Du‖Lp , L̃, γ) such that the following inequality
holds:

(5.3)

∫

BR/2

[a(x)− ai(R)]γ |Du|p logγ(e+ |Du|) dx
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≤ c

[

ω(R) log

(

1

R

)]γ ∫

BR

H(x,Du) dx .

Proof. Assumption (4.5) allows to apply the higher integrability result (4.6) of

Theorem 4.1, that gives that H(x,Du) ∈ L
1+δg
loc (Ω), for a positive exponent δg >

0 depending only on n, p, ‖Du‖Lp , L̃. Moreover, there exists a constant c, still
depending on the same parameters, such that the following reverse inequality holds
for every ball BR ⊂ Ω with radius R ≤ 1/e:

∫

BR/2

|Du|p+pδg dx ≤

∫

BR/2

[H(x,Du)]1+δg dx

≤ c

(
∫

BR

H(x,Du) dx

)1+δg

.(5.4)

We estimate the left-hand side of (5.3) by mean of (2.6)
∫

BR/2

[a(x)− ai(R)]γ |Du|p logγ(e+ |Du|) dx

≤ c[ω(R)]γ
∫

BR/2

|Du|p logγ(e+ |Du|p) dx .

To estimate the right-hand side in the above display, we use (3.21)1 and (3.14) to
deduce that

∫

BR/2

|Du|p logγ(e+ |Du|p) dx

≤ c(γ)

∫

BR/2

|Du|p logγ
(

e+
|Du|p

(|Du|p)BR

)

dx

+c(γ) logγ
(

e+ (|Du|p)BR

)

∫

BR/2

|Du|p dx

≤ cRn

(

∫

BR/2

|Du|p(1+δg) dx

)1/(1+δg)

+ c logγ
(

1

R

)
∫

BR/2

|Du|p dx

for a constant c depending on n, p, ‖Du‖Lp and γ. By the reverse Hölder inequality
(5.4) and the fact that R ≤ 1/e, we then obtain
∫

BR/2

|Du|p logγ(e+ |Du|) dx

≤ cRn

∫

BR

H(x,Du) dx+ c logγ
(

1

R

)
∫

BR/2

H(x,Du) dx

≤ c logγ
(

1

R

)
∫

BR

H(x,Du) dx .

From the last three displays we deduce (5.3). �

Before going on, we premise a few basic facts on the validity of the weak for-
mulation of the Euler-Lagrange equation of the functional Plog. In particular, we
clarify the class of admissible test functions.

Remark 5.1. For the rest of the paper, we shall adopt the notation

(5.5) f(z) := |z|p and g(z) := |z|p log(e+ |z|) .

We show that the Euler-Lagrange equation
∫

Ω

〈∂f(Du) + a(x)∂g(Du), Dϕ〉 dx = 0
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is valid for every ϕ ∈ W 1,p(Ω) with compact support, with Dϕ ∈ Lp logL(Ω). An
analogous fact holds in particular for the Euler-Lagrange equation of the functional
in (5.1). This is a consequence of the following remarks (together with the fact that
a(·) is bounded). First, note that we can concentrate on the part of the equation
(5.1) involving ∂g(·) since the remaining part has a lower order growth. Given the
N -function g(·) defined in (5.5), it is possible to define its Young conjugate g∗(·)
by

g∗(s) := sup
r>0

(

rs− g(r)
)

- note that by the properties of g(·), g∗(s) is well defined for every s ≥ 0. The
Young conjugate enjoys the following general property:

(5.6) g∗
(g(s)

s

)

≈ g(s)

up to numerical constants, for all s > 0, while the following Hölder type inequality
∫

Ω

|FG| dx ≤ 2‖F‖Lg(Ω)‖G‖Lg∗ (Ω)

holds for all measurable functions F,G : Ω → R
n. Here the Luxemburg norm

‖ · ‖Lg(Ω) is defined as in (3.13) with ϕ ≡ g. Hence we can estimate
∫

Ω

〈a(·)∂g(Du), Dϕ〉 dx ≤ 2‖a‖L∞‖∂g(Du)‖Lg∗ (Ω)‖Dϕ‖Lg(Ω) .

We conclude by noting that |∂g(Du)| ≈ |Du|p−1 log(e+ |Du|) = g(Du)/|Du| up to
a constant depending on p, using (5.6), noting that

lim
n→∞

‖Dφn‖Lg(Ω) = 0 ⇐⇒ lim
n→∞

∫

Ω

g(Dφn) dx = 0

and that smooth functions are dense in Lp logL(Ω). A reference for the foregoing
facts is for instance [43].

Next we prove a comparison lemma, where we estimate the distance between a
minimiser of Plog and a minimiser of a frozen functional; note that in the following
lines it could be ai(R) = 0. In this last case the comparison functional is the usual
p-Dirichlet energy and we shall use the vector field Vp(·), which has beed defined
in (3.7).

Lemma 5.2 (Comparison). Let u ∈ W 1,p(Ω) be a local minimiser of Plog, and
let BR ≡ BR(x0) ⋐ Ω be a ball with radius R ≤ 1/e. Let ai(R) be as in (5.2).
Moreover, let ω(·) be as in (2.6) and assume that (4.5) holds. Finally, let v ∈
W 1,p(BR/2) be the solution to the following Dirichlet problem:

(5.7)











v 7→ min
w

∫

BR/2

(|Dw|p + ai(R)|Dw|p log(e+ |Dw|)) dx

w ∈ u+W 1,p
0 (BR/2) .

Then the inequality
∫

BR/2

(|Vp(Du)− Vp(Dv)|2 + ai(R)|Vlog(Du)− Vlog(Dv)|2) dx

≤ c ω(R) log

(

1

R

)
∫

BR

H(x,Du) dx(5.8)

holds for a constant c depending only on n, p, ‖Du‖Lp , L̃.
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Proof. Note that the problem (5.7) has a minimiser, as

(5.9) Du ∈ Lp(1+δg)(BR) ⊂ Lp logL(BR)

by (4.6) and since BR ⋐ Ω; therefore the class of competitors with finite energy in

the Dirichlet class u +W 1,p
0 (BR/2) is non-empty. In particular, the minimality of

v gives

(5.10)

∫

BR/2

(

|Dv|p + ai(R)|Dv|p log(e+ |Dv|)
)

dx

≤

∫

BR/2

(

|Du|p + ai(R)|Du|p log(e+ |Du|)
)

dx ,

that in turns also implies

(5.11) Dv ∈ Lp logL(BR/2)

as the right hand side is finite by (5.9). This is immediate if ai(R) > 0, while if
ai(R) = 0 this follows from Theorem 3.3 together with (5.9). Since both u and v are
minimisers, using the corresponding Euler-Lagrange equations, recalling the content
of Remark 5.1, the notation introduced in (5.5), and testing with u−v ∈ W 1,p

0 (BR/2)
(notice that Du−Dv ∈ Lp logL(BR/2) by (5.9) and (5.11)), we compute

D1 :=

∫

BR/2

〈∂f(Du)− ∂f(Dv) + ai(R)(∂g(Du)− ∂g(Dv)), Du−Dv〉 dx

=

∫

BR/2

〈∂f(Du) + ai(R)∂g(Du), Du−Dv〉 dx

=

∫

BR/2

[ai(R)− a(x)]〈∂g(Du), Du−Dv〉 dx := D2 .

Then (3.4) applied to Vp and Vlog yields

(5.12)

∫

BR/2

(|Vp(Du)− Vp(Dv)|2 + ai(R)|Vlog(Du)− Vlog(Dv)|2) dx ≤ c|D2| ,

where c ≡ c(n, p). We estimate the integrand of D2 thanks to Young’s inequality:
indeed, for every A > 0, we have
∣

∣[ai(R)− a(x)]〈∂g(Du), Du−Dv〉
∣

∣

≤ c|a(x)− ai(R)||Du|p−1
(

1 + log(e+ |Du|)
)

(|Du|+ |Dv|)

≤
c

A
1

p−1

|a(x)− ai(R)|p
′

|Du|p
(

1 + log(e+ |Du|)
)p′

+ cA(|Du|+ |Dv|)p

≤
c

A
1

p−1

|a(x)− ai(R)|p
′

|Du|p
(

1 + logp
′

(e+ |Du|)
)

+ cA(|Du|p + |Dv|p) .

Using Lemma 5.1 with γ = p′, the fact that log(1/R) ≥ 1, the minimality of v
in (5.10), and finally the fact that ai(R) ≤ a(x) in BR/2, we deduce the following
chain of inequalities:

|D2| ≤
c

A
1

p−1

∫

BR/2

|a(x)− ai(R)|p
′

|Du|p logp
′

(e+ |Du|) dx(5.13)

+
c

A
1

p−1

[ω(R)]p
′

∫

BR/2

|Du|p dx+ cA

∫

BR/2

(|Du|+ |Dv|)p dx

≤
c

A
1

p−1

(

ω(R) log
( 1

R

)

)p′
∫

BR

H(x,Du) dx

+ cA

∫

BR/2

(

|Du|p + ai(R))|Du|p log(e+ |Du|)
)

dx
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≤

[

cA+
c

A
1

p−1

(

ω(R) log
( 1

R

)

)p′
]

∫

BR

H(x,Du) dx

with c depending on n, p, ‖Du‖Lp , L̃. Choosing A = ω(R) log (1/R), by (5.12) and
(5.13) we deduce (5.8). �

Thanks to the previous comparison lemma, we deduce a decay lemma for the
minimiser of Plog.

Lemma 5.3 (Decay). Let u ∈ W 1,p(Ω) be a local minimiser of Plog, let BR ≡
BR(x0) ⋐ Ω be a ball with radius R ≤ 1/e, and let ai(R) be as in (5.2). Moreover,
let ω(·) be as in (2.6) and assume that (4.5) holds. Then the inequality

∫

B̺

H(x,Du) dx ≤ cd

[

( ̺

R

)n

+ ω(R) log

(

1

R

)]
∫

BR

H(x,Du) dx(5.14)

holds whenever 0 < ̺ ≤ R and B̺(x0) ≡ B̺ ⊂ BR ⊂ Ω, for a constant cd ≡

cd(n, p, ‖Du‖Lp , L̃).

Proof. It is obviously sufficient to prove (5.14) for ̺ ≤ R/4. Thanks to Lemma 5.1
with γ = 1 we have that

∫

B̺

H(x,Du) dx ≤

∫

B̺

(|Du|p + ai(R)|Du|p log(e+ |Du|)) dx

+

∫

BR/2

(a(x)− ai(R))|Du|p log(e+ |Du|)) dx

≤

∫

B̺

(|Du|p + ai(R)|Du|p log(e+ |Du|)) dx

+c ω(R) log

(

1

R

)
∫

BR

H(x,Du) dx ,(5.15)

for a constant c depending only on n, p, ‖Du‖Lp , L̃. To estimate the first term
appearing on the right hand side of (5.15), as in Lemma 5.2, we consider the function
v defined in (5.7). By (3.6), applied with ϕ(t) = tp and ϕ(t) = tp log(e + t), and
therefore considering the vector field Vlog defined in (3.8), we obtain
∫

B̺

(|Du|p + ai(R)|Du|p log(e+ |Du|)) dx

≤ c

∫

B̺

(|Vp(Du)|2 + ai(R)|Vlog(Du)|2) dx

≤ c

∫

B̺

(|Vp(Dv)|2 + ai(R)|Vlog(Dv)|2) dx

+ c

∫

BR/2

(|Vp(Du)− Vp(Dv)|2 + ai(R)|Vlog(Du)− Vlog(Dv)|2) dx(5.16)

for some constant c depending only on n and p. Using the sup estimate (3.16) for
the minimiser of the frozen functional, we have that

∫

B̺

(|Vp(Dv)|2 + ai(R)|Vlog(Dv)|2) dx

≤ c sup
B̺

(

|Dv|p + ai(R)|Dv|p log(e+ |Dv|)
)

≤ c

∫

BR/2

(|Dv|p + ai(R)|Dv|p log(e+ |Dv|)) dx
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≤ c

∫

BR/2

(|Du|p + ai(R)|Du|p log(e+ |Du|)) dx

≤ c

∫

BR

(|Du|p + ai(R)|Du|p log(e+ |Du|)) dx

for a constant c depending only on n, p. Estimate (5.14) follows using Lemma 5.2
to estimate the second integral on the right-hand side of (5.16), and connecting the
resulting estimate to the content of the last display and eventually to (5.15). �

5.2. Hölder continuity of minima. In this paragraph we prove the second as-
sertion in Theorem 2.4. Therefore we shall consider local minimisers u ∈ W 1,p(Ω)
of the functional Plog defined in (2.5), under the assumption (2.7) with l = 0, and

we prove that u ∈ C0,β
loc (Ω) holds for every β ∈ (0, 1). In other words we are here

assuming that, with ω(·) being the modulus of continuity of the coefficient a(·) in
the sense of (2.6), it holds that

(5.17) lim sup
r→0

ω(r) log

(

1

r

)

= 0 .

We show the following: for every ball BR ⋐ Ω and exponent β ∈ (0, 1), there exist
a number ε > 0 and a radius R0 ≤ 1/e such that, if ω(R) log(1/R) ≤ ε for every
R ≤ R0, then the inequality

(5.18) [u]β;BR/2
≤ c(n, p, ‖Du‖Lp , L̃, R0)

(

Rp(1−β)

∫

BR

H(x,Du) dx

)1/p

holds. Here [u]β;BR/2
as usual denotes the Hölder seminorm of the function u in

the ball BR/2:

(5.19) [u]β;BR/2
:= sup

x,y∈BR/2,x 6=y

|u(x)− u(y)|

|x− y|β
.

To this end, we prove a Morrey type estimate. Namely, for every δ ∈ (0, n), there

exist positive constants c ≡ c(n, p, ‖Du‖Lp , L̃, δ) and

(5.20) R0 ≡ R0(n, p, ‖Du‖Lp , L̃, δ) ≤ 1/e ,

such that the decay estimate

(5.21)

∫

B̺

H(x,Du) dx ≤ c
( ̺

R

)n−δ
∫

BR

H(x,Du) dx

holds whenever 0 < ̺ ≤ R ≤ R0 and B̺ ⊂ BR ⋐ Ω are concentric balls. Since
(5.21) implies that

∫

B̺

∣

∣

∣

∣

u− (u)Bρ

ρ

∣

∣

∣

∣

p

dx ≤ c

∫

B̺

|Du|p dx ≤ c
( ̺

R

)n−δ
∫

BR

H(x,Du) dx

for every 0 < ̺ ≤ R ≤ R0 and BR ⋐ Ω, the C0,β
loc -regularity of u, with β =

1 − δ/p, follows using a standard covering argument and a well-known integral
characterisation of Hölder continuity due to Campanato. The same arguments give
the validity of the local estimate in (5.18). Since δ can be taken arbitrarily close to
zero we can reach any β ∈ (0, 1).

In order to prove (5.21), we apply Lemma 3.3 with the choice

φ(̺) ≡

∫

B̺

H(x,Du) dx

and c̃ being the constant cd appearing in Lemma 5.3. More precisely, given any
δ > 0, we consider the number ε̄ given by Lemma 3.3 and depending on n, δ, cd and
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thus ultimately on n, p, ‖Du‖Lp , L̃ and δ. At this point, thanks to (5.17), we fix
R0 > 0 so that

ω(R) log
( 1

R

)

≤ ε̄ for every R ≤ R0 .

Lemma 5.3 and the previous choice of R0 imply that whenever 0 < ̺ ≤ R ≤ R0

φ(̺) ≤ cd

[( ̺

R

)n

+ ε
]

φ(R) ;

by Lemma 3.3, we deduce (5.21).

5.3. Hölder continuity of the gradient. Here we complete the proof of Theorem
2.4 demonstrating the validity of the third and last assertion, the one concerning
the gradient Hölder continuity of minimisers. With the previous estimates in our
hands we can then proceed modifying some of the arguments given in [47, 48] (see
also [45] for more regularity on the standard p-Laplacean case). Let u ∈ W 1,p(Ω)
be a local minimiser of the functional Plog defined in (2.5); we prove that, if

(5.22) ω(R) ≤ L̃Rσ holds for every R ≤ 1

for some σ ∈ (0, 1) and L̃ ≥ 1, then there exists β ∈ (0, 1), depending only on n, p
and σ, such that

(5.23) Du ∈ C0,β
loc (Ω;R

n) .

We start showing that for every ball BR ≡ BR(x0) ⊂ Ω the inequality

(5.24)

∫

B̺

|Du− (Du)B̺
|p dx ≤ c

[

( ̺

R

)α̃p

+Rσ/4

(

R

̺

)n] ∫

BR

H(x,Du) dx

holds whenever whenever 0 < ̺ ≤ R ≤ 1/e and B̺ ⊂ BR ⊂ Ω are concentric balls,
for an exponent α̃ ∈ (0, 1) depending only on n and p, and for a positive constant

c depending on n, p, L̃, ‖Du‖Lp , and σ. We postpone the proof of (5.24) and show
how it implies the local Hölder continuity of Du. Choosing R = ̺1−ε in (5.24) and
thereby taking

ε =
σ

4α̃p+ σ + 4n
∈ (0, 1) ,

we deduce that for every ball B̺1−ε ⊂ Ω with 0 < ̺1−ε ≤ 1/e the inequalities
∫

B̺

|Du− (Du)B̺
|p dx ≤ c

[

̺εα̃p + ̺(1−ε)σ/4−εn
]

∫

B̺1−ε

H(x,Du) dx(5.25)

≤ c ̺εα̃p
∫

B̺1−ε

H(x,Du) dx

hold for a constant c depending on n, p, ‖Du‖Lp , L̃, and σ. Next, with Ω′ ⋐ Ω being
a open subset, we define R1 = min{R0, dist(Ω

′, ∂Ω)}/4 where R0 has been deter-
mined in (5.20) and is such that (5.21) holds for 0 < ̺ < R ≤ R0 (and therefore, in
particular, R1 depends only on the quantities n, p, ‖Du‖Lp , dist(Ω′, ∂Ω)). For every

x0 ∈ Ω′ and 0 < ρ < R
1/(1−ε)
1 , we apply (5.25) and (5.21) between the radii ̺1−ε,

R1, and with δ = εα̃p/[2(1− ε)] to deduce that
∫

B̺

|Du− (Du)B̺
|p dx ≤ c ̺εα̃p−(1−ε)δ

∫

BR1

H(x,Du) dx

= c ̺εα̃p/2
∫

BR1

H(x,Du) dx .
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By a well-known characterisation of Hölder continuity due to Campanato and Mey-
ers, the previous inequality and the fact that Ω′ ⋐ Ω is arbitrary, imply that

Du ∈ C0,β
loc (Ω;R

n) for

β =
εα̃

2
=

α̃σ

2(4α̃p+ σ + 4n)

with the corresponding estimate

[Du]β;Ω′ ≤ c(n, p, ‖Du‖Lp , L̃, R1)

(
∫

Ω

H(x,Du) dx

)1/p

,

see (5.19) for the notation. This completes the proof of (5.23).

In order to complete the proof we show the validity of (5.24). It is sufficient to
do this for radii 0 < ̺ ≤ R/2 and with R ≤ 1/e; in the case R/2 < ̺ ≤ R the
inequality follows by trivial means. For this, we consider ai(R) = infBR

a(·) as in
(5.2) and we define v to be the solution to the minimum problem in (5.7). Using
the general property

∫

B̺

|Du− (Du)B̺
|p dx ≤ 2p

∫

B̺

|Du− z|p dx ,

that holds for every z ∈ R
n, we have

∫

B̺

|Du− (Du)B̺
|p dx ≤ 2p

∫

B̺

|Du− (Dv)B̺
|p dx

≤ 4p
∫

B̺

|Dv − (Dv)B̺ |
p dx+ 4p

∫

B̺

|Du−Dv|p dx .(5.26)

To estimate the first term on the right-hand side, we apply (3.17) from Theorem
3.1 to v (with BR there replaced by BR/2 here and with a0 ≡ ai(R)) and we recall
the minimality property of v. For some positive constants c and α̃, depending only
on n, p, we get

∫

B̺

|Dv − (Dv)B̺
|p dx(5.27)

≤ c
( ̺

R

)α̃p
∫

BR/2

(|Dv|p + ai(R)|Dv|p log(e+ |Dv|)) dx

≤ c
( ̺

R

)α̃p
∫

BR

(|Du|p + ai(R)|Du|p log(e+ |Du|)) dx

≤ c
( ̺

R

)α̃p
∫

BR

H(x,Du) dx .

As for the second term on the right-hand side of (5.26), we trivially have that
∫

B̺

|Du−Dv|p dx ≤ c

(

R

̺

)n ∫

BR/2

|Du−Dv|p dx .

If p ≥ 2, by (3.10), Lemma 5.2, and the Hölder continuity of a(·) as in the assump-
tion (5.22), we obtain

∫

BR/2

|Du−Dv|p dx ≤

∫

BR/2

|Vp(Du)− Vp(Dv)|2 dx

≤ ω(R) log
( 1

R

)

∫

BR

H(x,Du) dx

≤
cRσ/2

σ

∫

BR

H(x,Du) dx
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for some constant c depending only on n, p, L̃, ‖Du‖Lp . Instead, when p < 2, by
(3.9), Hölder’s inequality, applied with conjugate with exponents 2/p and 2/(2−p),
Lemma 5.2, and again the minimality of v, we estimate
∫

BR/2

|Du−Dv|p dx

≤ c

∫

BR/2

|Vp(Du)− Vp(Dv)|p(|Du|+ |Dv|)p(2−p)/2 dx

≤ c

(

∫

BR/2

|Vp(Du)− Vp(Dv)|2 dx

)p/2(
∫

BR/2

(|Du|+ |Dv|)p dx

)(2−p)/2

≤ c

(

∫

BR/2

|Vp(Du)− Vp(Dv)|2 dx

)p/2

·

(

∫

BR/2

(|Du|+ ai(R)|Du|p log(e+ |Du|)) dx

)(2−p)/2

≤ cRσ/4

∫

BR

H(x,Du) dx .

The above inequality again holds for some constant c depending only on n, p, L̃, σ
and ‖Du‖Lp . In both cases we conclude that

(5.28)

∫

B̺

|Du−Dv|p dx ≤ cRσ/4

(

R

̺

)n ∫

BR

H(x,Du) dx

holds for a constant c depending on n, p, ‖Du‖Lp , L̃, and σ. By merging (5.27) and
(5.28) to (5.26), we deduce that (5.24) holds. The proof of (5.24), and therefore
the whole proof, is complete.

6. Related functionals and vectorial cases

In this section we point out a few extensions of the results contained in this
paper. First we deal with the vectorial case, i.e. when u : Ω → R

N for N > 1.
It is then easy to see that the last two assertions of Theorem 2.4 still hold in this
case. Indeed, the whole proof remains the same, the only thing to do is to verify
the validity of Theorem 3.1 in the vectorial case, which is in turn ensured by the
results in [27] applied with the choice ϕ(t) = tp+a0t

p log(e+t) as in (3.11). Indeed,
the result in [27] allows to conclude with the Hölder continuity of the gradient of
minima of functionals of the type

w 7→

∫

Ω

ϕ(|Dw|) dx

where ϕ(·) is a function of the type described in Section 3.2 and satisfying (3.3)
together with the Hölder type condition

(6.1) |ϕ′′(t+ s)− ϕ′′(t)| ≤ c̃ϕϕ
′′(t)

( |s|

t

)β

for some c > 0, β ∈ (0, 1] and for all t > 0, s ∈ R with |s| < t/2. Such assumptions
are clearly verified by the function ϕ(·) defined in (3.11) and for a constant c̃ϕ which
is independent of a0; this point is crucial in the above proofs. In particular, the
results in [27] allow to conclude with the validity of (3.16) and (3.18); at this stage
the proof of Theorem 3.1, and therefore of Theorem 2.4, follows as in the scalar
case treated in the previous sections. We notice that assumption (6.1) is actually
needed only in the vectorial case N > 1, while in the scalar case (3.3) suffices to
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conclude with the result (and in particular with Theorem 3.1) by the analogous
results in [43]. Summarising, we can state the following:

Theorem 6.1. Let u ∈ W 1,1(Ω), u : Ω → R
N , N > 1, be a vector valued local

minimiser of the functional Plog defined in (2.5) and assume that the function a(·)
is non-negative and bounded. Let ω(·) be its modulus of continuity in the sense of
(2.6) and let l be as in (2.7). Then

• if l = 0, then u ∈ C0,β
loc (Ω) for every β ∈ (0, 1)

• if ω(r) . rσ with σ ∈ (0, 1), then Du is locally Hölder continuous in Ω .

When looking at the functional Plog, it is clear that the main feature is the
Lp logL-growth of the integrand with to the gradient-variable at those points x such
that a(x) > 0. On the other hand, since the considered functional is degenerate
on the zero set of the gradient, we might wonder what happens if we modify the
integrand in such a way that also when the gradient approaches zero there is an
unbalance between the two terms in the integrand. For instance, we might want to
consider the related functional defined by

P̃log(w,Ω) :=

∫

Ω

[

|Dw|p + a(x)|Dw|p log(1 + |Dw|)
]

dx

which mixes-up the one in (1.2) and the one in (1.6) via the coefficient a(·). Indeed,
by setting

(6.2) H̃(x, z) := |z|p + a(x)|z|p log(1 + |z|) ,

we see that when |z| is small we then have

H̃(x, z) ≈

{

|z|p + a(x)|z|p+1 if a(x) > 0

|z|p if a(x) = 0

and therefore a different type of degeneracy occurs at the phase transition. Let us
briefly show how the results proved in this paper extend to this case too. Indeed,
Theorem 4.1 is just based on assumption (4.2). We can replace the function H(·)
defined in (4.3) by H̃(·) which has been just defined in (6.2), and the proof follows
exactly as before, with very minor variants. As far as Theorem 2.4 is concerned, we
once again have to verify the applicability of Theorem 3.1, replacing log(e+ |Dv|)
by log(1 + |Dv|) in (3.16)-(3.17). To this aim we have to check that (3.3) and
(6.1) are satisfied for the choice ϕ(t) = tp + a0t

p log(1 + t); then the results of [27]
again ensures the validity of (3.16) and (3.18) and Theorem 2.4 follows. All these
arguments extend to the vectorial case as well. In turn a direct computation leads
to observe that (3.3) and (6.1) are satisfied and the results follow.
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[17] Coscia A. & Mingione G.: Hölder continuity of the gradient of p(x)-harmonic mappings.
C. R. Acad. Sci. Paris Sér. I Math. 328 (1999), 363–368.

[18] Cruz-Uribe D. & Fiorenza A.: Variable Lebesgue spaces. Foundations and harmonic analysis.
Applied and Numerical Harmonic Analysis. Birkhäuser/Springer, Heidelberg, 2013.
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