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Non Data-Aided SNR Estimation of OFDM Signals

Frangois-Xavier Socheleau, Abdeldjalil Aissa-El-Bey, and Sébastien Houcke

Abstract—This letter deals with the problem of non data aided
(NDA) signal to noise ratio (SNR) estimation of OFDM signals
transmitted through unknown multipath fading channel. Most of
existing OFDM SNR estimators are based on the knowledge of
pilot sequences which is not applicable in some contexts such as
cognitive radio for instance. We show that it is possible to take
advantage of the periodic redundancy induced by the cyclic prefix
to get an accurate NDA SNR estimator. Numerical simulations
highlight the benefit of the proposed method compared with the
state of the art.

Index Terms—SNR estimation, OFDM, non data-aided.

I. INTRODUCTION

IGNAL to noise ratio (SNR) is an indicator commonly

used to evaluate the quality of a communication link.
More specifically, SNR knowledge enables wireless systems
to improve propagation channel estimation and is a key
decision parameter in adaptive processes such as dynamic
reconfiguration of cognitive radios, adaptive modulation and
coding (AMC) or adaptive power allocation.

Several OFDM SNR estimators have already been suggested
[1], [2] but most of them are based on the pilot symbol
knowledge. This kind of estimation method is commonly
classified as Data-Aided (DA). DA algorithms proved their
efficiency but cannot be applied in every context. For instance,
in some cognitive radio applications, terminals need to sense
the link quality with all the surrounding networks to decide
which one is the most appropriate to communicate with. In this
case, a cognitive terminal may not tolerate any delay in getting
frame synchronized (operation required to know the pilots
location) with each network before deciding which one is the
most suited to its needs. To overcome DA method limitations,
a Non Data Aided (NDA) SNR estimator for OFDM systems is
introduced in [3]. To the best of our knowledge, this estimator
is the only NDA algorithm for OFDM published to date. It
can achieve good accuracy but its performance is based on
a subjective choice of a threshold level. Moreover, the signal
and noise power are not estimated independently which results
in performance degradation at high SNR.

In this letter, we address these issues and exploit the
correlation as well as the cyclostationarity induced by the
cyclic-prefix (CP) to propose a new NDA SNR estimator of
OFDM signals transmitted through unknown multipath fading
channel.
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II. OFDM SIGNAL MODEL

Assuming that an OFDM symbol consists of N subcarriers,
the discrete-time baseband equivalent transmitted signal is
given by

N-1
_ B 2in & (m—D—k(N+D))
z(m) = ~ I;Z T;ak(n)e N N

.9g(m — k(N + D)),

where E; is the signal power and ax(n) are the transmitted
data symbols at the n-th subcarrier of the k-th OFDM block.
These data symbols are assumed to be independent, identically
distributed (i.i.d) and of unitary variance. D is the CP length
and m — g(m) is the rectangular pulse shaping filter.

Let {h(l)}i=0,..... be a baseband equivalent discrete-time
Rayleigh fading channel impulse response of length L + 1
with L+1 < D such that h(1) ~ CA’ (0, 07, ). The received

samples of the OFDM signal are then expressed as

m

L
N h(Da(m — 1= 1) + 1(m),
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y(m) _ 6—i(27r8

where ¢ is the carrier frequency offset, 6 the initial arbitrary
carrier phase, 7 the timing offset and 7(m) the additive white
Gaussian noise such that n(m) ~ CN (O, 0727).

The SNR is defined as

SNR =
U"I
with
L
=0

III. NOISE VARIANCE ESTIMATION

Similarly to what suggested in [3], the noise variance
can be estimated thanks to the redundancy induced by the
CP. In fact, the CP use leads to z(k(N+D)+m) =
z(k(N+D)+N+m),Vk € ZandVm € {0,---,D — 1}.
It is then straightforward to see that if we assume perfect
synchronization' at reception (i.e 7 = 0 and ¢ = 0) and a
time-invariant channel over an OFDM symbol duration, we
can get D — L noise variance estimates defined as

67,=Ju), L<u<D-1

with

y(k(N+D)+N+m)|
3)

for NDA OFDM synchronization algorithms refer to [4], [5]
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where M denotes the number of OFDM symbols in the obser-
vation window. It can be easily shown that the estimator with
the smallest variance is found for u = L. The difficulty is then
to estimate L. Cui et al. suggested an estimator in [3] but it
has the major disadvantage of being based on a threshold level
chosen arbitrarily. To overcome this limitation we hereafter
propose a method inspired by maximum likelihood estimation.
From Eq. (3), J(u) can be expressed as

J(u):(l—Dl

—Uu

)J(u—i—l) +&(u)

where £(u) is a random variable which follows a chi square
distribution for L < w < D — 1. This distribution can be
simplified, for M large enough, as

0'2 0'4
f(u)NN<D—nu’M(Dn—u)2>' @

L is then estimated wusing the likelihood function
f (Xy|L =u) with X, the observation variables defined
as Xy, = (&(u),&(u+1),---,&(D —1)). The different &(u)
being independent, L is given by

L= arglrtnax lH f (f(m)|L =u)

,0<u<D-1

&)
where f (£(m)|L =wu) is computed thanks to Eq. (4) by
making the approximation that 0727 ~ J(u). Note that because
the observations X,, are of variable lengths, Eq. (5) is defined
as an average likelihood which is the geometric mean of the

individual likelihood elements.

-| 1/(D—u)

IV. SIGNAL POWER ESTIMATION

We here propose to use the cyclostationary statistics induced
by the CP [6] to estimate the signal power. This kind of
statistics is appealing as the noise is hardly never cyclosta-
tionary. More precisely, we base our estimator on the cyclic
autocorrelation defined as [7]

M-1
. o . 1 * —2iTma
R = Jim_ 57 3 Ble(m)a’ -+
where « is called the cycle frequency. From Eq. (1), it can be
shown that
sin(raD) i _
RN =F, ira(D 1).
s (N) =B N Dy sin(ma) ©
q

ch(O“_NJFD) v
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where J(.) denotes the Kronecker symbol. Moreover, as
proved in [6], the cyclic autocorrelation at reception writes

L
RS(N) = R2(N) Y o e 2m~5m, 7
=0

Therefore, a signal power estimate can be given by

e sin(rqag)
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Fig. 1. NMSE of the noise variance estimator.

where ag = 1/(N + D) and

Rqao (N) — Z%L](\)]+D)_1 y(m)y* (m + N)E*Qiﬂmqao
! M(N + D)

N, represents the number of considered cycle frequencies to
estimate the signal power. The choice of N, is a trade-off
between the estimator bias and variance. From Eq. (8), it
can be shown that the estimator asymptotic variance (i.e. for
M — +o00) decreases as the number of cycle frequencies
increases. However, Eq. (6) indicates that it may be judicious
to choose cycle frequencies within the first lob of ]%gaf’ (N)
as for ¢ > N/D, the power of this function is very small. In
addition, to limit the estimator bias, /N, has to be bounded by
the channel coherence bandwidth. In fact, from Eq. (7) and
thanks to Parseval’s identity, R{*°(N) can be expressed as

1

Ry (V) = B ()

_1
2

E[HW)H" (v — qag)ldv  (9)

where H(v) = 31 h(l)e=2™_ Thus, from the definition
of S (see Eq. (2)), the cycle frequencies used to estimate the
signal power have to be limited to the case where R]*(N) ~
RI*(N) ZZL:() ai(l) which is equivalent to choose gag within
the coherence bandwidth where E[H (v)H*(v — qag)] =
E [|H (v)[?]. The coherence bandwidth B, is usually defined
thanks to the channel root mean square delay spread [8].
In our case, as the channel impulse response is unknown at
reception, B, is approximated as B, = 1/(3L) where 3 is a
coefficient expressing the desired correlation rate within B..
N+D N
BL ' 2D
in section V, 3’s choice has only a very little influence on the
estimator performance.

Consequently, we choose N, = min ( ) As shown

V. SIMULATIONS

In the following, all the results are averaged over 10000
Monte Carlo runs. Fixed WiMAX signals [9] are simulated.
We recall that N = 256 and choose D = 32. The propagation
channel is simulated using the SUI-4 model® defined as

2The Doppler of the SUI-4 model as defined in [10] is not simulated
here as it is very small (~ 0.2Hz) in comparison with usual WiMAX
frequency ranges. Thus, the channel can be considered as time-invariant over
the observation windows tested in this section.
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TABLE I
SUI-4 CHANNEL MODEL

Path number | Delay (us) | Power (dB)
1 0 0
2 1.5 -4
3 4 -8
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—#—S§ NMSE, M=48
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Fig. 2. NMSE of the signal power estimator.

Figure 1 shows the Normalized Mean Square Error (NMSE)
of the noise variance estimation versus SNR for various
observation window lengths. The NMSE is here defined as

. 2
2 4 :
E [(a?? - an) } /o, We observe that the performance is

significantly improved as the number of available OFDM sym-
bols increases. Moreover, for SNR below 20 dB, the estimator
defined in Eq. (§) occasionally under-estimates L which results
in performance degradation for —5 < SNR < 20. However,
this under-estimation is beneficial for very low SNR. In this
case, as the noise power is strongly predominant, J(u) (see Eq.
(3)) is a also a valid noise variance estimator for © < L. The
number of samples used for this estimator is therefore greater
than in the case where L is perfectly known (i.e. > (D—L)M)
which results in better performance.

In Fig. 2, we plot the NMSE of the signal power estimation

N 2
versus SNR for different M. NMSE= E {(s - S) ] /52 and

( is set to 5. The observation window impacts the performance
in a similar way to the noise variance estimator. Note that the
relative performance improvement diminishes quickly as M
increases.

Figure 3 compares the SNR performance of the approximate
maximum likelihood (AML) estimator described in [3] with
our proposed method. Figure 3 highlights two limitations of
the AML algorithm. First, as previously explained, this method
depends on a subjective threshold, denoted « in [3], that
has a strong impact on the performance. Then, as the signal
power and noise variance estimations are not independent,
the SNR estimation gets deteriorated at low and high SNR.
Moreover, Fig. 3 reveals that the algorithm presented in this
paper globally outperforms the AML criterion and that the
coherence bandwidth choice (i.e. (3) has little influence on the
estimator performance.
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Fig. 3. Performance comparison between the proposed method and the AML
method [3], M=24.

VI. CONCLUSION

In this contribution, we presented a new method based on
the use of the cyclic prefix to estimate the SNR of OFDM
signals without the knowledge of any pilots. We exploited the
correlation induced by this prefix as well as its periodicity to
respectively derive noise variance and signal power estimators.
Simulations indicate that the proposed algorithm exhibits good
results and outperforms the approximate maximum likelihood
method described in [3].
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