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Recent published results in inverse scattering generally show the difficulty in dealing with moderate

to high contrast inhomogeneities when employing linearized or iteratively linearized algorithms

(e.g., distorted Born iterative method). This paper presents a fully nonlinear algorithm utilizing full

wave field data, that results in ultrasound computed tomographic images from a laboratory breast

scanner, and shows several such unique images from volunteer subjects. The forward problem, data

collection process and inverse scattering algorithm used are discussed. A functional that represents

the “best fit” between predicted and measured data is minimized, and therefore requires a very fast

forward problem solver, Jacobian calculation, and gradient estimation, all of which are described.

The data collection device is described. The algorithm and device yield quantitative estimates of

human breast tissue in vivo. Several high resolution images, measuring �150 by 150 wavelengths,

obtained from the 2D inverse scattering algorithms, using data collected from a first prototype, are

shown and discussed. The quantitative values are compared with previous published work.
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I. INTRODUCTION

Transmission ultrasound has been proposed as an

adjunct diagnostic modality for over 30 years (Johnson et

al., 1992, 1984; Greenleaf and Bahn, 1981; Andre et al.,

1997; Glover, 1977; Carson et al., 1981). There are several

continuing research efforts attempting to minimize the effect

of the technician, and also attempting to yield quantitative

estimates of the tissue properties (Duric et al., 2008; Huth-

waite and Simonetti, 2011). The present mode of the hand-

held ultrasound incorporates the use of tissue characteristics

indirectly inferred from “speckle behavior” and other image

hints (Stavros et al., 2004). In particular the reflection

images standard in US presently do not yield quantitative

point-wise estimates of tissue characteristics. The attenua-

tion characteristics of the tissue within a suspected lesion,

however, can be indirectly inferred from the shadowing/lack

of shadow behind the lesion.

These methods have been successful (Stavros et al.,

2004), however, it is clear that if accurate physics could be

brought to bear on the problem, it should be possible to accu-

rately model the propagation of ultrasound through a human

breast, thereby resulting in quantitative and high resolution

imaging.

Early work in quantitative transmission imaging used

time of flight algorithms to estimate the speed and a simi-

larly crude algorithm to estimate the attenuation (Greenleaf

and Bahn, 1981). In the intervening years there has been a

virtual explosion of papers in the “inverse-scattering” litera-

ture. Some of these papers have focused on mathematical

aspects (e.g., Borup et al., 1992; Norton, 2005; Colton et al.,

2000; Hohage, 2001), while others have attempted inver-

sions with computer simulated data (Gan et al., 1995) and

laboratory data. See especially Andre et al. (1997), for a

thorough summary of the state of the art pre-1997, and an

example of inversion with laboratory data.

Lehman and Devaney (2003) investigate a method

based on the singular value decomposition for transmission

mode imaging, which shows promise, but has not been

applied to laboratory data. The algorithms that are applicable

to laboratory (non-simulation) data, can be broadly catego-

rized into four groups, depending on whether or not they uti-

lize full wave information (Natterer and Wuebbeling, 1995)

(not just time of arrival, as in Greenleaf and Bahn, 1981),

and whether or not they include the full nonlinearity of the

inversion process.

Specifically, most full wave algorithms use the so-called

“Born or Rytov approximations,” or iterated forms thereof,

which essentially linearize the non-linear inversion problem

(Tabbara et al., 1988), or a “distorted wave” Born approxi-

mation which linearizes the problem about some known so-

lution, which is itself updated, and can be interpreted as an

inhomogeneous Green’s function (Norton, 2005; Andre et

al., 1997; Haddadin and Ebbini, 1998). See also Wilcox

(1993) and Hesford and Chew (2010). The algorithms that

attempt to go beyond the Born/Rytov approximations use

some kind of iteration technique, since they are attempting

to solve a nonlinear problem (Johnson et al., 1992).

Others use Newton-Kantorovich algorithms, however

Remis and van den Berg (2000) have shown that this
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approach is equivalent analytically to the distorted Born

method as developed by Haddadin et al. (1995) and Hadda-

din and Ebbini (1998).

Another frequency based method discussed in Mast et

al. (1997) and Lin et al. (2000), uses eigenfunctions of the

scattering operator.

Duric et al. (2008) use a ray tracing based method to cre-

ate images from volunteers to compare with MRI images of

the same breast. Their method incorporates refractive but not

diffractive effects, thus limiting resolution, whereas the pres-

ent method incorporates both refractive and diffractive effects.

Their method and the present algorithm do allow them to cor-

rect for refraction in their reflection images. Huthwaite and

Simonetti (2011) utilize a two step approach that incorporates

refraction based information, followed by a diffraction based

step. The present method can be viewed as iteratively updat-

ing the image with both diffractive and refractive information

simultaneously at each step. Furthermore, their method is

applied to simulated data; the present method is applied to

laboratory data from a preclinical prototype that addresses the

important calibration and data collection issues.

It is known that the contrasts in speed and attenuation

properties of the human breast are outside of the regime of

applicability of the Born or Rytov linearization approxima-

tion (Haddadin and Ebbini, 1998). The nonlinear minimiza-

tion approach utilized for the inversion of laboratory data is

subject to two major sources of difficulty. First, the linear-

ized inverse problem is ill-posed in the sense of Hadamard

(Hohage, 2001). Secondly, being a nonlinear minimization,

it is subject to falling into a local minimum (Norton, 2005).

The first issue is partially addressed here via the fact that the

nonlinear conjugate gradient approach utilized here yields an

effective regularization. The second issue is addressed via a

kind of frequency homotopy, as discussed below. This

means that a large number of iterations are required.

Therefore, the first requirement for a practical algorithm

inversion is the existence of a fast forward solver. The meth-

ods employed in Wiskin et al. (1997) and Johnson (1992)

are based on the Lippmann-Schwinger equation, and conju-

gate gradient minimization, and are prohibitively expensive

in 3D. The k-space method of Mast et al. (2001) is a time do-

main method and thus gives all frequencies simultaneously.

Moreover, Mast et al. show that their method is substantially

faster and more accurate than existing FDTD codes. How-

ever, for a region 33.5 mm wide and 17.2 mm long, the com-

putational time is still 0.9 CPU h (Mast et al., 2001). The

inversion problem for the breast requires regions that are

�200 mm� 200 mm, and several tens of iterations of a non-

linear convergence algorithm. Each iteration requires, with

the adjoint method for computing the gradient, the equiva-

lent of �5 forward problems. This must be done for each of

180 tomographic views, so a naı̈ve calculation dictates that

approximations must be made to the wave equation, that

yield substantially faster times, without unduly compromis-

ing image quality.

The work of Fishman and McCoy (1984a,b) gives

detailed theoretical analyses of marching methods, but does

not require the adjoint action, or the Jacobian of the forward

problem.

This paper shows the algorithm, hardware and initial

results for a fast nonlinear wave based inversion of full wave

breast data. A marching method in the frequency domain is

used for the forward problem, as well as for the action of the

concomitant Jacobian, and its Hermitian transpose. It is well

known that marching methods are accurate for �þ/�40�

from the direction of propagation, thus incorporating at least

partially, even multiple scattering effects (Lee et al., 2000).

The details of the approximations are shown below and

in Wiskin (2011a) and Johnson et al. (2003). Here, the inver-

sion algorithm, the relationship of the data to the wave-field,

the gradient of the minimizing functional, and results from

laboratory data are shown.

Others have attacked the full nonlinear problem (Gan

et al., 1995) but have not inverted laboratory derived data,

thereby avoiding the substantial problems associated with

calibrating the laboratory data and the computer algorithm

models. Their image space is roughly 7.2 cm by 7.2 cm,

whereas the image space must be large enough to accommo-

date most breasts, i.e., �15 cm, thereby increasing the com-

putational burden by a factor of at least 6.

The paper presents (1) a new method to update speed/

attenuation images simultaneously (see above), (2) a unique

variation of the parabolic approximation paradigm, and (3) a

new interpretation of the action of the Jacobian adjoint recur-

sion formula. Also, the experimental setup, the theoretical

background and details of the algorithm are described, and

results from the first prototype are discussed. This paper also

utilizes a frequency homotopy for local minima avoidance

and a simultaneous calculation of speed and attenuation

updates.

II. DATA—EXPERIMENTAL SETUP

Figure 1 shows a schematic view from above of the ex-

perimental set up. All elements on the transmitter array were

fired simultaneously to create a pseudo-plane wave incident

field. The transmitted signal is a multiple frequency chirp

with frequency content from 0.3 MHz to 2.5 MHz. The

received time signal is sampled at 30 MHz for 51.2 ls, then

Fourier transformed to yield discrete frequencies distributed

from 0.3 to 2.5 MHz (see below). The receiver consists of

two 256 element arrays (developed by Guided Therapy, Inc.,

in Arizona), side by side, and a 256 to 2 multiplexer. For a

given view angle, the number of elements, NR¼ 512, each

element being 0.325 mm wide, with a kerf of 0.05 mm. The

receiver array, therefore, is 512� 0.375 mm¼ 192 mm long.

The transmitter consists of the same configuration, although

all elements excited simultaneously to produce a pseudo-

plane wave.

A Gage card and a Pentium 2, 400 MHz computer were

used for digitization at a sampling rate of 30 MHz. One view

is taken at h¼ 0, (Fig. 1) then the arrays are rotated 2�, and
another acoustic “plane wave” chirp is sent out. This is

repeated for 181 views, so that full 360� coverage is

obtained, the last view duplicated the first view for calibra-

tion purposes. The required data collection required approxi-

mately 1.5 h for 4 slices or “levels” of data. The data levels

were 3 mm apart. The transmitter and receiver arrays were
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placed 6 in. apart [see Fig. 2 (right)] and were embedded

into the side of a plexiglass rectangular tank. Copper tubing

was placed on the bottom of the tank to keep the temperature

at a constant 30 �C. The entire assembly was secured to a

rotating circular platform via a wooden [Fig. 2 (left)].

The entire platform was rotated via a CompuMotor,

Inc., motor that was controlled electronically via a Pentium

III desktop computer. The entire rotating assembly was

placed under a specially constructed table with a pad, for

comfort, and a hole, through which the volunteer’s breast

would hang pendant into the water bath. An adhesive patch

was attached to the nipple region of the breast, upon which

was attached a magnet. The magnet was then secured to

another magnet that was attached to a vertical rod that

extended up through the plexi-glass tank, through a water

tight seal. The pole did not rotate when the assemblage

rotated, thereby securing the breast against motion and buoy-

ancy, during the data taking process. Once one data level of

the breast (i.e., 181 views) had been obtained, the entire ta-

ble (upon which the volunteer was prone) was raised 3 mm,

by manually adjusting furniture adjustment screws placed in

the bottom of each of the four table legs, and the second

level of data (181 views) was taken. This procedure was

repeated to obtain a total of 4 levels. The total amount of

data was therefore �3 kBytes * 512 receivers * 181 views *

4 levels¼�1.12 Gbytes of data.

III. THEORY

A. Background

The forward problem is well-known: Given some dis-

tribution of speed of sound and attenuation, c(x), a(x),

respectively, determine the pressure field f(x) produced

by the impinging of a known incident pressure field f inc xð Þ
[often a plane wave, f inc xð Þ � eik0�x], k0 � k0û�x, û 2 S1 (2D

case), the unit circle, gives the direction of the incoming

plane wave, and k0 � 2pf
c0

is the wavenumber associated with

frequency f, and background speed of sound c0 – background

attenuation is assumed negligible for water (Bamber, 1998)).

The incident field is modeled using the Rayleigh Integral,

this need only be done once, and then stored, so accuracy is

more important than efficiency here.

On the other hand, the inverse problem is: Given the

pressure field fxh(xr) as measured at detector positions, xr,

r ¼ 1,…,NR¼512, for transmitter positions h¼ 1,…,U, and

frequencies, x¼ 1,…,X, x � 2pf , determine the distribution

of speed of sound and attenuation, c(x), a(x) in some region

(that is, the breast). af xð Þ is measured in Npr/mm, or multi-

plied by 8.686 to yield dB/mm, and is frequency dependent.

The 2D theory is discussed and 2D algorithms are used to

invert the data collected in this paper. The frequency domain

scattering problem is modeled by the Helmholtz equation.

r2f xð Þ þ k2 xð Þf xð Þ ¼ 0; (1)

where k xð Þ ¼ x
c xð Þ þ iaf xð Þ, with x ¼ 2pf , f is the frequency

of insonification. The scattered fields are a function of the

space dependent wave-number k(x): f sc � f sc xj; k xð Þ
� �

,

where xj, j¼1,…,NR, are the positions of the various detec-

tors. The objective functional to minimize is

Fðc xð ÞÞ ¼ 1

2

X

xhj

fxh c; rj
� �

� dxhj
�� ��2; (2)

where dxh is the data vector (see below) for view h, and fre-

quency x, containing NR elements. The object function to be

imaged is denoted by c k xð Þð Þ � k xð Þ
ko

� 1, where ko is the

background complex valued wave-number. The present

model assumes an approximate linear relationship of the

attenuation coefficient with frequency, so the imaginary part

of c: cI ¼ af xð Þco
2pf

, with
af xð Þ
f

� a xð Þ assumed approximately in-

dependent of frequency.

FIG. 1. (Color online) Top view of water bath geometry showing transmit-

ter/receiver arrays, computational grid, Bq, the inscribed circle, in which the

breast is positioned. Every pixel outside this Bq, the pixel values are con-

strained to be equal to those of water.

FIG. 2. (Color online) The Techni-

ScanTM scanner used in collecting

the data used to reconstruct the

images. (prototype A). (Left) The ta-

ble on which the patient/volunteer

rests with the breast extending

through the hole in the middle of the

table. (Right) The water bath and the

four 256-element arrays that are

used as the transmitter and the re-

ceiver arrays.
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The conjugate gradient methods (Press et al., 1991) of

minimization require the calculation of the gradient of F and

thus the Hermitian conjugate of the Jacobian, or Frechet de-

rivative of the forward scattering operator. Specifically the

gradient is given as

@F

@clm
¼

X

xhj

@fxh c; rj
� �

@clm

� �
fxh c; rj

� �
� dxhj

� �
; (3)

where clm � c k xlmð Þð Þ, and xlm � xl; ymð Þ, is the discretized

2D co-ordinate. The algorithms minimize (2), subject to neg-

ativity constraints on the a(x) at each pixel (a(x) 	 0).

The conjugate gradient based algorithm is used, specifi-

cally adapted for nonlinear least squares Ribiere-Polak mini-

mization (Press et al., 1991), in which only the action of the

Jacobian, and its Hermitian conjugate, are required. That is,

the Gateaux derivatives only, are calculated, the actual Jaco-

bian matrix is prohibitively large and is not held in memory

explicitly.

B. Data definitions

In the following we denote by r0 the spatial positions at

the face of a receiver. The measured data is the Fourier

Transform of the received signal evaluated at one frequency

x, and is related to the field in the water bath as follows:

The predicted data are defined at receiver j, for frequency x

and view angle h, as

dxhj � Aj

ðð

Xj

fxh r0ð Þdr0; (4)

where Xj is the support of the jth receiver, fxh r0ð Þ is the total
field at the receiver and Aj is some constant of proportionality,

characteristic of the receiver element and fixed, which is

determined once for a given array, by comparing the theoreti-

cal prediction of the received incident field, with the measured

and transformed value for that receiver element.

Now fxh r0ð Þ ¼
Ð
S0
Gx r0; xN ; yð Þð Þfxh xN; yð Þdy where So

is the line at the edge of the image grid that is closest to

the receiver array [see Fig. 3(a)], i.e., at x ¼ xN , and

Gxðr0; xN ; yð ÞÞ is the free space Green’s function at fre-

quency x. It follows from the symmetry of the Green’s func-

tion in free space, and substitution of the above expression

for fxh r0ð Þ into (4) that the characteristics of the transducer

element can be incorporated directly via the functional,

dxhk � Tkxh fNxhð Þ � fNxh
�� fNxh;Rk

� 	
L2
2 C, where Rk is the

kth receiver and the inner product fNxh
�� fNxh;Rk

� 	
L2�

Ð
So
fxh xN; yð Þfxh;Rk

xN; yð Þdy where fNxh � fxh x ¼ xN; yð Þ,
and fNxh;Rk

yð Þ � fxh;Rk
x ¼ xN; yð Þ ¼

Ð
Xk

Gx xN; yð Þ; r0ð ÞAkdr
0

is the field generated by the kth receiver element acting as a

source, evaluated at the trailing edge of the computational

grid (x ¼ xN).

Calculating the inner product fN
�� fN;Rk

� 	
L2

then gives

the voltage on the kth transducer element. The forward

operator is thus the concatenation of two operators. The first

calculates the total ultrasonic field in the computational grid,

FIG. 3. (Color online) (a) Geometry of field

propagation from receivers (acting as transmit-

ter) to the trailing edge of the computational

(Imaging) grid, for the first stage of the adjoint

action, and for use in the calculation of the

received signal. (b) Model of the incident field:

a Rayleigh integral is evaluated at the first posi-

tion on the imaging grid, which is shown in

rotated position to account for different rota-

tional views of the system. The field at this line

is then propagated via the parabolic approxima-

tion forward model to cover entire grid.
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for the given incident field (fj, j¼�N,…,N). The second

operator propagates this calculated total field to the receiver

positions and integrates over the face of the receiver, for a

given frequency x, and view angle h. (Txhk : L2 Cð Þ ! C)

Txhk fð Þ � fxhx0
N

��� fx0;Rk

D E

L2
2 C; k ¼ 1;…;NR: (5)

Figure 4 shows a representative time domain signal received

by 160 receivers (vertical axis), against the time (horizontal

axis). The array was offset in this case, so the difference

between the received signals that pass through the breast and

those that miss the breast is clearly visible.

C. Forward problem

The numerical process by which the scattered field fsc is

determined can be viewed as a two step process (Ghosh Roy

and Couchman, 2002), since the solution of the Helmholtz

scattering problem with Sommerfeld-Wilcox radiation con-

dition is equivalent to the “Lippmann-Schwinger equation”

(Wiskin et al., 2007).

In the present notation, the equation of Wiskin et al.

(2007, p. 186) (the equation has been rewritten since our c

definition differs from the c used in the 2007 paper) becomes

f scxh rj
� �

¼ k20Gxr c cþ2ð Þ½ 
 I�k20Gx c cþ2ð Þ½ 

� ��1

f incxh ; (6)

where f scxh rj
� �

is the scattered field at the receiver positions j.

From this formulation, it is clearly seen that the functional to

be minimized is non-linearly dependent upon c,

Fðc xð ÞÞ ¼ 1

2

X

xhj

��� Iþ k20Gxr c cþ 2ð Þ½ 

�

� I � k20Gx c cþ 2ð Þ½ 

� ��1



f incxh rj

� �
� dxhj

���
2

:(7)

D. Fast algorithm for forward problem

Using (6) [as a solution to Eq. (1)] to determine the

fields directly is computationally prohibitive, so a variation

of the parabolic approximation (PE) is employed—define

the operators: A � @
@x
, B �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 x; ky
� �

��k2y

q
, where opera-

tor k2 x; ky
� �

� is the convolution operator given explicitly

by: k2 x; ky
� �

�
� 

g x; ky
� �

�
ÐÐ
k2 x; ky � g
� �

g x; gð Þdg, and B is

the pseudo-differential operator whose square is

B2 � k2 x; ky
� �

��k2y . Using the Fourier transformed field in

the y-direction (perpendicular to the propagation direction),

i.e., f̂ x; ky
� �

�
Ð
f x; yð Þe�kyydy, the wave equation can be

written as

Aþ iBð Þ A� iBð Þ � i B;A½ 
½ 
 f̂ x; ky
� �

¼ 0: (8)

The commutator B;A½ 
 is not zero, however, the assumption

B;A½ 
 � BA� AB¼�@x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 x; ky
� �

��k2y

q
� 0 fails precisely

when @x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 x; ky
� �

��k2y

q
¼ @xk x;kyð Þ�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 x;kyð Þ��k2y

p > 0, i.e., when the

rate of change of k x; ky
� �

in the x direction (or range), is large,

i.e., there is rapid range variation in the tissue properties. While

one cannot assume the commutator is small a priori, it is

shown that the images that result from using this assumption

yield quantitatively accurate results (Wiskin et al., 2011b;

Andre et al., 2009).

Thus the full wave equation (under the above assump-

tion) is replaced with the approximately factored equation

(PE):

@

@x
� i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 x;ky
� �

��k2y

q� �
f̂ x;ky
� �

¼ 0; or

d

dx
f̂ x;ky
� �

¼ i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 x;ky
� �

��k2y

q� 

f̂ x;ky
� �

:

(9)

This equation can be formally integrated from some x to xþ�:

f̂ xþ e; ky
� �

¼ e
�i
Ð xþe

x
dn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bk2 n;ky;kzð Þ��k2y

q

f̂ x; ky
� �

, approximating

the integral, gives: f̂ xþ e; ky
� �

¼ e
�ie

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bk2 x0;kyð Þ��k2y

q

f̂ x; ky
� �

,

where x < x0 < xþ e. Therefore, the range dimension, x, is

broken up into the following: x�N < x�Nþ1 < � � � < x0 � 0

< x1 < � � � < xN�1 < xN . The coordinate x ¼ x�N is closest to

the transmitter, being within approximately 5 mm of it, and xN
is within approximately 5 mm of the receiver. The field from

the transmitter at the x ¼ x�N line is calculated via a standard

Rayleigh integral. This need only be done once, so speed is

secondary.

The field is propagated from x ¼ x�N to x ¼ xN . The

propagation action, then, is given by f xjþ1; y
� �

¼ F�1e
ie

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 x0;kyð Þ��k2y

p
Ff xj; y

� �
, where Dx � xjþ1 � xj ¼ e,

and F is the Fourier transform. This is approximated

by f xjþ1; y
� �

¼ tj yð ÞF�1P0 ky
� �

Ff xj; y
� �

, where: tj yð Þ
� eie k xj;yð Þ�k0ð Þ, and the propagator P0 ky

� �
� eie

ffiffiffiffiffiffiffiffiffi
k2o�k2y

p
.

Define fj � f xj; y
� �

, as the field at the jth propagation slab,

and the discretized version as the vector f j
� �

k
� f xj; yk

� �
,

k ¼ �Ny;�Ny þ 1;…; 0;…;Ny � 1;Ny. Define the diagonal

matrix P½ 
 � diag p�Ny
; p�Nyþ1;…; pNy�1; pNy

� �
, where

pj � P0 jeð Þ � eie
ffiffiffiffiffiffiffiffiffiffiffiffi
k2o� jeð Þ2

p
; j¼�Ny;�Ny þ 1;…; 0;…;

Ny � 1;Ny. Similarly define the diagonal matrix tj
� 

.

These definitions give the discrete formulation of the

propagation step: f j � tj
� 

Af j�1, j ¼ �N þ 1;…;N, where

A � F�1P0 ky
� �

F. Thus given the field at f�N (assumed to

be the incident field), one can “march” through the computa-

tional grid to end up with the total field for all

j ¼ �N þ 1;…;N.

FIG. 4. Waveforms for 160 time signals. The breast is seen offset in this

case, to show the difference between the signal that misses the breast and

those that propagate through the breast.
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E. Incident field representation

The incident field is modeled by calculating the field at

the first line of the numerical grid, via the Rayleigh integral,

then propagating through the numerical grid, using the for-

ward model, with no scattering object function, to the

receivers. This is independent of the breast and done only

once and stored, so speed is not an issue.

F. Inverse scattering algorithm

Hohage (2001) shows that the Frechet derivative of the

forward problem F : c ! d, d � dxhj
� �

, i.e., A � F0 c0ð Þ, at
a particular gamma, co, is a compact operator, indicating that

the inversion problem will be severely ill-posed. In fact, he

shows that the singular values of this operator actually

decrease exponentially, in accord with the fact that the far-

field pattern is guaranteed to be an analytic function on

S1 � S1.

Thus, the inverse problem of determining the c from the

scattered data: f sc rð Þ ! c, is exponentially ill-posed, and,

when solved as a minimization problem, suffers the addi-

tional defect of having multiple local minima. The inverse

problem cannot be carried out analytically or explicitly in

the vast majority of cases, in fact one rarely determines the

scattering operator explicitly. However, by carefully analyz-

ing the recorded scattered waveform for several different fre-

quencies and source/receiver positions the scatter parameters

in c can be estimated by the least squares minimization of

Eq. (2).

1. Multiple view, multiple frequency imaging

The algorithm uses multiple frequencies to overcome

the multiple minimum problem: The image at the lowest fre-

quency is found first, and the image at a given frequency is

the starting estimate for the speed and attenuation at the next

highest frequency. The starting guess for the lowest fre-

quency is found by a simple time of flight algorithm, which

is under-converged since we found that any artifact intro-

duced at this stage was very hard to get rid of. Specifically,

the data at 0.5, 0.6, 0.72, 0.865, 1.0, 1.25, 1.5, 1.8 MHz were

utilized: For each x, the predicted data vector is

/x cð Þf incxh 2 RNR , k¼ 1,…,NR and the “residual vectors”:

rxh cð Þ � /x cð Þ f incxh

� �
� dxh

� �
2 CNR (10)

are formed, and thus the functional: Fx c; �cð Þ � 1
2

P
h
�rTxhrxh,

Fx : C 2Nþ1ð Þ 2Nyþ1ð Þ ! R and: @
@�c
Fx c; �cð Þ ¼ 1

2
@F
@cR

þ i @F
@cI

� 

.

Recall that c k xð Þð Þ � k xð Þ
ko

� 1, so that the real part of c:

cR ¼ co
c xð Þ � 1, gives speed, and the imaginary part is

cI ¼ af xð Þco
2pf

, giving attenuation.

The Polak-Ribiere (PR) minimization method is

described in detail, in this context, in Wiskin (2007). Now,

in accordance with the Polak-Ribiere (PR) formula, the gra-

dient must be calculated: @
@�c
Fx c; �cð Þ � 1

2

P
h

@�rxh
@�c

�cð Þ
� 
T

rxh cð Þ, since each rxh cð Þ : C 2Nþ1ð Þ 2Nyþ1ð Þ ! CNR is holo-

morphic, and since: @�rxh
@�c

�cð Þ ¼ @rxh cð Þ
@c

� 

, the action of the

Hermitian conjugate of the Jacobian Jn � @rxh
@c

cnð Þ
� 


on a

residual vector rxh cð Þ is required, although the Jacobian ma-

trix itself is too large to store. This is done using recursion as

below. Note the real part is not taken so that the gradient for

the speed and attenuation are found simultaneously.

2. Action of the Jacobian

The algorithm requires Jndnk k2 for the nth step-length

calculation as in Wiskin (2007). To calculate the action

of the Jacobian, i.e., Jndn, Jn : C
2Nþ1ð Þ� 2Nyþ1ð Þ ! CNR on a

dn � dt1 � � � dtN½ 
, with dtj 2 C 2Nyþ1ð Þ, and dtj
� �

i

� dtj
� �

yið Þ � eie dk xj;yið Þ�k0ð Þ, a perturbation argument on the

above fast forward method (Sec. III D) is used: define

the perturbation, for each range xj, and, and note that for

j¼�Nþ2,…,N:

df j ¼ Af j�1

� 
dtj þ tj

� 
A

� �
df j�1

� �
;

j ¼ �N þ 2;…;N;
(11)

so that Jndn � Tkxh dfNð Þ ¼ Tkxh AfN�1½ 
dtNð Þ, after the

recursions have been carried out.

3. Gradient calculation: Action of the adjoint

The action of the Jacobian transpose on the residual

vector rxh is carried out by algebraic manipulation of the

FIG. 5. Mammograms showing (a) Cranial Caudal (CC) view and (b) MLO

view for right breast of 77 year old patient p02.
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Jacobian recursion (11), i.e., recognizing the Jacobian as a

linear operator Jn : C
2Nþ1ð Þ� 2Nyþ1ð Þ ! CNR , and carrying out

the Hermitian conjugation. This is carried out in detail in

Example 12, column 66 of Johnson et al. (1999) and has the

following physical interpretation: First, form the “back-

projected field” from the receivers frxh � TTrxh cð Þ
¼ PNR

k¼1 T
T
k rxhk, which is then recursively propagated from

xN to x-N, i.e., from the last range to the first, resulting in a

“backprojected field,” f backrxh

� 


j�1
� �tj yð ÞF�1 �P0 ky

� �
F f backrxh

� 


j
,

j ¼ N; :::;�N þ 1. This field is point-wise multiplied by a

pseudo-total field ~fxh (defined below) to yield ~fxh f
back
rxh

, and

summed over all angles of view, to give the required gradi-

ent at one frequency x: @
@�c
Fx c; �cð Þ ¼ 1

2

P
h
~fxhf

back
rxh

. The

pseudo-field is defined at range j, for frequency x and view

h, in terms of the true field fxh, as ~fxh
� �

j
� A fxhð Þj�1. Note

that as the step-size diminishes to zero, the pseudo-field ~fxh
approaches the true field fxh (see also Norton, 2005). This

gives @
@�c
Fx c; �cð Þ � 1

2

P
h

@�rxh
@�c

�cð Þ
� 
T

� rxh cð Þ, recursively

(see also Wiskin, 2011).

The algorithm requires over-determination for robustness,

i.e., that 2N þ 1ð Þ 2Ny þ 1
� �

	 NRHX. Typical values are

2N þ 1ð Þ 2Ny þ 1
� �

� 6� 104, andX¼ number of frequencies

¼�6. Thus H � 20 for overdetermination, but must be much

higher to satisfy sampling constraints in the azimuthal direction

(generally H � 180). The actual values of the angles of inci-

dence h are chosen to diminish as much as possible the ill condi-

tioning of the problem. Equally spaced values 0 	 h 	 2p are

ideal, but experimental constraints may prohibit such values, in

which case the multiple frequencies are critical. The breast is sur-

rounded with 180 equally spaced views with this device.

IV. RESULTS

The images below were created in approximately 24

min on a 2.1 GHz Pentium Pentium IV processor. The codes

have been parallelized to run on 6 nodes, and resulted in an

almost linear speed-up: the images were obtained in �4 min

with this parallelization.

Each image is 394� 394 pixels, each pixel is 0.375 mm

by 0.375 mm, which is unacceptably coarse for finite differ-

ences. However, numerical experiments comparing analytic

solutions with our Fourier based method indicate k/3 is

FIG. 6. (Color online) Patient p02:

Simple cyst speed images at succes-

sive levels, 1.5 mm apart. The cyst

is clearly visible at the 7 o’clock

position in all levels. These very

early images show dark artifacts

near skin (see arrows) caused by

inappropriate starting guesses. The

volunteer had no history of disease

and the speeds of sound (and std.

devs) of the cyst at each level were

1552 (10); 1550 (13); 1545 (9); 1547

(7) m/s. The fat had a speed of

1400–1411 m/s.
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adequate sampling for the inversion process, which is further

validated by the results of this section. The gray scale (gen-

erally) goes from a low speed of 1.35 mm/ls (dark), to a

high of 1.60 mm/ls (white). The skin lines have a high speed

of sound. The attenuation (unless otherwise indicated) varies

from 0 to 3 dB/cm/MHz. Both scales vary from dark (low

speed/attenuation) to light (high speed/attenuation).

A. P02—Simple cyst

Figure 5(a) shows the Cranial caudal (CC) view of a

simple cyst that in a 77 year old volunteer, Fig. 5(b) shows

the Medial Lateral oblique (MLO) view of the same patient.

The position of the cyst was inferred from these views then 4

data levels of this patient were taken 1.5 mm apart so as to

intersect the cyst. Figures 6(a)–6(d) show the speed of sound

reconstructions from these levels.

B. P05—Benign fibroadenoma

Figures 7(a) and 7(b) show the mammograms of a

patient p05 with a diagnosed benign fibroadenoma (FA), the

CC and MLO are shown respectively. Figure 8 shows the

reconstruction of a 2D slice of the speed of sound at the

appropriate level as indicated by the mammograms.

C. P21—Fibroadenoma

Figures 9(a)–9(d) are the speed images of four central

cross sections of a breast containing a fibroadenoma taken 3

mm apart. Note that the skin line is well defined in speed

and ductal tissue is shown in light gray. Figure 9(e) shows

an attenuation image of 3rd slice.

D. P35—Cancer

Figures 10(a)–10(d) are the speed images of a patient

with a high-grade ductal carcinoma in situ and moderately

differentiated invasive adenocarcinoma. Note that the skin

line is well defined in speed and ductal tissue is shown

clearly in light gray scale. Ductal tissue was found to have a

FWHM of 1.5 mm.

E. CIRS phantom

Figures 11(left) and 11(right) show the cross section of

a CIRS, Inc. phantom with one solid inclusion, and 3 sacks

of fluid to emulate “cysts.”

V. DISCUSSION AND CONCLUSION

Note that there is reason to doubt the quantitative accu-

racy of the images when 2D models are used. Energy im-

pinging on a near-spherical cyst or fibroadenoma with higher

speed of sound internally than the surrounding fat tissue will

tend to refract energy up and away from the receiver array

on the opposite side of the water bath. Consequently, this

energy, not being received, is interpreted by the 2-D algo-

rithm as being lost due to attenuation, since the algorithm

knows nothing of the third (vertical) dimension, conse-

quently the attenuation coefficient will be artificially

inflated. The full 3D algorithm will be able to account for

energy lost to refractive effects in the third dimension. This

is evidenced by the fact that for the 2-D algorithm extending
FIG. 7. (a) CC and (b) MLO mammograms of p05 showing the benign

fibroadenoma.

FIG. 8. (Color online) Speed image from 65 year old patient p05, showing

benign fibroadenoma (FA). The FA was segmented out with simple thresh-

olding and the speed measured as 1599 m/s. Fibroglandular tissue and skin

(light gray) are clearly visible also. Note the low speed fat – dark gray

region (1443 m/s), the relatively high speed of the skin and ductal tissue

(1556 m/s) and the high speed region corresponding to the FA (1599 m/s),

which is higher than most of the other FA values that we observed. The

boundary was smooth, there was no spiculation.
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the number of iterations in the Ribiere-Polak inversion, led

to extremely high values (�17 dB/cm/MHz). This will be

explored in a future paper (see also Wiskin et al., 2011a,b).

However, we observed that cancer had a higher attenuation

than the fibroadenomas or cysts in our study.

The implicit regularization in the nonlinear CG method

was employed, and a fortiori evidence indicates that this is a

valuable pseudo-regularization, that future algorithms will

improve upon.

Due to the long data collection time, it is only possible to

collect 4 levels of data. Therefore the levels were chosen to

coincide with objects of interest as viewed in accompanying

mammograms. The patients’ breasts were kept stationary by

tethering them painlessly in the manner described above, thus

minimizing patient movement. The scan itself is very comforta-

ble, in fact some of the patients fell asleep during the scans.

The attenuation of the water in the bath is very low, so

zero was used as the background attenuation medium, with

the perturbation based on that value. On the other hand the

speed of sound of water at 30� C was the (non-zero) back-

ground speed used, from which the perturbation was meas-

ured. Cancers had larger attenuation than FAs in our

results—more work is needed.

We conclude that the speeds are accurately recon-

structed (see also Andre et al., 2009). For the reasons dis-

cussed above, we are less sure of the attenuation values, and

believe that the full 3D algorithm will be required to get con-

sistent quantitative accuracy for the attenuation.

Johnson et al. (2007) observed that cancerous lesions

have consistently higher speed and attenuation values than

fibro-adenomas, which in turn have higher attenuation and

slightly higher speed values (�1560–1580) than cysts (com-

plex or simple) – (�1530–1560) m/s. Water (�1.509 mm/ls

at 30� C) had slightly lower speed values than these, and fat

had consistently slower speed than water (�1430–1480 m/s).

These results compared favorably with the present paper,

and are compared with published data in Table I: In particular

(Scherzinger et al., 1989) is an older study that indicated that

FA’s had speeds of the order 1565 m/s, i.e., higher than most

breast ductal tissue (�1519.5 m/s), but lower than our

FIG. 9. (Color online) (a)–(d) Speed starting from upper left and moving clockwise, showing a high speed fibroadenoma (FA) (white - 1570 m/s), glandular

tissue (light gray �1520 m/s), skin, and low speed fat regions (dark gray-1473 m/s), from patient p21. Arrow shows FA coming into view at higher levels. The

range of speed of sound values ranged from 1400 to 1582 mm/ls. The lesion was determined to be a FA (arrow) via a diagnostic biopsy performed at St.

Mark’s Hospital in Salt Lake City. Several features identified as ductal tissue had full-widths at half max (FWHM) of 1.875–2.25 mm. (e) Attenuation from

patient p21. (e) shows the corresponding attenuation image of the 3rd level. The segmented attenuation value of the FA was 1.20 dB/cm/MHz at 1.8 MHz.
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measured values for carcinomas. Our study shows that FAs

give similar results (1550–1585 m/s), however, our carcinoma

results are somewhat higher (1585–1630 m/s). The

characteristic solid nature of FAs makes it easier to separate

them from ambient tissue, whereas the spiculated character of

carcinomas make them more difficult to separate from sur-

rounding tissue completely. The results for carcinomas, there-

fore, may be contaminated with results from surrounding

tissue in the low resolution images from Scherzinger et al.

(1989).

Note that the Chang et al. (2007) and Weiwad et al.

(2000) results for the fibroadenoma and carcinoma are con-

sistently lower than other researchers, but both agreed that

these values were significantly higher than the fat. Their

methods, and those of other researchers in Table I, resulted

in significantly less resolution than the present paper, conse-

quently their speed estimates were contaminated by sur-

rounding tissue.

The values vary with age (breast ductal tissue in one

very young—19 year old—volunteer at TechniScan was

very high (�1575 m/s), but this was unusual).

It is important to note that there is no speckle in our

images. Speckle is a result of the coherent nature of the inso-

nifying acoustic energy, and not a direct representation of

underlying tissue morphology. Shadowing and speckle can

be used to indirectly infer tissue characteristics (such as

FIG. 10. (Color online) (a)–(d) Speed images

from upper left clockwise: showing levels suc-

cessively 3 mm higher in the breast. The posi-

tion of the adenocarcinoma was confirmed from

mammograms in the 7 o’clock position. The

speed of the cancer was determined to average

1.597 mm/lms. The attenuation for this very

small area was measured (using threshold based

segmentation) at 2.76 dB/cm/MHz at 1.8 MHz.

FIG. 11. (Color online) Comparison of the CIRS, Inc. phantom image using

ultrasound inverse scattering vs. MRI. The ultrasound speed image is on the

left and an MRI image of the same phantom is shown at right for compari-

son. This cross-section of the CIRS, Inc. phantom shows 3 “cysts” and one

solid inclusion (12 o’clock – see arrow). The speed of sound of the solid

inclusion as determined independently from a sample sent by CIRS, Inc was

1.457 mm/ls at 30� C, whereas the estimate from the inverse scattering

image (left) was 1.453 mm/ls. The average speed of the 3 “cysts” was deter-

mined from an independent sample at 30� to be 1.509 mm/ls, and from the

inverse scattering image to be 1.514 mm/ls. The background polyurethane

medium had a speed of 1.404 mm/ls as determined from the independent

sample from CIRS, and 1.418 from the inverse scattering image. These var-

iations represented from 0.25% to 1% variation in sound speed.
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stiffness, and attenuation), but our method produces images

that give manifestly quantitative representations of stiffness

(through speed of sound) and attenuation.

The density is essentially constant in our model. Further

investigations could include trying to image breast density vari-

ation as well, however, our initial simulations and also Mast

et al. (2001) indicate that for through transmission data, the

presence or absence of density perturbations had little effect on

the data (in contradistinction to reflected data, for example).

The number of views was determined empirically,

although a rough estimate can be made based on the

Born approximation. However, ultimately, the reconstructed

images were the yardstick to determine adequate sampling

in the azimuth direction.

The speed and attenuation images are real and imaginary

parts of the same complex variable at each pixel, therefore,

they are automatically perfectly spatially registered. Thus it is

straightforward to “fuse” the speed and attenuation images.

Since high attenuation and high speed images appear to have

a positive correlation with cancerous lesions, this may be ad-

vantageous, and will be pursued in future publications.

The images are “MRI-like” in that they have resolution

similar to an MRI and have quantitative information, even

though they are made from ultrasound data. The quantitative

nature of the images is unlike pulse echo ultrasound as well,

where the pixel values are a function of boundaries between

regions of tissue and their geometry.

These images are presently made using a small cluster

(6) of Pentium computers, which were included in our proto-

type Breast Cancer Scanner.

A fishing line (0.3 mm), was imaged in a homogeneous

phantom, and using FWHM (full width at half max), an esti-

mated resolution of �1.3 mm was obtained. However, imaging

strings in water only requires an algorithm that incorporates

single scattering events (such as the Born approximation). In

the human breast multiple scattering, refraction, and diffraction

effects are ubiquitous, and make the imaging problem much

harder. For a fatty breast, the phase shift across the breast can

be �14p radians at 2 MHz, which is far beyond the Born

approximation region of applicability (Slaney and Kak, 1987).

For comparison Simonetti et al. (2009, Fig. 8, p. 2962),

shows the inferior resolution of ray based inversion methods

as compared to a diffraction based method.

One can estimate resolution based upon the small blood

vessels that can be seen continued from one level to another.

One cannot be dogmatic about the resolving capability with-

out further experiments. However, experienced radiologists

and medical physicists have estimated resolution at �1.7 mm

in the coronal view, in very inhomogeneous breasts. Clearly,

the marching method (a parabolic approximation) introduces

approximations that could adversely affect the image quality.

Using theoretical arguments and noise free simulations the re-

solution at 1.5 MHz should be closer to 1.3 mm, not the �1.7

mm observed. See also Andre et al. (2009) for resolution esti-

mates in the newer incarnations of this prototype.

The quantitative accuracy, apparent resolution, and rela-

tive speed of formation of the images, and the fact that the

speed and attenuation images are perfectly co-registered

make the initial results very promising.
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