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ABSTRACT

Aims. Aluminium plays a key role in studies of the chemical enrichment of the Galaxy and of globular clusters. However, strong
deviations from LTE (non-LTE) are known to significantly affect the inferred abundances in giant and metal-poor stars.
Methods. We present non-local thermodynamic equilibrium (NLTE) modeling of aluminium using recent and accurate atomic data,
in particular utilizing new transition rates for collisions with hydrogen atoms, without the need for any astrophysically calibrated
parameters. For the first time, we perform 3D NLTE modeling of aluminium lines in the solar spectrum. We also compute and make
available extensive grids of abundance corrections for lines in the optical and near-infrared using one-dimensional model atmospheres,
and apply grids of precomputed departure coefficients to direct line synthesis for a set of benchmark stars with accurately known stellar
parameters.
Results. Our 3D NLTE modeling of the solar spectrum reproduces observed center-to-limb variations in the solar spectrum of the
7835 Å line as well as the mid-infrared photospheric emission line at 12.33 µm. We infer a 3D NLTE solar photospheric abundance of
A(Al) = 6.43 ± 0.03, in exact agreement with the meteoritic abundance. We find that abundance corrections vary rapidly with stellar
parameters; for the 3961 Å resonance line, corrections are positive and may be as large as +1 dex, while corrections for subordinate
lines generally have positive sign for warm stars but negative for cool stars. Our modeling reproduces the observed line profiles of
benchmark K-giants, and we find abundance corrections as large as −0.3 dex for Arcturus. Our analyses of four metal-poor benchmark
stars yield consistent abundances between the 3961 Å resonance line and lines in the UV, optical and near-infrared regions. Finally,
we discuss implications for the galactic chemical evolution of aluminium.
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1. Introduction

The formation and evolution of the Galaxy can be traced by an-
alyzing the ages, kinematics and chemistry of late-type stars.
Aluminium plays a key role in studies of the chemical enrich-
ment of the Galactic halo and disk, as well as in stellar clusters.
As the synthesis of the only stable nucleus 27Al requires an ex-
cess of neutrons, the yield is sensitive to the initial composition
and mass of the polluting star. In massive stars that explode as
core-collapse supernovae (SNe II) or pair instability supernovae
(PISN), this neutron excess is provided by the neutron-rich iso-
tope 22Ne, which in turn is a result of He-burning of nitro-
gen created in the CNO cycle (Kobayashi et al. 2006). In zero-
metallicity population III stars, the seed metals instead come
from primary production of carbon, resulting in strongly mass
dependent Al yields for SNe II (see Fig. 10 of Heger & Woosley
2010), but largely constant in PISN (Heger & Woosley 2002). In
population II stars, the neutron excess is metallicity dependent
(see e.g. Kobayashi et al. 2006; Kobayashi & Nakasato 2011),
contrary to the production of e.g. α-elements. Additionally, the
SNe II yield of Al is sensitive to details of the explosion or mix-
ing mechanism (Iwamoto et al. 2005).

The observational manifestation of the SNe II yields is de-
bated. Gehren et al. (2006) demonstrated a clear bimodality in
[

Al/Mg
]

with a separation of at least 0.2 dex between disk and
halo stars, with no dependence on

[

Mg/Fe
]

, and highlight the

strong sensitivity of the abundance ratio to departures from lo-
cal thermodynamic equilibrium (LTE). The

[

Al/Mg
]

ratio in the
Galactic disk itself is found to be essentially constant, because
SNe Ia produce very little of either element (e.g. Nomoto et al.
1997). However, the large Fe-yield of SNe Ia makes the [Al/Fe]
ratio an excellent diagnostic alongside [α/Fe] to separate the thin
and thick disk (e.g. Bensby et al. 2014).

Finally, stars in globular clusters exhibit (anti-)correlated
abundance variations in aluminium and other light elements as
large as 1 dex (e.g. Carretta et al. 2009). The stars with enhanced
abundances of odd-Z elements such as N, Na and Al are thought
to have formed in a second (or third) burst of star formation,
after the interstellar medium in the cluster was polluted by mas-
sive first generation stars (see e.g. the reviews by Kraft 1994;
Gratton et al. 2012). The enrichment process is proton capture in
either the CNO-cycle, or the NeNa- or MgAl-chains, which op-
erate at different temperatures (see e.g. the review by Charbonnel
2016). The sites of these processes have been suggested to be,
e.g. asymptotic giant branch (AGB) stars of low (Ventura et al.
2001) or intermediate mass (Ventura & D’Antona 2011), or in
fast rotating massive stars (Decressin et al. 2007). The extent
of the abundance variations in different elements and the rela-
tive numbers of first and second generation stars may be used to
determine the nature of the polluting stars, the timescale of the
star formation episodes, and the initial mass of the stellar cluster
(Carretta et al. 2010).
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In all these scenarios, the key to understanding the underly-
ing physical processes is an accurate and reliable determination
of chemical abundances. Aluminium has long been known to
be problematic in this aspect, as departures from LTE (NLTE)
have been found empirically in abundance comparisons between
dwarfs and giants in the Galactic disk (Begley & Cottrell 1987),
as well as theoretically in several studies using now outdated
atomic data (e.g. Gehren et al. 1991; Baumüller & Gehren 1996;
Andrievsky et al. 2008). In particular the recent availability of
accurate calculations describing inelastic collisions with hydro-
gen atoms (Belyaev 2013a) removes one of the main shortcom-
ings in these analyses, which relied on the classical formula of
Drawin (1968) with an empirical scaling factor typically deter-
mined from analyses of the solar spectrum.

We present in Sect. 2, a new atomic model of aluminium us-
ing the latest data for radiative and collisional transitions, which
we apply to calculations using both classical MARCS hydro-
static model atmospheres (Gustafsson et al. 2008) and 〈3D〉 hy-
drodynamical stagger models (Magic et al. 2013). We com-
pute extensive grids of NLTE corrections, and apply them in
Sect. 3 to the solar flux and intensity spectra as well as to the
spectra of late-type standard stars at high and low metallicity in
order to assess their accuracy. Finally, the NLTE grids are pre-
sented (Sect. 3.4) and compared to previous literature (Sect. 3.5).

2. Methods

2.1. NLTE modeling

We solve the statistical equilibrium in 1D model atmospheres
using the multi code (version 2.3; Carlsson 1986, 1992). Cal-
culations of bound-free transitions use background line opaci-
ties that are consistent with those used in the MARCS grid of
model atmospheres (Gustafsson et al. 2008). The Al i resonance
lines at 3944 and 3961 Å lie between the strong Ca ii H and K
lines as well as Balmer-ε, and we include these explicitly in
our calculations. We use the grid of temporally and spatially
averaged (〈3D〉) hydrodynamical stagger models (Magic et al.
2013), and adopt vmic = 1 km s−1 for dwarfs and subgiants
(log g ≥ 3.5) and vmic = 2 km s−1 for giants (log g ≤ 3) in our
NLTE calculations. We also use 1D hydrostatic model atmo-
spheres from the MARCS grid (Gustafsson et al. 2008) which
were computed in plane-parallel geometry with vmic = 1 km s−1

for dwarfs (log g ≥ 4), and in spherically symmetric geometry
with vmic = 2 km s−1 for giants and subgiants (log g ≤ 3.5), and
we use these values consistently in our NLTE calculations.

For the Sun, we perform full 3D NLTE calculations us-
ing multi3d (Leenaarts & Carlsson 2009). The multi3d code
is used as described by Amarsi et al. (2016), with back-
ground opacities computed for this work. We solve the sta-
tistical equilibrium using 26 short characteristic rays (see
Amarsi & Asplund 2017) for a range of abundances using
five snapshots taken from an updated version (see Lind et al.
2017) of the solar radiation hydrodynamical simulation used by
Scott et al. (2015) but resampled from the original resolution of
2402 × 230 to 602 × 101 (horizontal × vertical). We also com-
pute LTE line profiles in a range of abundances for a larger
set of 15 snapshots using scate (Hayek et al. 2011), and apply
the NLTE/LTE profile ratios computed with multi3d at each
viewing angle µ ≡ cos θ and each abundance to these LTE line
profiles.

Finally, for the Sun, we also test the influence of a 1D chro-
mospheric temperature structure using the FALC model (model
“C” of Fontenla et al. 1993) using the same setup as for 1D
MARCS and 〈3D〉 stagger models.

2.1.1. Energy levels

Aluminium is a rather simple atom in the boron group, with
ground configuration 2p6 3s2 3p 2P0. All bound states have a sin-
gle excited electron outside the 3s2 shell, giving doublet con-
figurations of the type 3s2 nl 2L, except the double-excited state
3s3p2 4P.

We adopt energy levels from NIST (Martin & Zalubas 1979;
Kelleher & Podobedova 2008), but note an inconsistency in Al i.
As reviewed by Martin & Zalubas (1979), 3s3p2 2D does not ex-
ist as a localized state, but instead perturbs the 3s2nd 2D series
so that in particular lower members deviate from the expected nd
orbitals. To emphasize this, Kelleher & Podobedova (2008) and
many laboratory publications denote the nd series by 3d, nd, 4d,
5d, . . . , while e.g. the VALD, TOPbase and Kurucz databases
name series members by the standard 3d, 4d, 5d, 6d, . . . scheme.
We use this standard series naming scheme for consistency with
the astronomical databases.

For high n-values of Al i, we supplement the NIST data with
theoretical predictions from Kurucz (1995, updated in 20121),
and use hydrogenic energies otherwise.

We resolve the ground states as two components, but oth-
erwise average fine-structure levels into a single state with a g-
weighted energy. Our description of Al i is truncated at n = 20,
and we combine states with different l into superlevels for n = 9–
15. All levels with n = 16–20 are combined into a single super-
level. This results in 42 levels of Al i. For Al ii, we retain only
the ground 3s2 1S and first excited 3s3p 3P0 state.

The completeness of the atom was tested on a set of metal-
rich and metal-poor atmospheric models representative of the
Sun, F-stars and K-giants, where we required that the popula-
tions of levels involved in diagnostic lines agree to within 1% in
the line forming regions between the reduced atom, and a com-
prehensive atom. The comprehensive atom was represented by
72 states of Al i where states with n = 15–20 are combined into
superlevels, 36 states of Al ii complete up to n = 6, and the Al iii
ground state.

2.1.2. Radiative transitions

We use oscillator strengths from NIST (Kelleher & Podobedova
2008), which are mainly those of Tachiev & Froese Fischer
(2002) for low-energy states and TOPbase (Butler et al. 1993;
Mendoza et al. 1995) otherwise. We supplement these with data
from Kurucz, and use hydrogenic transition probabilities other-
wise. For the 6h–7i transition at 12.33 µm, we adopt the wave-
length from Chang & Noyes (1983), which is 7% shorter than
that computed by Kurucz. As f ∝ λ−1, we correct the transition
probability accordingly.

For broadening due to collisions with hydrogen we interpo-
late ABO data published in a series of papers (Anstee & O’Mara
1995; Barklem et al. 1998; Barklem & O’Mara 1997) using the
abo-cross code (Barklem et al. 2015). We also utilize new
broadening data computed for this work (provided by P. S.
Barklem) using ABO theory when only low-excitation states are
involved, or otherwise the impact approximation (see Sect. 3.2.1
of Osorio et al. 2015). Thus, every line of aluminium analyzed
in this work that is significantly pressure broadened utilizes real-
istic broadening parameters. For other lines, we use the Unsöld
(1955) approximation with an enhancement factor of 2.5. We
compute line profiles using the line data given in Table A.1.

1 Available online at http://kurucz.harvard.edu/atoms/1300/
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We neglect hyperfine splitting (HFS) in the solution of the
statistical equilibrium, but take it into account in our spectrum
calculations. We follow the review by Chang (1990), but up-
date the HFS constants using more recent literature when avail-
able, and summarise our selected values in Table A.2. Constants
are extrapolated as A ∝ n−αeff where neff is the effective quantum
number, with varying values of the exponentials α suggested by
Chang (1990). While the lower members of the 2D5/2 series are
significantly broadened, it is not possible to predict the HFS con-
stants of higher states due to the strong perturbation by 3s3p2 2D
mentioned in the previous section.

Photoionization cross-sections come from TOPbase
(Cunto et al. 1993). For Al i, these are complete up to nl = 9h,
and also include the nl = 10s–d and 11s–p states, as well as the
3s3p2 state. We use hydrogenic approximations for other states.
We neglect b–f transitions for Al ii, as the ionization thresholds
of the most populated states lie blueward of the Lyman limit.

The TOPbase cross-sections are tabulated on energy grids
which are sufficiently dense to resolve the narrow and some-
times rather chaotic resonance features. Due to uncertainties in
the calculated electronic structure, the positions of these reso-
nances are however rather uncertain, and errors may cause them
to spuriously coincide with important background opacity fea-
tures. Bautista et al. (1998) argued that this problem can be cir-
cumvented by smoothing the cross-sections to represent the esti-
mated uncertainties in energy levels. Allende Prieto et al. (2003)
have published such smoothed cross-sections as part of their
NLTE model atom database, and we use their data after inter-
polating them onto equidistant frequency grids. We find that a
sparse sampling of 600 km s−1 (λ/δλ = R = 500) is sufficient
for the first few excited states whose ionization thresholds lie in
the optical, while lower resolution is sufficient for more highly
excited states with thresholds in the infrared.

2.1.3. Collisional transitions

Previous work on aluminium was hampered mainly by uncer-
tainties in hydrogen collisional rates. Semi-empirical recipes
based on the formalism of Drawin (1968) as implemented by
Steenbock & Holweger (1984) were typically used, although
these rates are known to generally be too large, with esti-
mates ranging from factors of a few to factors of thousands.
Baumüller & Gehren (1996, 1997) used a scaling factor S H =

0.002 for hydrogen collision rates based on analyses of the
solar emission features near 12 µm (involving high-excitation,
Rydberg, states), while a higher factor S H = 0.4 was required
to bring abundances determined from different optical lines (in-
volving low-excitation states) into agreement. Other works have
adopted similar values for low-excitation lines, e.g. S H = 0.1
(Andrievsky et al. 2008) and S H = 1/3 (Steenbock & Holweger
1992).

We adopt realistic collisional rates for the first six low-
excitation states as computed by Belyaev (2013a) using a
Landau-Zener-like approach (Belyaev 2013b). These collisional
excitation rates are significantly lower than those estimated with
the Drawin formula by roughly two orders of magnitude. In
particular, the Drawin formula predicts large excitation rates
from the ground state, while the quantum mechanical ap-
proach finds them to be completely negligible. Additionally,
Belyaev (2013a) compute charge transfer rates for which no
classical recipes exist. Transition rates for the low-lying ex-
cited states are very large, introducing an efficient thermalizing
mechanism which was not predicted by the Drawin formula.
These transition rates have previously been used in the work

of Mashonkina et al. (2016). They found that in the solar pho-
tosphere, excitation rates due to collisions with electrons were
much higher than those with hydrogen atoms for transition en-
ergies greater than 3 eV, but comparable for transition energies
smaller than 2 eV.

For Rydberg states, i.e. all states except the first six, we
compute hydrogen impact transition rates using the free elec-
tron model (Kaulakys 1985, 1991) as implemented by Barklem
(2016). Again, these rates are significantly smaller than those es-
timated using the Drawin formula by 2–5 orders of magnitude.
Very large deviations appear for the transitions with the lowest
and highest rates, which the Drawin formula overestimates by as
much as 10 orders of magnitude. Barklem et al. (2011) conclude
in their review that this poor agreement is due to the fact that
low-energy inelastic hydrogen collisions are quantum mechani-
cal in character, and these physics simply are not considered in
the Drawin formula.

We adopt excitation rates due to electron collisions from
open-ADAS2 (computed as described by Badnell 2011) when
possible, including forbidden transitions. These data are limited
to states of Al i with n ≤ 4, but cover all states of Al ii in-
cluded in our model atom. For the remaining allowed Al i tran-
sitions, we compute rates following Seaton (1962). In the litera-
ture, rates of forbidden transitions are typically estimated using
van Regemorter (1962) and Bely & van Regemorter (1970), and
adopting some constant strength parameter. We instead follow
an approach similar to that of Osorio et al. (2015) by examin-
ing the collision strength Υi j/gi, separately for spin-exchange
and non-exchange transitions. We find that at a given tempera-
ture, forbidden non-exchange transition strengths correlate well
with the transition energy, while spin-exchange transitions do
not. Hence, we utilize a linear fit to log((E j−Ei)/eV)–logΥi j/g j

for the remaining forbidden non-exchange transitions. Transition
strengths for spin-exchange transitions vary at a given tempera-
ture by two orders of magnitude with no obvious correlation,
so we simply adopt their mean value. For electron collisional
ionization, we use the empirical formulae given by Cox (2000,
Sect. 3.6.1), which originate from Percival (1966).

2.2. Spectrum analysis

We use the spectrum synthesis code SME (Valenti & Piskunov
1996; Piskunov & Valenti 2017), which allows parameter opti-
mization while applying departure coefficients interpolated from
grids which we precompute as a function of Teff, log g, [Fe/H]
and [Al/H]. Piskunov & Valenti (2017) show that their heuristic
uncertainty estimation based on the distribution of pixel-by-pixel
errors produces realistic error bars, in comparison to χ2-based
errors which typically strongly underestimate the uncertainties.
We note that the former method breaks down when the number
of pixels is very small, and adopt the larger of the two estimates.

The SME code is run using a custom pipeline in an unat-
tended mode, using predefined windows for continuum normal-
ization and line profile fitting. Background line data is taken
from VALD3 (Ryabchikova et al. 2015; Piskunov et al. 1995),
and we apply NLTE corrections to lines of Fe using the grid
of Lind et al. (2012). The adopted stellar parameters are listed in
Table 1.

For broadening due to collisions with neutral hydrogen,
VALD and SME use a format where the broadening cross-
section σ and velocity parameter α are represented in a

2 ADF04 data products for Al i and Al ii computed in 2012, available
online at http//open.adas.ac.uk
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Table 1. Stellar parameters of standard stars, and results of the abundance analyses.

Star Teff log g [Fe/H] vmic Reference A(Al) A(Al) A(Al) A(Al)
[K] [cgs] [km s−1] 1D LTE 1D NLTE 〈3D〉 NLTE 3D NLTE

Sun 5771 4.44 0.00 1.09 B12, H15 6.42 ± 0.03 6.42 ± 0.03 6.46 ± 0.03 6.43 ± 0.03
Arcturus 4247 1.59 −0.52 1.63 J14, O15 6.23 ± 0.08 6.11 ± 0.05 6.10 ± 0.05
Pollux 4858 2.90 0.13 1.28 J14, H15, J15 6.55 ± 0.04 6.55 ± 0.04 6.54 ± 0.06
HD 22879 5786 4.23 −0.86 1.16 J14 5.72 ± 0.20 5.78 ± 0.08 5.79 ± 0.08
HD 84937 6408 4.13 −2.03 1.40 B12 3.47 ± 0.15 3.85 ± 0.14 3.87 ± 0.12
HD 140283 5777 3.67 −2.40 1.23 B12, J14, O15 3.14 ± 0.14 3.57 ± 0.12 3.52 ± 0.12
HD 122563 4608 1.61 −2.64 1.50 J14, O15 3.56 ± 0.25 3.65 ± 0.17 3.65 ± 0.10
SMSS0313a 5125 2.30 <–6.53 2.00 K14, N17 <0.74 <1.29 <1.22 <1.30

Notes. The abundance results are unweighted arithmetic mean values, with the uncertainty signifying the line-to-line scatter, except for the Sun
where lines are weighted and systematic errors are included in the uncertainty. The recommended abundance is given in the rightmost available
column for every star. (a) Upper limits (3σ) on Al from Nordlander et al. (2017).

References. B12: Bergemann et al. (2012); J14: Jofré et al. (2014); K14: Keller et al. (2014); H15: Heiter et al. (2015); J15: Jofré et al. (2015);
O15: Osorio et al. (2015); N17: Nordlander et al. (2017).

compressed format as int(σ) + α. For several transitions where
the upper state is highly excited, the velocity parameter α is in
fact greater than one. In these cases, we adopt α = 0.999 in the
abundance analysis and confirmed that this choice has no influ-
ence on the emergent line profiles.

Our 3D NLTE abundance analysis of the Sun is performed
differentially with respect to the SME analysis in 〈3D〉NLTE, by
fitting unblended 3D NLTE spectra to an unblended 〈3D〉 NLTE
reference synthesis. For consistency, we repeat the analysis in
LTE to produce 3D LTE abundance estimates.

2.3. Observational data

We analyse the IAG atlas of the solar flux spectrum (Reiners
et al. 2016, as well as the disk-center Liège atlases recorded
at Jungfraujoch (Delbouille et al. 1973; Delbouille & Roland
1995) and Kitt Peak (Delbouille et al. 1981).

We examine center-to-limb variations using the µ ≈ 0.15 op-
tical FTS atlas described by Stenflo et al. (1983), which Stenflo
(2015) paired with the Hamburg disk-center FTS atlas (made
available online by Neckel 1999). They recorded spectra near
the solar limb using a 17.5′′ × 10′′ aperture set parallel to the
limb, thus covering a range µ ≈ 0.10–0.17, with an expected
uncertainty of at least 0.01 in µ due to limitations in the guid-
ing system. We also use high-resolution (R ≈ 150 000) spec-
tra taken with the Swedish Solar Telescope (SST Scharmer et al.
2003) using the TRIPPEL spectrograph (Kiselman et al. 2011).
The data cover the 7835–7836 Å doublet at µ = 0.2–1.0, and is
further described by Lind et al. (2017).

We analyse Arcturus using the FTS atlases of Hinkle et al.
(2000) in the optical (R ≈ 150 000) and Hinkle et al. (1995) in
the IR (R ≈ 100 000). Both atlases were recorded with a FTS
(Hall et al. 1979) at KPNO.

We also analyse the standard stars Pollux, HD 84937,
HD 140283 and HD 122563 using R ≈ 80 000 spectra from
UVES-POP (Bagnulo et al. 2003). For HD 22879, we use a R ≈
70 000 NARVAL spectrum obtained via Polarbase (Petit et al.
2014). In the UV, we use a high-resolution (R ≈ 114 000)
HST-STIS spectrum of HD 140283 in the region 2100–3100 Å,
and medium-resolution (R ≈ 30 000) spectra of HD 84937
and HD 122563 in the region 2300–3100 Å. The reduced spec-
tra come from the ASTRAL catalogue (Ayres 2013). In the
IR, we use a medium-resolution (R ≈ 22 500) APOGEE

(Majewski et al. 2016) spectrum of HD 122563. For Pollux, we
use two high-resolution (R > 120 000) FTS spectra from KPNO
recorded in September 1979 and April 1993 (K. Hinkle, priv.
comm.).

In the mid-IR, we use the spectra at 12.33 µm from
Sundqvist et al. (2008) for Arcturus and Pollux, and the
center-to-limb solar spectra from Brault & Noyes (1983; via J.
Sundqvist, priv. comm.).

3. Results

We present a detailed analysis of the Sun in Sect. 3.1. These in-
clude full 3D NLTE spectrum synthesis and analyses of center-
to-limb variations (Sect. 3.1.1). These are the very first 3D NLTE
calculations for solar aluminium lines, as well as the very first
center-to-limb analyses of optical aluminium lines. Our solar
abundance analysis indicates a 3D NLTE value of A(Al) =
6.43±0.03, in exact agreement with the meteoritic value A(Al) =
6.43 ± 0.01 (Lodders et al. 2009; renormalized to the abundance
of Si derived by Scott et al. 2015; and Amarsi & Asplund 2017).

In Sect. 3.2, we perform comprehensive analyses of the K-
giants Arcturus and Pollux, including the mid-IR emission lines,
and find good agreement with modeling. Finally, we present in
Sect. 3.3 an abundance analysis of four metal-poor stars, which
for the first time includes aluminium lines in the near-UV as well
as the near-IR, again indicating very good agreement in the abun-
dances derived from different aluminium lines. Stellar parame-
ters and abundance results are summarized in Table 1 for our
benchmark stars, along with previous results for the ultra-metal
poor red giant SMSS 0313-6708 from Nordlander et al. (2017).

3.1. Solar analysis

Departure coefficients computed for an 〈3D〉 stagger model
representing the Sun are shown in Fig. 2. The NLTE mechanisms
in a solar atmospheric model have previously been described in
detail by Baumüller & Gehren (1996), and are largely in agree-
ment with our results. Three main radiative mechanisms are at
play, and their detailed interplay determine the net effects.

First, photoionization of the ground 3p state causes it to de-
plete relative to the LTE population as deep into the solar pho-
tosphere as log τ500 = 0. In general, this effect strengthens with
increasing effective temperature and decreasing metallicity, both
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Fig. 1. Term diagram with bound–bound transitions considered in the
solution of the statistical equilibrium. Levels of Al ii are not shown.
Darker colors indicate a larger f -value. Important lines (multiplets)
used in the abundance analysis are shown in red and labeled.

of which lead to an increasingly superthermal ultraviolet radia-
tion field. Photoionization also depletes the 3d and 4p states out-
side log τ500 = −3 in the solar photosphere, where the decreasing
pressure leads to relatively inefficient collisional couplings.

Second, as the resonance lines have very large radiative tran-
sition probability, their source function S l

ν is coupled to the mean
radiation field J̄ν. At small continuum optical depths, log τ500 <
−3, the line core is optically thick, causing the mean radiation
field to drop below the Planck function in a process called res-
onance scattering. Since βj/βi ∝ S l

ν = J̄ν, the upper state 4s is
depopulated relative to the ground state due to photon losses. At
lower metallicity, the lines weaken and thus the resonance scat-
tering effect disappears. While the source function is still cou-
pled to the mean radiation field, the superthermal radiation field
instead drives photon pumping, which overpopulates the upper
state 4s and even more highly excited ns and nd states.

Third, a cascade of close-lying infrared transitions with ∆l =
−1 (thick lines in Fig. 1) participate in a process called “pho-
ton suction” (Bruls et al. 1992). For each such transition, the
subthermal radiation field causes photon losses which drives a
downward flow. The cascade of such processes causes relative
overpopulations in the low-excitation 4s, 3d and 4p states, while
depleting the more highly excited states.

In addition to these radiative processes, close-lying en-
ergy levels are coupled mainly by hydrogen collisions for low-
excitation states and by electron collisions for highly excited
states. The 3d and 4p states are efficiently coupled via hydro-
gen charge transfer to the Al ii continuum which follows LTE.
Highly excited Rydberg states are coupled by electron colli-
sions in a cascade upwards to the Al ii continuum. As the 4d
state is strongly depopulated (due to photon suction), the colli-
sional couplings cause the more highly excited states to become
successively less underpopulated. This results in an inversion of
populations among these states, where βu/βl > 1 results in su-
perthermal source functions (which are enhanced due to stim-
ulated emission) for permitted transitions among the Rydberg
states.
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Fig. 2. Departure coefficients in 〈3D〉 models representing the Sun and
Arcturus, computed at abundances representative of those found in the
abundance analysis.
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LTE synthesis is also shown for the 1D MARCS model. The FALC
spectrum does not take into account minor line blends. The inset shows
a zoom on the core region.

3.1.1. The solar 3961 Å resonance line

We illustrate the Al i resonance line at 3961 Å in Fig. 3, and
find that it is well reproduced by our NLTE modeling. In par-
ticular, the flux level in the core matches observations to within
1% under NLTE using both 1D and 〈3D〉 models. The FALC
model shows an equally good fit, implying a negligible contri-
bution from the chromosphere. Applying LTE synthesis to the
FALC model (not shown), the chromospheric temperature in-
version would produce unobserved core emission on the level of
25% of the continuum flux. In NLTE however, the ground state is
strongly overpopulated in the chromospheric layers, resulting in
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Fig. 4. Center-to-limb variations shown for the solar spectrum computed in LTE and NLTE using 〈3D〉 (above) or 3D models (below), illustrated
as the fitted abundances (left) and the predicted line profiles (right). Observations come from the FTS CLV atlas (squares) and TRIPPEL (crosses).
For the 〈3D〉 model, rates describing electron collisional excitation (e-exc) and ionization (e-ion), and hydrogen collisional excitation (H-exc) and
charge transfer (H-charge) have been increased or decreased by a factor 10 (blue and red), or removed completely (gray). The LTE modeling
(solid magenta line) always leads to the highest abundances, and increased and decreased collisional rates give higher or lower abundances than
the standard NLTE model, respectively.

a subthermal source function fainter than the photospheric con-
tinuum at log τ500 = −3, which fully suppresses emission.

In the photospheric regions, the behavior is similar in all
three model atmospheres: the upper state of the transition (4s)
is more strongly depleted than the ground state at the very small
optical depths, log τ500 < −3, where the line core forms, caus-
ing the source function to become subthermal and leading to a
darkened, deeper core. At optical depths between log τ500 = 0
and −3, where the inner wings form, the 4s state is slightly
overpopulated relative to LTE. This causes a brightening of the
source function, thus weakening the wings. As the 3961 Å line
is located well within the blue wing of the Ca ii H 3968 Å line,
the former is significantly depressed by the latter. The Al i line
is thus well reproduced with both 1D and 〈3D〉 models, if the
Ca abundance is fine-tuned.

3.1.2. Center-to-limb variations in the 7835 Å line

We illustrate the center-to-limb variation for the 7835 Å line of
Al i in Fig. 4. The line profiles illustrate the predicted variation
in line strength toward the limb. As reference, we use the abun-
dance determined at µ = 1, and note that we find the same
result for the FTS and TRIPPEL spectra to within 0.001 dex.
Additionally, we find exceedingly small NLTE effects at disk

center (in fact for all optical lines of Al i), with abundance cor-
rections of less than 0.01 dex for 〈3D〉 models. The average for-
mation depth at disk center is greater than log τ500 = −1.5, where
all relevant populations exhibit near-LTE populations. Toward
the limb, line formation shifts toward higher layers, where devi-
ations from LTE become apparent. While the lower state 3d is
coupled to the Al ii continuum via charge transfer and thus has
an LTE population, the upper state 6f is depleted due to photon
losses in the line. This results in a subthermal source function,
which darkens and thus strengthens the line core.

We find that 3D NLTE synthesis successfully predicts the
CLV to within 0.03 dex, which is comparable to expected errors
due to uncertainties in the continuum placement and unidentified
blends. Minor uncertainties in positioning on the solar disk have
similar impact, as a shift in µ by 0.02 near the limb would affect
the inferred abundances by 0.02 dex. In contrast to our 3D NLTE
synthesis, 〈3D〉 models underestimate the line strength toward
the limb, corresponding to an error in abundance of +0.10 dex at
µ = 0.15.

For our 〈3D〉 NLTE modeling, we have modified transition
rates due to collisions with hydrogen atoms and with electrons
by multiplying or dividing by a factor 10. The line strength
is most sensitive to electron collisional excitation, where an
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Fig. 5. Emission line profiles in the mid-IR, comparing solar intensity spectra to 3D NLTE synthesis (left) and 〈3D〉 NLTE and LTE synthesis
(right) at different disk positions. Left panel: intensity spectra surrounding the 12.33 µm emission line. Positions toward the limb are shown in
fainter colors, and thick lines represent 3D NLTE synthesis. Tellurics are indicated in the lower panel, while stellar lines are labeled. In the top
panel, observed spectra have been normalized according to continuum regions outside the plotted region, to highlight center-to-limb variations in
the local continuum. The synthetic spectra have been normalized to the observed local continuum, including telluric absorption, and a template
telluric spectrum is shown (red dots). In the bottom panel, observations have been divided by the telluric spectrum and then renormalized relative
to the predicted continuum intensity at disk center, to show the predicted amount of limb darkening in the continuum. Right panel: zoom of
normalized intensity spectra near the Al i emission line, arbitrarily offset for different disk positions, without telluric corrections. Synthetic spectra
are shown computed in 〈3D〉 LTE (solid magenta), 〈3D〉 NLTE (solid black), and in NLTE with different modifications to collisional transition
rates, as in Fig. 4.

increase or decrease in rates by a factor 10 respectively affects
the inferred abundance by +0.09 or −0.05 dex at µ = 0.15, and
by smaller amounts (with the same sign) at larger viewing an-
gles. In contrast, modifying rates for hydrogen collisional exci-
tation, charge transfer or electron collision ionization up or down
by a factor 10 increases the inferred abundance by 0.02–0.03 dex
at µ = 0.15, and by smaller positive amounts at larger viewing
angles. The very good agreement of our 3D NLTE line profiles
with observations thus imply that errors in electron collisional
rates are likely significantly smaller than a factor 10. If our mod-
eling like previous studies had been limited to 1D or 〈3D〉 mod-
eling, the mismatch between 1D or 〈3D〉 NLTE modeling and
observations could have been misinterpreted as a consequence
of erroneous collisional rates, rather than a shortcoming of the
atmospheric model.

3.1.3. The 12.33µm emission line

Highly NLTE-sensitive lines due to transitions between Rydberg
levels are found in the mid-IR. In particular, the emission lines
found in the solar spectrum at 12 µm (Murcray et al. 1981)
have been convincingly shown to be due to Mg i, Al i and Si i
(Chang & Noyes 1983; Chang 1984). Observations at and just
above the limb indicated an origin in either the high photo-
sphere or very low chromosphere (Brault & Noyes 1983), with
further theoretical study indicating a photospheric origin, with
the emission caused by a population inversion (Chang et al.
1991; Carlsson et al. 1992). As the emission line strength is sen-
sitive to collisional and radiative couplings among the highly
excited states, the Mg lines have since been studied at length
in the literature (e.g. Ryde et al. 2004; Sundqvist et al. 2008;
Osorio et al. 2015). The lines of Al i have gathered less interest,
as the formation mechanism is essentially the same. Nonethe-
less, Baumüller & Gehren (1996) were able to reproduce the

emission line profiles of the lines at 11.93 and 12.26 µm, after
finetuning their hydrogen collision transition rates.

We show our predicted center-to-limb variations of the 6h–
7i transition at 12.33 µm in Fig. 5. The line is rather faint, and
observations are essentially flat at disk center with an emission
peak of 6% at µ = 0.20. A telluric absorption line is present
at 123 350.5 Å, causing a 2% dip in the line profile, and the
strong telluric line at 123 315 Å strongly perturbs the continuum.
We show results of both 3D NLTE synthesis and 〈3D〉 NLTE
and LTE synthesis, but note that the normalized line profiles
are essentially identical. The synthetic line profile appears to be
weaker than observations, with emission at the limb of 5%, pos-
sibly indicating insufficient population reversal in our modeling.
The strength of this feature is most sensitive to the electron col-
lisional transition rates, and we find that small changes (factor
of two) would significantly affect the line strength. In contrast,
the sensitivity to hydrogen collisional rates is very small, and an
increase by a factor ten in these rates would only slightly weaken
the line.

We have performed NLTE calculations in full 3D NLTE, as
well as using 〈3D〉, MARCS and FALC (Fontenla et al. 1993)
model atmospheres. The normalized line profiles at µ = 0.2
are essentially indistinguishable, with emission peaks varying in
strength from 4.8% to 5.2%, indicating that results are not sig-
nificantly sensitive to small differences in the photospheric tem-
perature structure or horizontal inhomogeneities. In the FALC
atmosphere, the line still forms well below the temperature mini-
mum, and is thus not sensitive to the presence of a chromosphere.

Analysis of lines in this region is however not straightfor-
ward. In the top left panel of Fig. 5, the local continuum is found
to be depressed by 1% at disk center relative to the limb. We also
find corresponding center-to-limb variations of 1% in the con-
tinuum level surrounding the Mg i 12.32 µm line, but not in the
emission free region at 12.15 µm, indicating that it is not due to
varying amounts of telluric absorption. It is thus not clear if this
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Fig. 6. Spectra of two NLTE sensitive near-IR lines, comparing the Sun (at disk center) and the K-giant Arcturus, to synthetic 〈3D〉 LTE (solid
magenta) and 〈3D〉 NLTE (solid black) profiles. The spectrum of Arcturus has been shifted downward by 0.2 units. Additional NLTE profiles are
shown where collisional transition rates have been modified, as in Fig. 4. The synthetic profiles were computed assuming A(Al) = 6.43 for the
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Fig. 7. Spectra of two near-IR lines sensitive to hyperfine splitting, comparing the Sun (at disk center) and the K-giant Arcturus, to synthetic
〈3D〉 LTE (solid magenta) and 〈3D〉 NLTE (solid black) profiles. The spectrum of Arcturus has been shifted downward by 0.2 units. An additional
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systematic behavior is caused by the continuum normalization
procedure, or is intrinsic to the stellar spectrum due to extended
absorption wings.

3.1.4. Near-IR lines at 1.31 and 1.67µm

Less extreme examples of NLTE-sensitive lines are found in the
near-IR, as illustrated in Fig. 6. The 4s–4p transition at 13 123 Å
exhibits a strongly darkened core due to the lower state being
overpopulated (increasing the opacity) while the upper state is
underpopulated (lowering the source function). The observed
line core is however significantly deeper than what our NLTE
synthesis produces, and while we show only 〈3D〉 NLTE syn-
thesis we note that the 3D NLTE line profile is very similar.
The line source function is very sensitive to collisional transition
rates, and we find that a reduction in hydrogen collisional rates
by a factor of a few (less than 10) would in principle reproduce
observations.

In contrast, the 4p–4d transition at 16 718 Å forms deeper
in the photosphere and exhibits less core darkening, in very
good agreement with observations. The predicted NLTE effect is
rather robust to uncertainties in collisional rates, and is thus not a
sensitive diagnostic of modeling errors. Larger NLTE effects are
found in the 16 750 Å line of the same multiplet, but as shown
in Fig. 7, the comparison is somewhat muddled by strong hyper-
fine splitting of the upper level of the transition. The inclusion of
hyperfine splitting significantly improves the fit to this line, af-
fecting the solar abundance determination by −0.1 dex. Splitting
in the lower level of the 13 123–13 150 Å doublet is less signifi-
cant, with abundance effects of −0.01 to −0.05 dex. These effects
of hyperfine splitting are thus similar in magnitude to the NLTE
corrections.

In conclusion, we find it unlikely that errors in collisional
transition rates are larger than a factor 10 for either electrons
(as indicated by the lines at 7835 Å and 12.33 µm) or hydrogen
atoms (as indicated by the line at 13 123 Å).
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Fig. 8. Solar abundance analysis using the Liège disk-center atlas.
Abundances are shown for analyses using 3D NLTE (orange circles),
as well as 〈3D〉 models in both LTE (blue squares) and NLTE (black
crosses), and 1D models in LTE (magenta diamonds). The average
abundance from each analysis is indicated by the horizontal dashed
lines. The height of the crosses indicate the statistical uncertainty in
measuring the abundance from each line in the solar spectrum. Below,
the sensitivity to changes in stellar parameters is shown for each line, in-
dicating the effect of increasing Teff by 100 K, log g by 0.3 dex, and vmic
by 0.3 km s−1. Adopting the weights from Scott et al. (2015) and includ-
ing estimates of systematic uncertainties, the final 3D NLTE abundance
is A(Al) = 6.43 ± 0.03.

3.1.5. Abundance analysis

Results of our disk-center solar abundance analysis are illus-
trated in Fig. 8, where the average abundances are given as un-
weighted arithmetic mean values with uncertainties representing
the line-to-line dispersion. Adopting a line selection and weights
from Scott et al. (2015), but disregarding the line at 10 891 Å due
to telluric contamination, yields our recommended solar abun-
dance, A(Al) = 6.43 ± 0.03, where the error takes into account
systematic errors. This result is in perfect agreement with the
meteoritic abundance, A(Al) = 6.43± 0.01 (Lodders et al. 2009;
renormalized to the abundance of Si derived by Scott et al. 2015;
and Amarsi & Asplund 2017). We list results of our 3D NLTE
analysis as well as the corresponding 〈3D〉 NLTE, 1D NLTE and
1D LTE results in Table 1. The fact that 3D NLTE and 1D LTE
results are in very good agreement, is thanks to a near cancella-
tion between effects of the on average steeper temperature struc-
ture in the hydrodynamical models (〈3D〉 − 1D ≈ 0.04 dex) and
horizontal inhomogeneities (3D − 〈3D〉 ≈ −0.03). This cancel-
lation should not be expected to occur in general, and in par-
ticular not when either NLTE effects or 3D effects are large.
For example, the analysis of an ultra-metal poor red giant by
Nordlander et al. (2017) found a large 3D NLTE–1D LTE abun-
dance difference of 0.6 dex.

The NLTE abundance corrections adopted by Scott et al.
(2015) are based on calculations using the atom of Gehren et al.
(2004), which in turn is an update from Baumüller & Gehren
(1996). The corrections were computed for flux spectra, and are
thus somewhat larger than the corresponding disk-center correc-
tions. However, their abundance corrections are positive, while
ours are negative. They determined a NLTE corrected 3D abun-
dance of A(Al) = 6.43± 0.04, which is identical to ours as slight
differences in the 3D model and line parameters happen to cancel
with differences in the adopted NLTE corrections.
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Fig. 9. Emission line profiles in the mid-IR, comparing the K-giants
Arcturus and Pollux, to synthetic 〈3D〉 LTE (solid magenta) and 〈3D〉
NLTE (solid black) profiles computed using multi. The continuum
level has been arbitrarily offset for Pollux. Line styles and colors have
the same meaning as in Fig. 5. The synthetic profiles were computed
assuming A(Al) = 6.20 for Arcturus, and A(Al) = 6.65 for Pollux.

The uncertainty on our recommended solar abundance rep-
resents statistical and systematic errors combined in quadrature,
following the approach of Scott et al. (2015). Here, we make the
conservative assumption that all errors in collisional rates are
smaller than a factor 10, which affects the average abundance
by less than 0.01 dex for disk-center spectra, and note that the
corresponding error for flux spectra is 0.02 dex.

3.2. K-giants: Arcturus and Pollux

The departure coefficients computed for an 〈3D〉 model repre-
senting Arcturus are illustrated in Fig. 2. The departures from
LTE are generally similar to those in the solar photosphere, as
the same mechanisms are at play, but stronger due to lower con-
centrations of both hydrogen atoms and electrons resulting in
weaker collisional couplings. The ground 3p state is overion-
ized by up to a factor 10 (resulting in a 1–2% overpopulation of
Al ii), and the departure coefficients show a characteristic bump
at log τ500 = −2 due to photon suction, which is more efficient
than in the solar photosphere. Despite the strong effect of overi-
onization, photon suction dominates for the excited states which
are responsible for the optical lines used in our abundance ana-
lysis. For highly excited Rydberg states, the departure from LTE
is stronger than in the Sun, resulting in a stronger divergence be-
tween departure coefficients and thus a stronger emission mech-
anism for the 12 µm line.

3.2.1. Line profile comparisons

As shown in Fig. 9, the observed emission lines in the spec-
tra of Arcturus and Pollux are rather similar, with an emission
peak of 6–7%. In the spectrum of Arcturus, our NLTE mod-
eling is in good agreement with observations, relative to the
spectrum noise level. For Pollux, which has 1.3 dex higher sur-
face gravity and thus significantly higher collisional rates, our
NLTE model predicts a somewhat weaker than observed emis-
sion line. Decreasing the collisional rates, in particular electron
collisional rates, by a factor of a few would improve the fit for
both stars. The sensitivity of this modeling to the adopted model
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Fig. 10. Abundance analysis of Arcturus using spectra from KPNO, and Pollux using spectra from UVES-POP (optical) and KPNO (infrared).

atmosphere is small for both stars, as NLTE synthesis using
MARCS models predicts emission cores weaker by 1–2% rel-
ative to the continuum.

The near-IR lines of Arcturus, illustrated in Fig. 6 are in ex-
cellent agreement with observations. The core darkening which
is sensitive to NLTE effects on the 4s, 4p and 4d states is well
reproduced, but also appears to be rather robust in regard to un-
certainties in the collisional transition rates.

3.2.2. Abundance analysis

We illustrate our abundance analysis of Arcturus in Fig. 10. Our
analysis of 15 lines in the optical and near-IR indicates that
NLTE and 〈3D〉–1D effects are typically both significant, but
with opposite sign. NLTE modeling always yields lower abun-
dances, and this effect ranges in magnitude between 0.04 dex for
the very weak line at 10 872 Å, and 0.31 dex for the strongly
saturated 13 150 Å line. The NLTE effect is stronger in the
〈3D〉 models, and we find that 1D NLTE and 〈3D〉 NLTE ana-
lyses agree to within 0.03 dex for every line. We find some-
what smaller line-to-line scatter using our 〈3D〉 NLTE mod-
eling than in LTE, indicating an arithmetic mean abundance
A(Al) = 6.10±0.05, meaning [Al/H] = −0.33 or [Al/Fe] = 0.19.
The near-IR lines are often strongly saturated, making them sen-
sitive to the stellar parameters. Due to their strength, we also ex-
pect larger systematic uncertainties due to missing or erroneous
blending lines, which propagates into both continuum placement
and the line profile itself. Notably, the strongly saturated line at
16 750 Å is significantly broadened by hyperfine splitting, and
we do not recommend this line for abundance analyses of this
type of star unless both NLTE effects and hyperfine splitting are
taken into account.

For Pollux, we find that while NLTE effects range between
−0.05 and −0.21 dex, these corrections and the 〈3D〉–1D effects
on average nearly cancel for both optical and infrared lines. The
arithmetic mean abundance A(Al) = 6.54 ± 0.06 has a scatter
comparable to that found for Arcturus.

3.3. Metal-poor stars

In very metal-poor stars with [Fe/H] < −2, the only suitable alu-
minium line is the resonance line at 3961 Å. While the optical
lines become accessible at [Fe/H] > −1, the resonance line at
the same time becomes unsuitable for abundance analysis due to

severe saturation and blending with the nearby Ca ii H 3968 Å
line. This introduces a bimodality in literature studies, where ei-
ther the resonance line or the optical lines are used.

Departure coefficients of interpolated stagger models rep-
resenting four metal-poor stars are shown in Fig. 11, and results
of our abundance analyses are shown in Fig. 12. At [Fe/H] = −1,
the spectrum of the metal-poor main-sequence star HD 22879
exhibits a reasonably sensitive and unblended resonance line,
as well as sufficiently strong optical lines. In the spectra of the
very metal-poor ([Fe/H] < −2) subgiant HD 140283, the red gi-
ant HD 122563, and the turnoff star HD 84937, the resonance
line is the only unblended optical line of aluminium sufficiently
strong for analysis. We also include the resonance line at 3944 Å,
which is heavily blended with strong lines of CH in carbon-rich
stars and therefore not normally recommended for use in abun-
dance analyses. For diagnostic purposes, we have also analyzed
HST/STIS UV spectra of all three stars, resulting in as many
as a dozen additional lines with little blending for HD 140283.
Additionally, we have analyzed near-infrared J-band spectra of
HD 122563. For HD 140283, we adopt the LTE abundances of
infrared lines determined from IGRINS spectra by Afşar et al.
(2016), but adjust them according to our stellar parameters. With
the exception of the infrared lines of HD 122563, all these diag-
nostic lines exhibit strong deviations from LTE with abundance
corrections between +0.2 and +0.7 dex, typically with the largest
corrections for the 3961 Å resonance line.

3.3.1. HD 22879

For HD 22879, overionization is the dominant NLTE effect due
to the reduced metal opacities compared to the solar atmosphere,
strongly depleting the ground state outside log τ500 = 0. Reso-
nance scattering causes efficient radiative coupling to the ns and
nd states, while infrared transitions among these states are less
important. The excited states are essentially thermalized out to
log τ500 = −1 due to hydrogen collisional couplings to Al ii and
each other.

Similarly to the Sun, the resulting source function of the
3961 Å resonance line is superthermal out to log τ500 = −3,
where the wings form, but subthermal at smaller optical depth
where the core forms. As the lower state is strongly depleted,
the net effect is however a weakening of both core and wings,
resulting in a +0.4 dex increase in the inferred abundance from
A(Al) = 5.29 to A(Al) = 5.65 ± 0.08. The average formation
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Fig. 11. Departure coefficients in 〈3D〉 models representing four metal-poor stars. The parameters of the model, Teff/log g/[Fe/H]/[Al/Fe], are
indicated in each panel.

depth of all optical lines is less than log τ500 = −1 and the NLTE
corrections are subsequently small, at most 0.01 dex, resulting in
a weighted mean abundance of A(Al) = 5.79 ± 0.08.

3.3.2. HD 140283

For HD 140283, the further reduction in metallicity and hence
UV line opacity as well as lower surface gravity by an order of
magnitude results in even stronger overionization of the ground
state, compared to HD 22879. The effects of photon pumping in
the resonance lines are similarly enhanced, where the increas-
ingly superthermal radiation field at shorter wavelengths causes
excited states to become increasingly overpopulated. The effects
are lessened by collisions with hydrogen atoms: charge transfer
couples the 3d and 4p states to the Al ii continuum via charge
transfer, making them less depleted. Collisional excitation re-
duces the overpopulation of 5p and more highly excited states.

The resulting effect on all visible lines in HD 140283 is thus
a reduction in line opacity, as well as a superthermal source func-
tion, both of which reduce the line strengths. For the 3961 Å res-
onance line, the abundance correction is +0.7 dex. As the for-
mation depth moves inward for successively bluer resonance
lines, the NLTE correction decreases somewhat but is always
larger than +0.3 dex – on average +0.38 dex. While the infrared
lines originate in the 4p states which are not as strongly de-
pleted as the ground state, stimulated emission causes a reduc-
tion in line opacity as well as enhancement of the superther-
mal source function, resulting in a large abundance correction
of +0.3 dex. We find good agreement between abundances de-
termined from the UV lines, A(Al) = 3.48 ± 0.09, the 3961 Å
resonance line, A(Al) = 3.59 ± 0.05, and the very weak infrared
lines, A(Al) = 3.75 ± 0.15.

3.3.3. HD 84937

HD 84937 has similar metallicity to HD 140283, but its higher
Teff results in stronger overionization of the ground state, with
photon pumping in the resonance lines again determining the
populations of excited states. Efficient electron collisions inside
optical depths of log τ500 = −1 lead to near-LTE populations
in the excited states, but are inefficient at smaller optical depths
where all states become depleted.

NLTE effects on the resonance lines of HD 84937 are thus
similar in mechanism and magnitude to HD 140283: the ground
state is depleted, and source functions are superthermal, result-
ing in positive abundance corrections of +0.5 dex for the 3961 Å
resonance line and between +0.2 and +0.5 dex for the weaker
lines in the UV. The UV lines indicate A(Al) = 3.83 ± 0.13,
in good agreement with the 3961 Å resonance line, A(Al) =
3.94 ± 0.02.

3.3.4. HD 122563

The lower Teff of HD 122563 results in a significantly smaller
UV radiation excess, especially at shorter wavelengths. This re-
sults in similar effects on the ground state population from overi-
onization and photon pumping, and the resulting overpopulation
of highly excited states is smaller than for HD 140283. Outside
log τ500 = −2.5, collisions have very little influence on all but
the most highly excited Rydberg states.

The depletion of the ground state is smaller than for
HD 140283 and HD 84937, and as the source function of the
3961 Å resonance line is nearly planckian rather than superther-
mal at the optical depths where the core forms, the abundance
correction is consequently smaller, at +0.3 dex. The brighter
source function of the 3082 Å line results in a larger +0.5 dex
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Fig. 12. Abundance analysis of four metal-poor stars, using data from HST/STIS (λ < 3900 Å), NARVAL and VLT/UVES (optical), and
APOGEE/IGRINS (IR). For HD 140283, the IR abundances are based on measurements by Afşar et al. (2016).

abundance correction. The very weak infrared lines form in deep
layers where the increased line opacity nearly cancels effects
of the darkened source function, such that abundance correc-
tions are small but negative, −0.05 dex. Abundances determined
from the UV line, A(Al) = 3.52 ± 0.19, the 3961 Å resonance
line, A(Al) = 3.66 ± 0.07, and the very weak infrared lines,
A(Al) = 3.74 ± 0.3, are in excellent agreement.

3.4. Grids of NLTE corrections

We have computed NLTE line profiles for atmospheric models in
the 〈3D〉 stagger and 1D MARCS grids with Teff > 4000 K in a
range of abundances between [Al/Fe] = −2 and +2. These calcu-
lations assume vmic = 1 km s−1 for dwarfs and vmic = 2 km s−1 for
giants, with dwarfs defined as having log g ≥ 4 in the 1D calcu-
lations but log g ≥ 3.5 in 〈3D〉. By interpolating LTE equivalent
widths onto the NLTE curves of growth, we compute represen-
tative NLTE abundance corrections.

We illustrate these NLTE abundance corrections for models
in the 1D MARCS grid in Fig. 13 for lines typically used in abun-
dance analyses, at different metallicities, but assuming a NLTE
reference abundance of [Al/Fe] = 0. The isocontours indicate
logarithmic reduced line strengths, log Wλ/λ, where e.g. values
of −6, −5 and −4 correspond to line strengths of Wλ = 5, 50

and 500 mÅ at a wavelength of λ = 5000 Å. These values rep-
resent roughly a typical detection limit at S/N > 100, the onset
of saturation, and the transition toward the strong line regime,
respectively.

Broadly, the 3961 Å line always exhibits positive abundance
corrections due to depletion of the ground state by overioniza-
tion and possibly photon pumping. This causes a reduction in
line opacity, often in combination with a superthermal source
function. The other lines are due to transitions between excited
states. The near-IR lines strengthen in cool (or metal-rich) stars
compared to the warmer stars, and resonance scattering here has
the opposite influence to the UV; photon losses induce an ef-
ficient photon suction ladder, resulting in negative abundance
corrections. In the warmer (or metal-poor) stars, overionization
dominates, resulting in negative abundance corrections.

In practice, the abundance correction depends on the mea-
sured abundance, and we stress that the influence of blending
lines may affect the abundance correction. In particular, the line
at 3961 Å is heavily blended and our synthesis includes back-
ground contributions from the Ca ii H and K lines, as well as the
Balmer-ε line. In metal rich stars, these blending lines are signif-
icantly stronger than the aluminium line itself, such that there is
no nearby continuum relative to which the spectrum may be nor-
malized for the full equivalent width of the line to be computed.
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Fig. 13. NLTE abundance corrections for representative lines of aluminium, computed at different metallicities with a NLTE reference abundance
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As a compromise, we compute the equivalent width of this line
over a 4.5 Å wide region normalized to the pseudocontinuum
computed at line center, represented by the Al-free flux. This in-
terval is sufficiently short that the background equivalent width
nearly cancels – as the shape of the pseudocontinuum is some-
what parabolic, the Al-free spectrum does have nonzero equiva-
lent width – but does exclude the contribution of the far wings in
very Al-rich spectra.

At extremely low metallicity, the 3961 Å resonance line is
the only unblended aluminium line visible in the optical region,
and its abundance correction is always positive. At [Al/Fe] = −4,
the NLTE correction ranges between roughly +0.1 dex on the
lower main sequence (MS; e.g. Teff ≈ 4500 K, log g ≈ 4.5),
+0.5 dex near the main-sequence turnoff point (MSTO; e.g.
Teff ≈ 6250 K, log g ≈ 4.0), and +0.8 dex on the RGB (e.g.
Teff ≈ 5250 K, log g ≈ 2.0). At [Fe/H] > −2, the line may be
strongly saturated or even sufficiently strong that the equivalent
width is dominated by the wings, which in turn are significantly
depressed by the nearby Ca ii H line, such that the abundance
corrections depend on the abundance of Ca and details of the
spectrum normalization. This influence on the abundance deter-
mination is not straightforward, and is in fact different in the
NLTE and LTE case such that the NLTE abundance correction
depends on the adopted calcium abundance (Mashonkina et al.
2016). Hence, we urge the use of profile fitting for this line,
whenever significant blending is expected. Despite these caveats,
we note that our grid of equivalent widths indicates an abundance

correction of +0.35 dex for HD 22879, where our detailed line
profile analyses in NLTE and LTE differed by +0.36 dex.

At higher metallicity, the doublets at 6696, 7836 and 8773 Å
are commonly used in the literature. We find small negative
abundance corrections of at most −0.04 dex on the lower MS.
The abundance correction becomes more positive with increas-
ing effective temperature, and ranges between 0.0 and +0.1 dex
on the MSTO, depending on line and metallicity. On the RGB,
the lower state 4s or 3d becomes overpopulated, leading to neg-
ative abundance corrections between 0.0 and −0.15 dex.

The problem with combining results from the optical lines
at high metallicity and the resonance lines at low metallicity is
clearly illustrated in the NLTE study of Zhao et al. (2016, see
their Fig. 15). There, abundance corrections among solar neigh-
borhood dwarfs vary between −0.1 and +0.1 dex for the optical
lines at solar metallicity, but reach +0.5 dex when the resonance
line is used at low metallicity.

Several strong lines with good atomic data exist in the near-
infrared J, H and K bands. In the H band, the triplet at 16 718–
16 763 Å contains a strong line at 16 718 Å, which is possible
to detect down to metallicities of [Fe/H] = −2.5 on the RGB,
and is covered by e.g. the APOGEE survey. At low metallicity,
we find that the NLTE correction for this line varies with the
line strength, with small but negative abundance corrections of
−0.02 dex on the lower MS, but positive corrections of +0.1 dex
on the RGB. The correction becomes more positive with increas-
ing Teff, with values of +0.0 to +0.2 dex on the MSTO. At higher
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metallicity, the abundance correction is unchanged on the lower
MS, but decreases to zero on the MSTO. On the RGB, the line
becomes strongly saturated, and we find negative abundance cor-
rections between −0.1 and −0.3 dex, which vary strongly with
the surface gravity.

For stellar parameters typical of red giant stars in the
APOGEE survey, we find that abundance corrections for the
16 718 Å line vary significantly with stellar parameters. These
star-to-star variations amount to roughly 0.2 dex at any given
metallicity. The average correction is −0.15 dex at solar metal-
licity and −0.05 dex at [Fe/H] = −2, such that the prominent
downward slope at low metallicity – seen in e.g. Fig. 14 of
Holtzman et al. (2015) – flattens somewhat. We note however
that their illustrated abundance results have been empirically cal-
ibrated to remove trends as a function of temperature, which to
some extent may already take NLTE effects into account. NLTE
corrections should thus preferably be applied to uncalibrated
abundances. Additionally, the abundance variations vary rapidly
with stellar parameters, and must be applied on a star-by-star
basis.

In the J band, the 13 150 Å line in the 13 123–13 150 Å dou-
blet is possible to detect at metallicities approaching [Fe/H] =
−3.5. As the NLTE effects on this line are delicately balanced
by photon suction and the overionization of the ground state,
we find that they vary rapidly with stellar parameters. The abun-
dance correction is more positive at lower metallicity, and varies
between 0.00 and −0.05 dex on the lower MS, between 0.0 and
+0.2 dex on the MSTO, and between −0.6 and −0.1 dex on the
RGB.

The K band, which is suitable for use in strongly reddened
regions like the inner Galactic bulge, contains a strong line at
21 163 Å as part of the 21 093–21 163 Å doublet, in a region
which is relatively free of telluric absorption. At [Fe/H] = −1,
we find the abundance correction for this line to vary between
−0.05 dex on the lower MS, +0.05 dex on the MSTO, and be-
tween −0.10 dex and −0.25 dex on the lower and upper RGB,
respectively.

In addition to significant variation in the NLTE effects as a
function of stellar parameters, differential effects may be present
even in homogeneous samples of e.g. solar analogs which have
essentially identical Teff and log g but differ in metallicity and
abundance. The variation of NLTE abundance corrections as a
function of metallicity and aluminium abundance is illustrated in
Fig. 14, for four representative lines in four stellar models. While
we plot the full range of [Al/Fe] represented in the computed
grid, literature abundances are typically confined to the range be-
tween [Al/Fe] = −1 and +1, where low values are found in very
metal-poor field stars and high values in second-generation stars
in globular clusters (see e.g. Cayrel et al. 2004; Carretta et al.
2009).

In very metal-poor solar analogs and MSTO models, the
NLTE abundance correction for the 3961 Å resonance line varies
by 0.2 dex depending on metallicity and aluminium abundance.
In the very metal-poor models on the lower RGB, the abundance
correction may vary both with aluminium abundance at a given
metallicity and with metallicity at a given line strength by as
much as 0.3 dex. The large differential effects are due to the vary-
ing saturation level of the line, as well as the varying influence of
the line itself on the statistical equilibrium. On the upper RGB,
the abundance corrections for spectra with low Al abundances
are formally very large (several dex) due to a combination of
large NLTE effects weakening the line by a factor of 2 – due to
pumping of the 4s state leading to source function brightening

and thus a weakening of the line core – and strong saturation of
the LTE line profile. Computing the abundance correction thus
requires extrapolation beyond the available LTE curve of growth.
We strongly recommend the use of NLTE line profile matching
in these cases.

For all optical and near-infrared lines, the abundance correc-
tion becomes more negative with increasing abundance as long
as the line is weak. For saturated lines, the negative abundance
correction becomes smaller. For example, very metal-poor stars
([Fe/H] = −1) on the lower RGB may exhibit positive abundance
corrections for the 8773 Å line of +0.1 dex at low abundance, but
negative corrections of −0.2 dex at high abundance, resulting in
a compression of the abundance scale, i.e. the abundance differ-
ence, by as much as 0.3 dex.

The 6696–6698 Å doublet is commonly used in studies of
abundance variations in globular clusters. For example, the LTE
study by Carretta et al. (2009) found that Al abundance varia-
tions are ubiquitous and typically anticorrelated with Mg. The
full extent of abundance variations differ in magnitude from clus-
ter to cluster, scaling broadly with the cluster mass, but we note
that the more metal-rich clusters typically exhibit smaller vari-
ations than the more metal-poor ones. The stars in their study
vary between Teff ≈ 4000 K and log g ≈ 1 at [Fe/H] = −0.75,
and Teff ≈ 4500–5000 K and log g = 1–2 at [Fe/H] = −2.5. We
typically find NLTE corrections of −0.10 dex for models repre-
senting the more metal-rich stars, while for the most metal-poor
stars, NLTE effects vary strongly with both stellar parameters
and abundance. For Al-poor stars, these abundance corrections
vary between +0.2 and −0.1 dex (highest to lowest Teff), while
for Al-rich stars the corresponding values are 0.0 and −0.1 dex.
Hence, while stars in the most metal-rich globular clusters are
mainly susceptible to a bias in the inferred abundance of alu-
minium, the abundance scale among the metal-poor stars is com-
pressed by an amount which varies from cluster to cluster. As
NLTE effects on lines of magnesium and iron also vary with
stellar parameters, it is not clear to what extent the analysis of
abundance ratios in globular clusters will be affected once NLTE
effects are taken into account for all relevant species.

3.5. Comparison to previous work

In Fig. 15, we compare our abundance corrections based on
equivalent widths (EW) at a fixed LTE abundance [Al/Fe] = 0,
to those presented by Mashonkina et al. (2016), who use the
same hydrogen collisional data for low-lying states (i.e. Belyaev
2013a). Notably, our abundance corrections for the optical lines
are more negative by up to 0.1 dex. However, the difference
in abundance corrections between the hot and cool end of the
temperature scale are rather similar, such that the difference
mainly affects the resulting absolute abundance scale rather than
abundance differences. Additionally, the largest differences are
found for rather extreme stellar parameters, e.g. Teff > 6000 K,
log g = 3, which would represent e.g. blue stragglers or pre-main
sequence stars rather than typical field stars. For stellar parame-
ters representative of typical field stars, differences are smaller.
The corrections from Baumüller & Gehren (1997) also differ by
0.0 to +0.1 dex from ours, but are largely consistent with those
of Mashonkina et al. (2016).

For the resonance line, EW-based abundance corrections are
not straightforward to compute or compare. Due to the signif-
icant influence of blends and the very large NLTE effects af-
fecting both line strengths and shapes, we recommend that these
abundance corrections are used only as a guide. Differences in
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the abundance corrections may be due to systematics unrelated
to the NLTE modeling, such as differences in background opac-
ities, line broadening, and the method of normalization or se-
lected wavelength interval over which EWs are computed. The
effects are most significant when the lines are saturated (sensitive
to, e.g. line broadening), very weak (blending and normaliza-
tion) or very strong (EW wavelength interval). With these short-
comings in mind, we note that our modeling indicates a stronger
variation of NLTE corrections with log g at [Fe/H] = −1, and
significantly larger corrections for Teff < 5000 K, as compared
to Mashonkina et al. (2016). The most significant differences are
found for the resonance line at low log g, Teff and [Fe/H], e.g.
Teff = 4500 K, log g = 3, [Fe/H] ≤ −2, where our abundance
corrections are very large, +0.6 dex, while they find negligibly
small corrections of the order 0.05 dex. As the line is strongly
saturated for these parameters, it is possible that the difference is
due to systematics unrelated to the NLTE effect. We have shown
for HD 122563, which has similar Teff but lower log g, that our
large predicted abundance correction of +0.4 dex matches well
the abundances determined in the UV and IR. For the reso-
nance lines, we also compare to the abundance corrections of
Andrievsky et al. (2008) for dwarf stars. They predict more pos-
itive abundance corrections than ours by 0.1–0.3 dex. As their
modeling technique is similar to ours, this mainly indicates the
influence of the new collisional rates.

In this work, we have tested our NLTE modeling on a set
of benchmark stars, and find that different lines agree to within

measurement uncertainties. Comparing our theoretical abun-
dance corrections for stellar parameters representative of typi-
cal field stars, differences to other studies may be as large as
−0.1 dex for the optical lines and +0.3 dex for the resonance
lines, and are likely due mainly to the use of different sources
for electron collisional rates. For the optical lines, differences
are similar for any given set of stellar parameters, and would thus
mainly result in a shift of the abundance scale. For the resonance
line, our corrections imply higher abundances for cool dwarfs
and giants, but largely consistent results for warmer dwarfs (to
within 0.1 dex) with no clear systematic offset. Differences for
the cool dwarfs may however be due to systematics related to
how the abundance correction is estimated, rather than modeling
differences.

4. Conclusions

We have presented a new aluminium model atom for use in
NLTE abundance analyses. The model uses accurate collisional
rates for interactions with both hydrogen atoms and electrons,
with no need for empirically calibrated scaling factors. We also
utilize new parameters for collisional broadening by hydrogen
atoms, commonly known as van der Waals broadening. These
were computed for this work, so that these are now available for
every line commonly used in the literature. We have performed
extensive calculations using grids of model atmospheres, utiliz-
ing both 〈3D〉 stagger and 1D hydrostatic MARCS models. For
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the Sun, we have also for the first time performed full 3D NLTE
calculations.

We have verified the accuracy of our NLTE approach using
solar flux and intensity spectra, as well as high-resolution spectra
of standard stars. We find that most line profiles are accurately
reproduced, and that the line-to-line scatter is improved when
taking NLTE effects into account. For the Sun, 3D NLTE syn-
thesis reproduces the observed center-to-limb variations in the
7835 Å line for disk positions between µ = 0.15 and µ = 1,
with deviations less than 0.03 dex. Abundance differences be-
tween 3D NLTE and 〈3D〉 NLTE synthesis are less than 0.01 dex
at disk center, but amount to 0.15 dex at µ = 0.15.

For the Sun, Arcturus and Pollux, we reproduce the mid-IR
emission line at 12.3 µm rather well (Figs. 5 and 9). While ob-
servations of this weak line are challenging due to e.g. thermal
noise and the presence of telluric lines, we note that we appear
to slightly but systematically underestimate the line strength. As
found in previous work (Baumüller & Gehren 1996), the strong
line at 1.31 µm (Fig. 6) is deeper than predicted in the solar
spectrum. If this shortcoming is due to errors in the NLTE cal-
culations, it would imply that bulk transition rates due to col-
lisions with hydrogen may be in error by at most a factor of
ten. In Arcturus, the line is instead slightly more shallow than

predicted, which could likely be a hydrodynamical effect rather
than a shortcoming of the NLTE modeling.

Our 3D NLTE analysis of solar disk-center spectra yields
an abundance of A(Al) = 6.43 ± 0.03 (including systematic
errors), which is in exact agreement with the meteoritic abun-
dance, A(Al) = 6.43 ± 0.01 (Lodders et al. 2009; renormal-
ized to the abundance of Si derived by Scott et al. 2015; and
Amarsi & Asplund 2017).

In our analysis of Arcturus, we find abundance corrections
of −0.1 to −0.2 dex for optical lines, and as large as −0.3 dex for
the saturated near-infrared lines, resulting in very good agree-
ment. We also analyzed four very metal-poor stars, and find large
abundance corrections for the 3961 Å resonance line ranging be-
tween +0.3 and +0.7 dex. The resulting abundances agree well
with lines in the optical and near-infrared, as well as higher-order
resonance lines in the UV.

Our grids of abundance corrections indicate that NLTE ef-
fects may vary rapidly with varying stellar parameters and must
be applied on a star-by-star basis. For example, abundance cor-
rections for the near-infrared lines at 1.67 µm applicable to stars
in the APOGEE survey vary from star to star by 0.2 dex at
any given metallicity. The abundance corrections are on average
−0.15 dex at solar metallicity but weaken to −0.05 dex at low
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metallicity. This means that NLTE effects affect not only the av-
erage trend of aluminium abundances with metallicity, but also
the inferred dispersion, with implications for the formation of
the Galactic halo and the possible bimodality of the Galactic thin
and thick disks. Similar effects are expected for studies of inter-
nal pollution of globular clusters, where we find that abundances
in metal-rich red giants are likely overestimated by 0.1 dex. Ad-
ditionally, we find that the full extent of aluminium abundance
variations among metal-poor stars is likely overestimated by a
similar amount.

Given these very encouraging results, we are confident that
our abundance corrections are sufficiently reliable for scientific
work. We therefore make available extensive grids of abundance
corrections for lines suitable for abundance analyses in the op-
tical and near-infrared via the INSPECT database3. While we
illustrate representative corrections for the 3961 Å line, we do
not tabulate these corrections as they may be misleading due to
the significant influence of blending with Ca ii. Instead, we urge
the use of profile fitting, either via precomputed line profiles or
by direct synthesis using grids of departure coefficients – both of
which are available on request.

Acknowledgements. The authors wish to thank Anish Amarsi for making his
version of the multi3d code available to us along with tailored background
line opacities, Paul Barklem for providing broadening parameters computed for
this work, Thomas Ayres for processing UV HST/STIS spectra of HD 140283
and Ruth Peterson for bringing them to our attention, Ken Hinkle for provid-
ing the near-IR spectra of Pollux, and Jon Sundqvist for providing the mid-IR
12.3 µm spectra. T.N. acknowledges support from the Swedish National Space
Board (Rymdstyrelsen), and funding from Australian Research Council (grant
DP150100250). K.L. acknowledges funds from the Alexander von Humboldt
Foundation in the framework of the Sofja Kovalevskaja Award endowed by
the Federal Ministry of Education and Research as well as funds from the
Swedish Research Council (Grant No. 2015-00415_3) and Marie Sklodowska
Curie Actions (Cofund Project INCA 600398). The computations were per-
formed on resources provided by the Swedish National Infrastructure for Com-
puting (SNIC) at High Performance Computing Center North (HPC2N) under
projects SNIC2015/1-309 and SNIC2016/1-400.

References
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Appendix A: Line data

Line data employed in the NLTE calculations as well as our
abundance analyses are given in Table A.1. The VdW Γ6
cross-section α and velocity parameter σ are often tabulated as
int(σ)+α. We note that this notation is not possible when α > 1,
which often occurs for transitions where the upper state is highly

excited. In these cases, we recommend to use α = 0.999 when
photospheric temperatures are similar to the reference tempera-
ture 5000 K. The A and B constants for hyperfine structure used
in this work are listed in Table A.2. Since 27Al is the only stable
isotope of aluminium, its nuclear spin I = 5/2 was used in the
calculations. We evaluate the strengths of hyperfine line compo-
nents following the formulae given by Prochaska et al. (2000).

Table A.1. Line data for spectral lines used in the abundance analyses.

Wavelength Transition Jlow–Jupp Elow log g f a Ref. Γ6

[Å] [eV] [dex] σ [a.u.] α

2103.017 3p 2P0 – 14d 2D 3/2–5/2 0.014 −1.619 1
2103.024 3p 2P0 – 14d 2D 3/2–3/2 0.014 −2.566 1
2118.312 3p 2P0 – 11d 2D 1/2–3/2 0.000 −1.557± 0.10 2
2134.732 3p 2P0 – 10d 2D 3/2–5/2 0.014 −1.129± 0.10 2
2134.760 3p 2P0 – 10d 2D 3/2–3/2 0.014 −2.090± 0.18 2
2145.555 3p 2P0 – 9d 2D 1/2–3/2 0.000 −1.244± 0.10 2
2174.027 3p 2P0 – 8d 2D 3/2–5/2 0.014 −0.824± 0.10 2
2174.113 3p 2P0 – 8d 2D 3/2–3/2 0.014 −1.778± 0.30 2
2204.590 3p 2P0 – 8s 2S 3/2–1/2 0.014 −2.293± 0.10 2
2204.660 3p 2P0 – 7d 2D 1/2–3/2 0.000 −0.895± 0.06 2 2340 1.07
2210.046 3p 2P0 – 7d 2D 3/2–5/2 0.014 −0.641± 0.06 2 2340 1.07
2210.130 3p 2P0 – 7d 2D 3/2–3/2 0.014 −1.595± 0.06 2 2340 1.07
2269.096 3p 2P0 – 6d 2D 3/2–5/2 0.014 −0.454± 0.04 2, 3 2084 0.960
2269.220 3p 2P0 – 6d 2D 3/2–3/2 0.014 −1.409± 0.06 3 2084 0.960
2367.052 3p 2P0 – 5d 2D 1/2–3/2 0.000 −0.592± 0.06 2
2372.070 3p 2P0 – 6s 2S 1/2–1/2 0.000 −2.012± 0.10 2
2373.124 3p 2P0 – 5d 2D 3/2–5/2 0.014 −0.337± 0.04 2
2373.349 3p 2P0 – 5d 2D 3/2–3/2 0.014 −1.291± 0.06 2
2567.984 3p 2P0 – 4d 2D 1/2–3/2 0.000 −1.119± 0.04 3 1385 0.249
2575.094 3p 2P0 – 4d 2D 3/2–5/2 0.014 −0.668± 0.06 2, 3 1387 0.249
2575.393 3p 2P0 – 4d 2D 3/2–3/2 0.014 −1.623± 0.06 3 1385 0.249
2652.484 3p 2P0 – 5s 2S 1/2–1/2 0.000 −1.523± 0.04 4 2150 0.307
2660.392 3p 2P0 – 5s 2S 3/2–1/2 0.014 −1.219± 0.04 4 2150 0.307
3082.153 3p 2P0 – 3d 2D 1/2–3/2 0.000 −0.476± 0.025 2, 3 576 0.292
3092.710 3p 2P0 – 3d 2D 3/2–5/2 0.014 −0.202± 0.025 2, 5 576 0.292
3092.839 3p 2P0 – 3d 2D 3/2–3/2 0.014 −1.175± 0.04 2 576 0.292
3944.006 3p 2P0 – 4s 2S 1/2–1/2 0.000 −0.635± 0.025 2, 5 655 0.243
3961.520 3p 2P0 – 4s 2S 3/2–1/2 0.014 −0.333± 0.025 2 655 0.243
6696.015 4s 2S – 5p 2P0 1/2–3/2 3.143 −1.569± 0.06 2 1860 0.226
6698.672 4s 2S – 5p 2P0 1/2–1/2 3.143 −1.870± 0.06 2 1860 0.226
7835.309 3d 2D – 6f 2F0 3/2–5/2 4.022 −0.689± 0.04 2 3850 1.60
7836.134 3d 2D – 6f 2F0 5/2–5/2 4.022 −1.834± 0.06 2 3850 1.60
7836.134 3d 2D – 6f 2F0 5/2–7/2 4.022 −0.534± 0.025 2 3850 1.60
8772.866 3d 2D – 5f 2F0 3/2–5/2 4.022 −0.349± 0.025 2 2983 0.344
8773.895 3d 2D – 5f 2F0 5/2–5/2 4.022 −1.495± 0.06 2 2983 0.344
8773.895 3d 2D – 5f 2F0 5/2–7/2 4.022 −0.192± 0.025 2 2983 0.344
8912.900 4p 2P0 – 6d 2D 1/2–3/2 4.085 −1.963± 0.06 2
8923.555 4p 2P0 – 6d 2D 3/2–5/2 4.087 −1.709± 0.06 2
8925.503 4p 2P0 – 6d 2D 3/2–3/2 4.087 −2.663 2

10768.363 4p 2P0 – 5d 2D 1/2–3/2 4.085 −2.020± 0.06 2
10782.046 4p 2P0 – 5d 2D 3/2–5/2 4.087 −1.764± 0.06 2

Notes. Only lines used in the spectrum analyses are listed. (a) Uncertainties (90%) to the transition probabilities are taken from
Kelleher & Podobedova (2008), when available. (b) Multiplet components with identical wavelength have been merged. We adopt the wavelength
measured from the solar spectrum by Brault & Noyes (1983), and the oscillator strength has been adjusted accordingly.

References. (1) Wiese et al. (1969); (2) TOPbase: Mendoza et al. (1995) and C. Mendoza, W. Eissner, M. Le Dourneuf, & C. J. Zeippen
(unpublished); (3) Davidson et al. (1990); (4) Vujnović et al. (2002); (5) Tachiev & Froese Fischer (2002); (6) Kurucz (2012, online data;
http://kurucz.harvard.edu/atoms/1300/).
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Table A.1. continued.

Wavelength Transition Jlow–Jupp Elow log g f a Ref. Γ6

[Å] [eV] [dex] σ [a.u.] α

10786.770 4p 2P0 – 5d 2D 3/2–3/2 4.087 −2.719± 0.10 2
10872.975 4p 2P0 – 6s 2S 1/2–1/2 4.085 −1.326± 0.06 2
10891.732 4p 2P0 – 6s 2S 3/2–1/2 4.087 −1.027± 0.04 2
13123.416 4s 2S – 4p 2P0 1/2–3/2 3.143 0.219± 0.013 2 815 0.223
13150.753 4s 2S – 4p 2P0 1/2–1/2 3.143 −0.083± 0.013 2 815 0.223
16718.974 4p 2P0 – 4d 2D 1/2–3/2 4.085 0.220± 0.013 2 1147 0.311
16750.519 4p 2P0 – 4d 2D 3/2–5/2 4.087 0.474± 0.013 2 1147 0.311
16763.369 4p 2P0 – 4d 2D 3/2–3/2 4.087 −0.480± 0.025 2 1147 0.311
21093.082 4p 2P0 – 5s 2S 1/2–1/2 4.085 −0.398± 0.025 4 1838 0.279
21163.803 4p 2P0 – 5s 2S 3/2–1/2 4.087 −0.093± 0.025 4 1838 0.279
21208.171 4f 2F0 – 7g 2G 7/2–9/2 5.123 −0.307 2 3260 1.68
21208.171 4f 2F0 – 7g 2G 5/2–7/2 5.123 −0.461 2 3260 1.68
21208.191 4f 2F0 – 7g 2G 7/2–7/2 5.123 −1.608 2 3260 1.68
123349.6b 6h 2H0 – 7i 2I 5.614 1.647 6 4830 1.84

Table A.2. Hyperfine constants for Al i.

State n A B Reference
[MHz] [MHz]

2S 1/2 4 431.84 0 1
5 (145.5) 0 A ∝ n−3

eff
6 (59.8) 0
7 (31.5) 0
8 (18.6) 0
9 (11.9) 0

10 (8.08) 0
2P1/2 3 498.33 0 2

4 58.28 0 2
5 20 0 3
6 (8.03) 0 A ∝ n−3.6

eff
7 (4.01) 0
8 (2.24) 0

2P3/2 3 93.76 19.12 1
4 23.12 0 2
5 (10.0) 0 A ∝ n−2.5

eff
6 5.7 0.5 4
7 3.3 0.3 4
8 2.1 0.2 4

2D3/2 3 −99 −13 5,6
4 −72 0 5,6
5 (−54) 0 A ∝ n−1.25

eff
2D5/2 3 182 22 6

4 204 0 6
5 162 0 5

Notes. Values in parentheses are based on the indicated extrapolations,
fitted to the experimental data.

References. (1) Nakai et al. (2007); (2) Sur et al. (2005);
(3) Belfrage et al. (1984); (4) Jönsson et al. (1984); (5) Chang
(1990); (6) Falkenburg & Zimmermann (1979).
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