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SUMMARY

A seamless blending of the real and virtual worlds is key to increased immersion

and improved user experiences for augmented reality (AR). Photorealistic and non-

photorealistic rendering (NPR) are two ways to achieve this goal. Non-photorealistic

rendering creates an abstract and stylized version of both the real and virtual world,

making them indistinguishable. NPR hides unnecessary and overwhelming details

of the world, and reveals and emphasizes important information of the scene. This

could be particularly useful in some applications (e.g., AR/VR aided machine repair,

or for virtual medical surgery) or for certain AR games with artistic stylization.

Achieving temporal coherence is a key challenge for all NPR algorithms. Rendered

results are temporally coherent when each frame smoothly and seamlessly transitions

to the next one without visual flickering or artifacts that distract the eye from per-

ceived smoothness. For example, temporal coherence is maintained in brush-based

NPR algorithms if the brush stroke located at a certain anchor point smoothly tran-

sitions to a corresponding anchor point from one frame to the next. NPR algorithms

with coherence are interesting in both general computer graphics and AR/VR areas.

Although NPR has attracted many researchers’ interest in the AR/VR community,

very few of the existing algorithms can support temporal coherence. Rendering styl-

ized AR without coherence processing causes the final results to be visually distract-

ing. While various NPR algorithms with coherence support have been proposed in the

general graphics community for video processing, many of these algorithms require

thorough analysis of all frames of the input video and cannot be directly applied to

real-time AR applications. We have investigated existing NPR algorithms with coher-

ence in both general graphics and AR/VR areas. These algorithms are divided into

xii



two categories: Model Space and Image Space. We present several NPR algorithms

with coherence for AR: a watercolor inspired NPR algorithm, a painterly rendering

algorithm, and NPR algorithms in the model space that will support several styling

effects.
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CHAPTER I

INTRODUCTION

1.1 Introduction

Photorealistic and non-photorealistic rendering are two major approaches to seam-

lessly blend the real and virtual worlds in AR. Non-photorealistic rendering is the

creation of images by a computer that look as though they were created by a human

artist. Compared with photorealistic rendering [64], non-photorealistic rendering may

be more appropriate to some AR applications. For example, an abstract stylization

in AR hides unnecessary and overwhelming details of the world, and reveals and em-

phasizes important information of the scene. This can be particularly useful in some

applications, such as AR/VR aided machine repair, or for certain AR games with

artistic stylization.

A major challenge for non-photorealistic rendering (NPR) is maintaining tempo-

ral coherence for the composed AR video. Rendered results are temporally coherent

when each frame smoothly and seamlessly transitions to the next one without vi-

sual flickering and artifacts that distract the eye. For example, temporal coherence

is maintained in brush stroke based NPR algorithms if the brush stroke located at

a certain anchor point smoothly transitions to a corresponding anchor point from

one frame to the next one. NPR algorithms with coherence are interesting in both

general computer graphics and AR/VR areas. Based on the literature in the AR/VR

community we believe that this problem has not yet been solved. Most NPR tech-

niques for AR/VR simply render each AR frame independently and do not consider

temporal coherence at all. The resulting videos usually appear to flicker and are visu-

ally distracting. Although some NPR algorithms with good coherence (e.g., particle
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based method, NPR textures and spatial-temporal volume) have been proposed in

the general graphics area, applying these methods to AR/VR has many restrictions.

These algorithms require analysis of the entire sequence of videos, or full knowledge

of the 3D geometry of the scene. On the other hand, AR applications must run at

interactive frame rates, they cannot look ahead to future video frames, and have only

limited information about the geometry of the scene.

This thesis will focus on NPR algorithms with coherence for AR. We have in-

vestigated existing NPR algorithms with coherence in the general graphics and the

AR/VR communities. We divide these algorithms into two major categories based on

their approaches of maintaining coherence: image space algorithms and model space

algorithms. We will present three NPR algorithms in both categories with coherence

for AR in this thesis.

1.2 Thesis Statement

Blending the real world and virtual graphics content in a seamless way is a key to

improve user experiences in Augmented Reality. Non-photorealistic rendering is an

important approach to achieve this goal by stylizing both the real and the virtual

content. Maintaining temporal coherence is an important attribute for the visual

quality of the rendered results in NPR algorithms. We are focused on improving

coherence for AR NPR by leveraging information that is extracted from both image

space and model space.

1.3 Contributions

In this thesis we present three NPR algorithms with coherence for AR, two that are

image space algorithms and one that is a model space algorithm. Our contribution

is that we utilize the information that is extracted from both the real and virtual

content to maintain temporal coherence for AR NPR in our algorithms.

2



1 We present a watercolor inspired NPR algorithm for AR. Our contri-

bution is using Voronoi diagrams to produce the watercolor-like rendering

style with coherence at interactive frame rates.

Our algorithm produces a watercolor-like visual effect for the AR videos. Coher-

ence is achieved by computing the center average of edge pixels in each Voronoi cell

and re-tilling Voronoi cells based on these edge centers.

2 We present a painterly rendering algorithm in image space for AR.

Our contribution is using a pyramid structure to create the tensor field

and warping brush anchors in feature triangles between frames.

Our algorithm renders the AR video with a paint-and-brush style. A tensor pyra-

mid is presented to create the tensor field for each frame. Coherence is achieved by

warping brush stroke anchors from frame to frame and placing brush strokes at these

anchor positions. Each brush stroke is also re-shaped to provide better coherence in

the final rendering.

3 We present an NPR framework that supports temporal coherence in

model space for AR. Our contribution is a new anchor generation algo-

rithm that distributes point samples on a model’s surface. Another con-

tribution is a general averaging method to make the brush strokes more

coherent.

We present a model space NPR framework that supports temporal coherence for

AR. Our systems targets the painterly rendering style of NPR. The contribution of

our algorithm has two parts. The first part is the anchor sampling algorithm. This

algorithm maintains a proper density of brush anchors on the screen, which is a desired

feature for many NPR algorithms. This algorithm is also particularly suitable for AR,

as we do not know the camera motion in advance. By controlling the brush anchor

density in 2D and then back-projecting the anchors onto the surfaces, our algorithm

3



achieves better coherence for the brush stroke placement. The second contribution

is our method of averaging brush properties, including their skeletons and colors, to

achieve better coherence in the final rendering. Compared with existing methods,

our method allows us to smoothly blend curly brush strokes with a cubic B-spline

representation. We apply these methods to both static and animated models to create

a painterly rendering style for AR. Compared with existing image space algorithms

our method renders AR with NPR effects with a high degree of coherence.
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CHAPTER II

RELATED WORK

2.1 Introduction

There are a large number of NPR algorithms for both still images and videos in the

general graphics and AR/VR literature. The most applicable approaches related to

our work are video NPR and real-time NPR, in which coherence is a key issue.

Based on the type of input data and the solutions of maintaining temporal coher-

ence for the rendered results, we divide the existing algorithms in video and real-time

NPR literature into two main categories: image space algorithms, and model space

algorithms.

In the image space approaches the input is a sequence of real-world images (i.e.,

from video) or computer-synthesized images. We have only very limited knowledge

of the geometric information of the scene. In contrast, we have the full 3D geometry

of the scene as input in the model space approaches. Various methods of maintaining

temporal coherence have been studied in these two categories. Researchers also have

proposed methods that use both the information from the the images and models to

improve temporal coherence. We will discuss each of these in turn.

2.2 Model Space NPR Algorithms

Model space NPR algorithms render 3D scenes with stylization. Among all of NPR

algorithms that stylize 3D models and scenes, we will focus on the algorithms that

can maintain temporal coherence of the final rendering for animated 3D scenes. In

this category, while almost every model space NPR approach uses the geometry in-

formation of the 3D models to provide coherency, they use this information in various

5



ways. There are several major types of algorithms in the model space approach for

maintaining coherence: particle based algorithms, pre-built non-photorealistic tex-

tures, and geometry analysis and brush parameterization based algorithms. Each

major type of algorithms has different approaches to maintain coherence across the

resulting images.

Among all of these NPR algorithms in computer graphics literature, probably

Barbara Meier’s particle based algorithm is the first and one of the most influential

NPR algorithms for rendering 3D models with temporal coherence [60]. Her algo-

rithm inspired many later researchers. A variety of NPR algorithms for rendering 3D

models are proposed and studied to further improve the coherence for rendering 3D

models [51, 59, 47].

2.2.1 Particle Based Algorithms

Image and video NPR has been attracting researcher’s attention in computer graphics

community for decades. Gooch et al.’s book gives a comprehensive overview of NPR

algorithms [26].

Directly applying NPR techniques designed for still images to videos yields flick-

ing in the final results. The brush strokes created at each individual frame cannot

smoothly transition to the next frame, causing an annoying “shower door” effect.

Winkenbach et al. [75] and Curtis et al. [21] observed and recognized the challenge of

maintaining temporal coherence in brush-based NPR systems.

Barbara Meier presented an influential particle based NPR system that achieves

high quality temporal coherence for animated 3D scenes [60]. She formally identified

the “shower door” effect (i.e., the rendered scene appears as if it were being viewed

through textured glass) as a major challenge for achieving frame-to-frame coherence

in animations. The undesired “shower door” effect is present in some NPR algorithms

because the brush stroke positions are fixed to the view plane instead of the animated

6



surfaces of the 3D models.

Meier’s algorithm places 3D particles on the 3D model surfaces. Each particle is

associated with a 2D brush stroke texture. The appearance of a brush stroke texture

is controlled by the geometric and lighting properties of the surface geometry. During

rendering, these particles with brush stroke textures are rendered from back to front.

The combination of 3D particles and brush stroke textures forces the brush strokes to

stick to the animated surfaces. Hence the brush strokes smoothly move from frame to

frame without any obvious ‘jumps’ during animation and camera motion. Her seminal

algorithm achieves temporal coherence for 3D models with a painterly rendering style.

The rendering pipeline of Meier’s algorithm is illustrated in Figure 1 [60].

Figure 1: Meier’s painterly rendering pipeline. Particles are generated on the model’s
surface by the particle placer. The particles, which are projected onto the screen, the
reference pictures, and the brush image are input to the painterly renderer. The
renderer looks up brush stroke attributes in the reference pictures at particle’s pro-
jections on the screen, and then renders brush strokes for the final result. (image
from [60])

Meier’s algorithm generates 3D particles on model surfaces and associates them
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with brush stroke textures to achieve coherence in NPR. One major factor that con-

tributes to the success of her algorithm is the generation of 3D samples on surfaces.

Her algorithm picks samples in triangles with a probability proportional to the area

of the triangles. However, the sample set generated by this method is uniform across

the mesh surface space instead of across screen space. As a result, the 2D projections

of these 3D samples at each frame are not uniformly distributed on the screen for

brush placement. The same problem shows up when we apply her algorithm to render

virtual objects in AR/VR. We will discuss the importance of 3D sampling on surfaces

for the purpose of NPR later in this section.

Meier’s algorithm renders back-facing particles, which can introduce visual arti-

facts in the final rendering, since the occluded geometry may become visible in certain

scenarios. On the other hand, particles will pop in and out as they become visible and

invisible if the method culls the back-facing particles. This problem can be alleviated

by a better sampling algorithm that can adjust the density of samples on surfaces to

make brush strokes perfectly cover the screen. During the rendering of each frame,

the particles are sorted by distance from the current viewpoint. There will be some

popping of brush strokes in front or behind one another as the particles are animated.

Meier’s inspiring algorithm has been adapted and extended by many researchers

to create various NPR effects with coherence for rendering 3D models. Kowalski et al.

extended Meier’s work and used stroke-based procedural textures, called “graftals”,

to render fur, grass and trees [51]. Their approach places graftals at silhouettes

but tends to omit them in interior surface regions. The appearance of graftals can be

controlled by users to produce different stylizations. The key for maintaining temporal

coherence in their approach is placing graftals with controlled screen-space density

matching the aesthetic requirements of stylization, and sticking them to surfaces in

the scene. To meet the requirement that graftals appear to stick to surfaces in the

scene, they convert the 2D screen position of a graftal to a 3D position on a surface.
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This is achieved in O(1) time (per graftal) by using the ID reference image to find

the triangle (and the exact point on the triangle with a ray test) corresponding to a

given screen position. Their approach also uses multi-level hierarchy to store brushes.

Their method changes the number of brush levels to be drawn to improve coherence

in the camera motion, as shown in Figure 2.

Figure 2: A treetop rendered with three-level static graftals. When the camera zooms
in, all three levels are drawn (a). As the camera zooms out of the scene, only two
levels are drawn (b), and finally just the base level is drawn (c). (image from [51])

Using levels of detail to adjust the number of brush textures that are applied to

a surface is also useful for rendering models in AR. Because models such as plants

are very common in AR games, these level of detail methods are particulary suitable

for rendering objects such as trees and grasses without painstakingly analyzing the

detailed geometry. This method is an alternative to distributing samples on complex

geometry for maintaining coherence in NPR. When the camera zooms in or zooms

out, it may be necessary to apply additional techniques such as alpha blending to

make the appearance and disappearance of brush textures look more smooth.

Following Kowalski et al.’s rendering algorithm, Markosian et al. proposed to

place static graftals on surfaces during the modeling phase and did not redistribute

the graftals each frame to maintain temporal coherence [59]. Combing the work of

9



Meier and Kowalski, Kaplan et al. proposed an interactive NPR system for model

rendering with better coherence support [47].

Point sampling is a key step for particle based NPR algorithms. It is also impor-

tant for rendering the 3D virtual objects in AR/VR with coherence. We will discuss

the variants of 3D point sampling algorithms in the following section.

2.2.1.1 Surface Sampling for Particle Based NPR Algorithms

Generating 3D anchors on model surfaces is a key step for the particle based NPR

algorithms, since their 2D projections are the locations for brush placement in the

rendering stage. A more general version of this problem, point sampling on arbitrary

surfaces that satisfies a certain distribution, is an important research area in computer

graphics. Point placement can benefit many graphics applications, such as texture

mapping [70], non-photorealistic rendering [60], remeshing [69, 1], and point-based

graphics rendering [29].

One popular basic solution for generating 3D samples on surfaces is to randomly

generate 3D samples on triangles using barycentric coordinates in a manifold mesh.

The possibility of generating a new 3D sample point on a triangle is proportional to

the ratio of the area of this triangle and the total area of the mesh. This solution can

be applied to arbitrary surfaces. Although the samples usually do not exactly satisfy

the spatial uniformity property, this method provides a good initial sample set that

can be refined by more complex sampling algorithms [7].

The quality of many sampling algorithms is often measured by the blue noise

distribution. A sample set with a blue noise distribution means it has a uniform and

unbiased distribution in the spatial domain, and it does not have low frequency noise

and structured bias in the frequency domain. A lot of blue noise sampling algorithms

have been proposed and studied by graphics researchers, such as [56, 18, 62, 74, 25, 14].

Blue noise sampling on surfaces is particularly interesting in computer graphics.
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Pastor et al. proposed a point hierarchy structure for blue noise surface sampling [63].

Alliez et al. [1] and Li et al. [54] presented sampling methods with parameterizations.

However these algorithms need to pre-generate data sets offline before the sampling

process.

Nehab et al. used voxel grids to store samples [61]. Wei proposed a parallel dart

throwing approach for blue noise sampling [74]. Nehab and Wei’s approaches inspired

Bowers et al., who presented a parallel Poisson disk sampling scheme that uses the

GPU to sample surfaces at an interactive frame rate [7]. Fu et al. [25] and Cline et

al. [14] used a geodesic distance metric for generating surface samples.

The algorithms for generating 3D samples, such as the basic sampling by triangle

areas, and more advanced blue noise sampling as we discussed above, can be used for

creating 3D anchors in brush based NPR. These existing algorithms produce samples

on model surfaces that are evenly distributed in the spatial domain. However, we

often need brush anchors that are evenly distributed in screen space for the purpose

of brush stroke placement in the rendering stage. Also, most of these blue noise

sampling algorithms are slow and unsuitable for interactive applications. In other

words, 3D anchors generated by these existing algorithms are usable, but not ideal

for brush based NPR in AR. To solve this problem, my thesis includes an algorithm

for generating 3D samples on surfaces whose projections are uniformly distributed

the screen space for optimized brush stroke placement.

2.2.2 Pre-built Non-photorealistic Textures

Pre-built non-photorealistic textures can also be used in the model space approach

when the 3D geometry is given. These approaches create stylized NPR textures offline

and map the textures to object surfaces.

Some researchers such as Horry et al. [43], Wood et al. [78], and Buck et al. [8]

have built hybrid NPR/IBR (i.e., image based rendering) systems where hand-drawn
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art was re-rendered for different views. These IBR based approaches directly use

images created by artists to stylize the scenes for producing various rendering effects.

These methods are particularly useful for VR NPR, in which we can prepare stylized

textures from a set of view points offline.

Following the spirit of these IBR systems, Klein et al. used a variant of mip-map

texture called an “Art Map” to render a virtual environment with coherence [48]. In

a preprocessing stage, they capture photos of a real or synthetic environment, map

the photos to a coarse model of the environment, and run a series of NPR filters

to generate textures. At runtime, the system re-renders the NPR textures over the

geometry of the coarse model, and it adds dark lines that emphasize creases and

silhouettes.

The key component to achieve coherence in their algorithm is the pre-processed

stylized textures. Their approach applies NPR filters to stylize each level of the mip-

map texture which is the captured or synthesized image of the environment, and

then maps these stylized textures onto the surfaces of the coarse 3D models during

rendering. Note that the “Art Map” approach can be integrated into the particle-

based algorithms, since it also applies textures to animated surfaces. In particular,

it improves the coherence and visual quality when the camera zooms into and zooms

out of a 3D scene. Figure 3 shows an example of the “Art Map” approach with

NPR-stylized textures, which can be directly mapped on surfaces for rendering.

An advantage of this approach is the real-time speed with the use of graphics

hardware. The processing of the “Art Map” can be done off-line, and the rendering

still uses standard rasterization with texture mapping. This is important for interac-

tive AR/VR applications. However, the results produced by these algorithm do not

follow the process of real human artists. For example, real artists often draw brush

strokes across the boundary of different objects in a painting, while the pre-built tex-

ture methods always map the stylized texture rigidly to the boundary of the object
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Figure 3: An example of the “Art Map”. Each level of the texture is stylized, and
brush stroke size is constant across multiple levels to maintain coherence. (image
from [48])

geometry. Hence these algorithms do not produce faithful painterly rendering results.

Praun et al. presented a finer “Tonal Art Map” to extend Klein’s method [65].

Their algorithm renders hatching strokes over surfaces. The algorithm scales strokes

within the hatch images to attain appropriate stroke size and density at all resolutions.

It also organizes strokes to maintain coherence across scales and tones. At runtime,

hardware multi-texturing blends the hatch images over the rendered faces to locally

vary tone while maintaining both spatial and temporal coherence. Figure 4 illustrates

an example of the “Tonal Art Map” with a single hatching style. Note the stroke

density is gradually increased from left to right, which gives inherited coherence for

later texture mapping on surface.

The work described by Salisbury et al. [67] and Winkenbach et al. [75] has a similar

spirit to Praun’s work. They use a prioritized stroke texture, which is is a collection

of strokes, that simultaneously conveys material and continuously-variable tone for

NPR.

Some other researchers [58, 22, 52] have also addressed the 3D hatching problem

with coherence. Markosian et al. introduced a simple hatching style indicative of a
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Figure 4: An example of the Tonal Art Map. Note the strokes in an image inherit
all strokes to the left and top from it. (image from [65])

light source near the camera by scattering a few strokes on a surface near its silhou-

ettes [58]. Elber showed how to render line art for parametric surfaces at interactive

frame rates [22]. His algorithm maintains coherence by choosing a fixed density of

strokes on the surface regardless of viewing distance. Finally, Lake et al. described

an interactive hatching system with stroke coherence in image space, rather than in

model space [52].

While the sketch with hatching rendering style is useful for the purpose of technical

illustration in AR/VR, the speed is the bottleneck of many of existing algorithms.

Also, it is a non-trivial work to prepare proper hatching textures for AR, as we do

not know what will be in the future video.

2.2.3 Geometry Analysis and Brush Parameterization

We believe the two major types of approaches we explored above are typical and in-

spiring in maintaining coherence for many NPR styles, such as brush based painterly

rendering. There are still a large number of papers that are dedicated to rendering

3D models with other NPR styles with coherence. The algorithms for maintaining

frame to frame coherence in these approaches are mainly based on analysis and pa-

rameterization of brushes and object geometry. We will discuss some representative

algorithms in the graphics literature below.

Some semi-automatic NPR systems need human input as the starting point for
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producing stylized results for 3D models. For example, Tolba et al. [68], Cohen

et al. [15], and Bourguignon et al. [5] presented NPR systems that allow an artist

to simply draw in the image plane and then render models with stylization. They

simplified the underlying geometry in these systems. Hanrahan et al. presented the

first NPR system that allows users to paint on surfaces [33]. Their system enable

designers to paint textures directly on 3D models by projecting screen space brush

strokes onto the 3D surfaces and then into texture space, where they are composited

with other strokes. They fix the strokes on surfaces and do not change them with

lighting or viewpoint, which limits the coherence and the quality of the final rendering.

Inspired by these techniques, Kalnins et al. implemented the WYSIWYG NPR

system [46]. Their system can produce a sketch and hatching style for models with

the user input. The system has three categories of strokes: silhouette and crease lines

that form the basis of simple line drawing, decal strokes that suggest surface features,

and hatching strokes to convey lighting and tone. It allows the user to control brushes

in each category with various settings to achieve different stylization.

To maintain temporal coherence, their algorithm assigns consistent parameteri-

zation to the strokes in each category. Creases are parameterized and fixed on the

model. Silhouettes are view-dependent from frame to frame, so it is difficult to main-

tain coherence for silhouettes. They adopt a simple heuristic described by Bourdev

et al. [4] for the silhouette strokes. They begin by assigning all strokes an arclength

parameterization. In each frame, they sample the visible silhouettes, saving for each

sample its surface location and its parameter value. In the next frame, they project

the sample from 3D into the image plane. Then, to find nearby silhouette paths,

they search the ID reference image by stepping a few pixels along the surface normal

projected to image space. If a new path is found, they register the samples parameter

value with it. Since each new path generally receives many samples, they use a simple

voting and averaging scheme to parameterize it. In addition to the stroke coherence,
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they also maintain hatching coherence by creating a hatch group with multiple levels

of detail. Note that this is similar to the idea that we discussed about pre-built NPR

textures.

Hertzmann et al. also addressed generating hatching on surfaces to convey shape

and tone for 3D models [41]. Kalnins et al. proposed a new algorithm for maintaining

stroke coherence by parameterization propagation [45]. Their algorithm picks evenly

spaced samples from each brush path at a frame fi. Each sample contains a triplet:

its 3D location on the mesh, its brush path ID, and the paramter t to be propagated.

They record the 3D position as a barycentric location in a mesh triangle. In the next

frame fi+1, they try to register/warp the samples from frame fi against the silhouette

paths in frame fi+1 to propagate the parameterization.

2.2.4 Discussion

The major types of algorithms in model space that we described above are inspiring

for NPR in the AR/VR domain. In AR we have the full geometry of the virtual

content, so it is possible to apply a particle based algorithm for placing anchors on

surfaces for brush based NPR. However, we usually do not have the camera trajectory

in AR, as it is controlled by the user. The particle sampling methods used in Meier’s

and follow-on work are generated on model surfaces. The projections of particles on

the screen are not evenly distributed in image space. As a result, the anchors can

be sparse or crowded in certain areas on the screen when the camera is in motion.

Other more complex sampling schemes, such as Possion disk sampling and blue noise

sampling on surfaces, are designed to generate samples that are uniformly distributed

over the 3D surface. On the other hand, brush anchors that are evenly distributed

in image space are important for brush based NPR methods, since we need to place

brush strokes at projected positions on the screen. Hence the anchors given by these

sampling algorithms are not ideal for brush based NPR. To solve this problem we will
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propose a better sampling algorithm for NPR in this thesis.

The pre-built NPR textures can be directly applied to a model’s surface during

rendering, so it is also applicable in AR NPR. An advantage of this approach is that

the texture pyramid can be built offline and the texture mapping is easy to perform

using graphics hardware for real-time rendering. However, this method can only be

used on models with textures. Also, this rendering process does not mimic a real

artist’s painting process to create faithful painting results. For example, in a brush

based NPR a brush stroke can cross the boundary between surfaces, but the pre-built

NPR textures always align textures to the geometric boundaries. Hence this approach

is only a partial solution for AR NPR.

Perhaps the biggest drawbacks for all of these algorithms is we usually do not have

the detailed information about the scene geometry in the video in the context of AR. It

is possible to obtain partial information about the scene, including the orientation and

position of markers, from vision-based tracking. This partial information is usually

not sufficient for reconstructing the scene geometry. As a result, we cannot apply the

particle based methods to find accurate anchors or warp them from frame to frame

for the real world content in AR.

2.3 Image Space NPR Algorithms

In image space approaches, some researchers extended NPR techniques from still

images to video and used optical flow to achieve temporal coherence [55, 40]. Some

other researchers treated the video as a spatiotemporal volume and analyzed the video

volume globally to obtain better coherence [16].

2.3.1 Optical Flow

Litwinowitcz first proposed the use of optical flow to improve coherence for video

NRP [55]. His algorithm uses the optical flow vector field as a displacement field to

move the brush strokes to new locations. Brush stroke anchors are moved to new
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subpixel locations from frame to frame to maintain coherence. His algorithm used

Delaunay triangulation and mesh subdivision to help add new brush stroke anchors

in regions that are too sparse. He also removed brush stroke anchors in regions

that become overly dense. In his implementation he chose the optical flow algorithm

from Bergen’s work [3]. The process of moving brush stroke anchors and adding new

anchors is shown in Figure 5.

Figure 5: (a) Initial brush stroke positions shown in black dots. (b) The four middle
strokes are to be moved to new locations that are computed by optical flow. (c)
Delaunay triangulation of the new set of strokes. (d) Red points are new vertices
that are added to maintain the brush density. (e) The updated list of brush strokes.
(image from [55])

This algorithm can provide a certain degree of temporal coherence for video NPR.

However, newly added strokes can appear in front of old strokes so the final result

may scintillate.

Litwinowitcz’s algorithm is the first approach in the literature that tries to use

optical flow to maintain temporal coherence for video NRP.

Hertzmann et al. placed varied brush strokes on still images by following normals

of image gradients [38]. He extended his algorithm and Litwinowitcz’s work to video

and also used optical flow to maintain temporal coherence [40]. This paper presented

two methods for keeping temporal coherence: a crude region based paint-over method,

and an optical flow based improved paint-over method. He also presented an energy

function as a guide to place brush strokes on canvas, and used optical flow to warp

brush stroke control points to achieve coherence [37]. Kovacs and Sziranyi proposed a

similar painterly rendering technique that also uses optical flow to reduce flicker [50].
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Optical flow has inspired many researchers to propose new algorithms for main-

taining temporal coherence for video NPR. Many NPR algorithms involve textures,

such as brush stroke textures, that simulate the appearance of various NPR effects.

Bousseau et al. produced a watercolor effect for video [6]. Their method uses two

different approaches to achieve temporal coherence. To preserve coherence of the wa-

tercolor texture itself, the method advects a set of pigmentation textures along lines

of an optical flow field that has been computed for the video.

Hays and Essa also used an improved optical flow method to process video with

different artistic styles [36]. The key difference between their approach and Litwinow-

icz’s work is that they add more properties such as opacity to the brush strokes. Also,

their approach places temporal constraints on the brush stroke properties by inter-

polating gradient values to improve coherence.

In general, the optical flow based NPR algorithms provide a certain degree of

coherence. It is applicable for AR NPR, as it requires only the pixel information from

the AR frames. The quality of coherence is decided by the underlying algorithms for

estimating the pixel motion fields. The quality cannot be improved further without

any advanced knowledge of the scene. Errors present in the motion field estima-

tion can accumulate and propagate quickly to later frames. Hence the brush strokes

eventually become incoherent when rendering a long sequence of frames. A possible

solution to amend this drawback requires expensive manual correction, which is dis-

cussed by Green et. al. [66]. However this correction method of the motion fields

is not applicable for real-time AR, since there is no opportunity for human input in

rendering in AR.
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2.3.2 Spatiotemporal Volume Analysis

Recently, researchers in graphics and computer vision have treated video sequences as

spatiotemporal volumes by stacking sequential frames along the time-axis for analy-

sis and post-processing. The video volume is then divided into semantic regions with

coherence which can be further refined by user input. This approach improves co-

herence using global optimization, compared to optical flow that typically finds only

pixel motion correlation between consecutive frames.

Comaniciu et al. developed a spatiotemporal segmentation technique (“kernel

mean shift”) for images [17]. Wang et al. proposed using “anisotropic kernel mean

shift” to extend this algorithm to video [71]. The segmentation divides the video

volume into pixel clusters with similar visual properties in such a way that these

clusters/regions have a low spatiotemporal coherence. He also presented a semi-

automatic system that can transform a video into a cartoon-like style [72]. Their

approach overcomes the coherence problems by accumulating the video frames into

a 3D volume and clustering pixels in spatiotemporal space. Klein et. al. also used

the spatiotemporal volume in their system called “video cubism” that enables users

to interactively create NPR effects [49].

Collomosse et al. improved Klein and Wang’s approaches and presented a more

general NPR system called the “Stroke Surface” that can create abstract animation

from video with high temporal coherence [16]. A visualization of a spatiotemporal

volume of a video from Collomosse’s work is shown in Figure 6.

Collomosse’s approach treats the video sequence as a spatiotemporal array of col-

ors, that is a voxel volume formed by stacking sequential frames over time. There are

three components in their system. A computer vision front end parses and analyzes

the video. An intermediate representation provides an abstract description of the

input video. A computer graphics back end synthesizes the output from the first two

components and renders the video with NPR effects. The key to achieve coherence
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Figure 6: A visualization of the Stroke Surfaces. The sematic object (sheep) is
segmented from the video sequence. The intersection between this object and the
time plan generates the boundary of this object, which is described by multiple stroke
surfaces. (image from [16])

in their system is to use computer vision techniques with heuristics to create seman-

tic associations between regions in adjacent frames. The regions are recognized and

connected over frames to produce video objects, as shown in Figure 6. These ob-

jects carve subvolumes through the video volume delimited by continuous isosurface

patches, which are called “Stroke Surfaces”. To render a frame at time t the computer

graphics back end intersects the stroke surfaces with the plane z = t to generate a

series of splines corresponding to region boundaries in that frame.

These spatiotemporal algorithms require a thorough analysis of the whole video

sequences to extract meaningful objects. The main problem of applying spatiotem-

poral algorithms to AR NPR is that we do not know what will be in future frames.

The information we have in AR is the frames that happened before the current frame.

The accuracy of sematic segmentation methods depends on the underlying computer

vision techniques. This can be affected by the change of lighting conditions and other
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factors in the AR video. In addition, the speed of the spatiotemporal algorithms is a

bottleneck for AR NPR.

2.3.3 Image Processing Techniques for Coherence

Optical flow and spatiotemporal volumes are two major approaches in maintaining

coherence for video NPR. Both of them heavily rely on the underlying computer vision

and machine learning algorithms for understanding the coherence between pixels from

frame to frame.

In addition to these two major approaches, a lot of researchers utilize various well-

established image processing techniques to enhance coherence for video NPR. Since

the techniques they employ vary and cannot be easily categorized under a general

framework, we will discuss some typical and influential algorithms in this section.

Gooch et al. automatically created monochromatic human facial illustration from

Difference of Gaussian (DoG) edges [27]. Inspired by their work, Winnemöller et al.

proposed a real-time video abstraction scheme [77]. They define DoG edges using a

smoothed step function to increase temporal coherence in animation. This version

of DoG edge detector produces more robust and coherent edges in video stylization.

They also perform an optional color quantization step on the video frames to create

a cartoon or paint-like effects. They argue that their quantization has a significant

advantage in temporal coherence. In the standard quantization a small luminance

change can push a value to a different bin, thus causing a large output change for a

small input change. This introduces flickering, especially for noisy input. Their soft

quantization method spreads changes over a larger area, making it less noticeable.

Their gradient-based sharpness control can further minimize the impact of sudden

changes in low-contrast regions.

Image processing techniques for use in coherence is limited in the domain of AR.

Similar to the spatiotemporal algorithms, most of the image processing algorithms
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need to know the entire video sequence in advance. The important parameters in

these algorithms, such as the thresholds for edge detection and color quantization,

are very difficult to decide in interactive AR applications.

2.3.4 Discussion

The image space algorithms we discussed above usually cannot be directly applied

to the AR/VR domain. There are several reasons. First, in real-time AR we do

not have information or knowledge beyond the current frame. We can only access

the information of frames that are before the current frame. On the other hand, the

spatiotemporal volume algorithms and their variations heavily rely on the underlying

computer vision and machine learning techniques to analyze the content of the entire

video sequence. They usually need to go through the entire video sequence, and then

find the segmented objects in frames for later coherence processing.

Second, AR requires real-time performance. Most of the existing image space

algorithms are designed to process the video offline. They are not usually executed

at interactive frame rates. The characteristics of AR make it difficult to extend these

existing image space algorithms into the AR domain.

2.4 NPR Algorithms in AR/VR Areas

NPR is an important approach to blend real-world video with computer generated

graphics content. This can be used in many AR applications, and as such, it has at-

tracted researcher’s attention in the AR/VR community. Quite a few NPR algorithms

have been proposed and studied.

Perhaps one of the earliest pieces of works in AR NPR was done by Fischer et

al. in 2005 [23, 24]. For the first time they argued that stylizing both the virtual

and real content is an important alternative for creating user immersion in AR. They

presented several NPR styles, such as a cartoon-like style, for AR applications. They

leveraged the power of the GPU to detect strong edges in AR frames, and blend colors
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to create a cartoon-like stylization for AR. They used GLSL to achieve a interactive

frame rate in rendering.

Haller et al. compared photorealistic rendering and NPR for AR [30, 32]. He also

presented a sketch style rendering for AR [31]. Their algorithms directly apply the

NPR methods designed for still images to image sequences in video. As a result the

final rendered videos appear to flicker.

2.4.1 Discussion

Not much research has been done for maintaining temporal coherence for real-time

AR NPR. A typical frame from an AR video is a mixture of a computer synthesized

image and a real world background. However, the algorithms in the image space and

model space approaches discussed above are usually not directly applicable for AR

applications.

There are several differences between NPR for AR and NPR for video and 3D

models. First, AR applications usually require real-time performance. Second, we do

not have any information beyond the current video frame in AR. Third, we usually do

not have detailed information about the scene geometry in the video. Fourth, we do

have complete information about the virtual content, and partial spatial information

of the scene from tracking. These unique characteristics of AR imply that existing

video NPR techniques cannot be easily extended into the AR domain.
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CHAPTER III

WATERCOLOR INSPIRED NON-PHOTOREALISTIC

RENDERING FOR AUGMENTED REALITY

In this chapter we present a watercolor-like rendering technique for AR. This al-

gorithm uses the Voronoi Diagram to tile AR frames and produces a watercolor-like

style in the final rendering results. The coherence is achieved by re-tiling Voronoi cells

along the detected edges in each frame. This algorithm is an image space method for

maintaining the coherence of the rendered AR video.

3.1 Algorithm Overview

Water-colorization for static images and videos is an interesting topic with a long

history. Curtis et al. uses an ordered set of translucent glazes to model watercolor

effects [21]. They use a Kubelka-Munk compositing model to simulate the optical

effect of the superimposed glazes. The method operates on each frame independently.

Bousseau et al. proposes a method for maintaining temporal coherence in watercolor-

like video [6]. Their method employs texture advection along lines of optical flow to

maintain texture coherence, and mathematical morphology to maintain abstraction

coherence. All these past methods have focused on offline processing of a complete

video sequence, but are too time-consuming for online rendering in a live AR video

system.

The idea of using Voronoi diagrams is inspired by several NPR papers [35, 2].

Those papers use Voronoi diagrams to create various non-rigid rendering styles, such

as the digital mosaic style for images and videos. The Voronoi diagram can also

be used to tessellate surfaces [53]. We found that the 2D Voronoi diagrams can be
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effectively used to produce a watercolor inspired effect for live AR video in real time.

This approach creates a non-rigid color bleeding along the edges of objects in the

video. Also, by re-tiling Voronoi cells along edges detected in the video frame, it

keeps a certain degree of visual coherence in the output video.

The algorithms in this approach can be divided into two parts: creating a watercolor-

like style using a 2D Voronoi diagram, and keeping visual coherence by detecting

strong edges and re-tiling the Voronoi cells. In the first part, an AR video frame is

processed using a Voronoi pattern to produce the color bleeding effect. In the second

part, Voronoi cells are re-tiled to keep visual coherence in each independent video

frame. Our algorithm uses the GPU to efficiently process the frame in shaders, so

this method is applicable for real-time high resolution AR live videos with a modern

graphics card.

3.2 Watercolor NPR Algorithm Descriptions

3.2.1 Using Voronoi Diagrams to Tile the Image

Given an AR image that is a blend of video and computer-generated objects, our

first task is to create a tiled version of this scene. We begin by creating a tiling of

the plane with a Voronoi diagram, and then we color these tiles based on the original

image. We use a jittered sampling of the plane in order to create the centers of the

Voronoi cells for our tiling. Assume the size of the video frame is W ×H, and that

we will create m× n tiles. The jittered center of the Voronoi cell at the i-th row and

j-th column is then chosen as follows:
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2
< Rx, Ry <

1

2

To create the Voronoi cells, we use the observation that a Voronoi diagram can be

created by placing a cone at each of the cell centers [35]. The portion of a given cone
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that is closer than all other cones delineates one of the Voronoi cells. Using graphics

hardware, these cones are approximated by collections of polygons, and the closest

portions of the cones are determined by depth buffering. We rasterize m × n cones

at the centers V (i, j) with depth buffering enabled in orthographic projection. For

example, we render 80× 60 cones for a 640× 480-pixel frame. During rasterization,

each cone is given a unique RGB color so that the region of each cone can be identified

by examining the pixel colors from the framebuffer. The framebuffer that we read

back is divided into m × n Voronoi regions by the Voronoi cells. Figure 7 shows a

low resolution version of what the frame buffer looks like after the cones have been

rasterized. The screen is divided into many irregular hexagon-shaped Voronoi regions.

The black dot in each region is the Voronoi center, which is also the vertex of the

corresponding cone. Note the shape of Voronoi regions in this method depends on the

locations of the cell centers. We can obtain rectangle-shaped Voronoi regions if the

cell centers are located at the grid centers. In our tiling method, we choose to place

the Voronoi cell centers at the jittered grid centers to obtain the hexagon pattern,

since it looks less rigid and produces a more natural color bleeding effect that mimics

the human artist’s work.

The index of the Voronoi region for pixel (i, j) is decoded from its RGB color,

since we render each cone with a unique color. These regions form a Voronoi pattern

that we then use to create a watercolor-inspired style for the AR video frame. To

produce the final tiled image, we color each Voronoi cell according to the average color

of the original image within the cell. Figure 8 shows an original AR video frame, and

the frame stylized using such a Voronoi tiling. Note that others have used Voronoi

tilings to create mosaic rendering styles for single image off-line non-photorealistic

rendering [35, 2].

Many watercolor paintings include dark strokes that highlight object silhouettes.

In the next step we mimic this style by detecting and drawing strong edges in the
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Figure 7: A Voronoi pattern in the frame buffer. We have used different colors for
each region in this image to make the regions easy to see. In the actual algorithm the
color of each region is determined by its region index k.

Figure 8: Left: original AR frame. Right: the AR frame tiled by a Voronoi pattern.

video frame. By combining these two steps (tiling and edge drawing) we produce a

watercolor inspired NPR style for augmented reality.

3.2.2 Fast Edge Detection in an OpenGL Shader

Edge detection is a common technique for NPR rendering, since many NPR styles

highlight silhouettes and strong edges. For example, Fisher et al. uses YUV color

space to detect strong edges in AR video frames [23].
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In our algorithm, we first render the virtual objects using a simple toon shader,

and later detect edges in this AR frame. The reason that we use a simple toon shading

instead of default OpenGL Gouraud shading is that we want to exaggerate the color

difference between objects so we can get better edge detection results.

Our toon shader performs intensity thresholding to create just three discrete sur-

face intensities instead of using continuous shades for an object’s surface. The code

of our fragment shader for toon shading is given below.

1 varying vec3 lightDir, normal;

2 uniform vec3 myColor;

3 void main()

4 {

5 vec4 color;

6 vec3 n = normalize(normal);

7 float intensity = clamp(dot(lightDir, n), 0, 1);

8 if (intensity > 0.7)

9 color = vec4(myColor, 1.0);

10 else if (intensity > 0.2)

11 color = vec4(0.4 * myColor, 1.0);

12 else

13 color = vec4(0.1 * myColor, 1.0);

14 gl_FragColor = color;

15 }

The virtual objects and the video background are rendered and combined to a

texture. Edges are detected in a fragment shader in the GPU so we do not need to

copy the pixel data of this texture to the CPU. The pixel information in both of RGB

and YUV color space are used to detect edges. The pixel conversion between these

two color spaces can be performed in the fragment shader as shown below.

1 mat4 RGBtoYUV;

2 vec4 rgb = texture2D(tex, texcoord);

3 vec4 yuv = RGBtoYUV * rgb;
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The equation for edge detection is shown below. ▽ is the color difference along

the x-axis and the y-axis. If this value is larger than a threshold then this pixel is

considered to be an edge pixel.

EdgeY UV = (1− α) · | ▽Y |+ α · | ▽U |+ | ▽V |
2

(2)

EdgeRGB =
| ▽R |+ | ▽G |+ | ▽B |

3
(3)

EdgeP ixel =















Yes if β · EdgeY UV + (1− β) · EdgeRGB > threshold

No if β · EdgeY UV + (1− β) · EdgeRGB ≤ threshold

(4)

An AR video frame with edge detection and its final rendering by combining the

two steps are shown in Figure 9. The silhouettes are detected for three virtual objects

(the teapot, the cube and the bunny) and for the objects in the real world.

Figure 9: Left: detected edges in the AR frame. Right: final watercolor-inspired
stylization of the AR frame.

3.2.3 Re-tiling Voronoi Cells for Coherence

Visual coherence is a key challenge in video NPR processing. Many papers have

studied this topic. Bousseau et al. uses advection texture to keep temporal coherence

in watercolor rendering for a general video [6]. However, their method is too expensive
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to use for real-time AR video. We use the information in image space to provide

coherence support for the watercolor rendering style.

We keep visual coherence by re-tiling Voronoi cells along the strong edges in the

scene. If we keep the same Voronoi pattern and apply it to each video frame all the

time, the output video would have an undesired “shower door” effect. The underlying

Voronoi pattern would remain static in the rendered results. To avoid this problem we

re-tile the Voronoi cells along the strong edges in each video frame, thus generating a

new Voronoi pattern. Our approach is to pull each Voronoi cell towards strong edges

in the image. This gives the appearance of color bleeding between regions since the

cells will straddle two regions that are separated by an edge. Note that this is in

some sense the reverse of Hausner’s technique of having Voronoi cells aviod strong

edges [35]. Our procedure is as follows:

1. Go through each Voronoi region to compute the average center of all edge pixels

in that region. This average edge pixel location becomes the new center for a

cell. If the number of edge pixels is smaller than a threshold in a region, then

keep the previous center for that region.

2. Move the Voronoi cells to the new centers and rasterize the cones again.

3. Read back the frame buffer and use it as a new Voronoi pattern.

Figure 10 gives an example of re-tiling a Voronoi cell to its new center.

Ideally we want to generate a new Voronoi pattern for each video frame, but this

is an expensive procedure since we need to read back the frame buffer from GPU to

CPU by using glReadPixels. To balance the speed and quality of the output AR

video, we do this re-tiling periodically, re-tiling the Voronoi cells and generating a

new pattern every 10 frames. We are investigating the possibility of performing the

tiling entirely on the GPU, which should allow us to generate a new tiling pattern

every frame.
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Figure 10: Move a Voronoi cell to the average center (the red dot) of all strong edge
pixels in the Voronoi region.

3.3 Implementation Details

The workflow of our NPR renderer is shown in Figure 11.

Figure 11: Workflow of the watercolor style rendering.

We used OpenGL extensions (ARB functions) and the GLSL shading language to

accelerate the rendering in the GPU. All intermediate results are rendered and ma-

nipulated as textures. By directly manipulating the texture in shaders we eliminated

the expensive data copy between the GPU and the CPU.

We created a Frame Buffer Object (FBO) with two frame buffers. The content
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of each buffer is linked with a texture ID and it can be directly used as a texture.

As shown in Figure 11, most steps are done by manipulating these two textures.

Shaders are used to render the virtual objects and to detect edges. The steps in the

rendering procedure are listed below. The numbers given in parentheses are shown

in the workflow graph.

1. Generate an initial Voronoi pattern (4).

2. Fetch a frame from the video camera and render the video background and

virtual objects (1, 2) to the first frame buffer in the FBO to generate the

original AR frame as a texture (3).

3. Copy this texture from the first frame buffer to the second frame buffer in the

FBO (3).

4. Use glMapBuffer to access (3) and modify the pixels based on the Voronoi

pattern in (4), and place the processed AR video frame into a texture (5).

5. Output the stylized frame to the quad. This process is done in a fragment

shader. The input to this shader are two textures, one containing the tiled

image and another with the edges. The shader draws the edges on top of the

tiled image.

6. Re-tile the Voronoi cells based on the detected edges.

The most expensive step is (5) in the workflow graph. This step computes the

average color of all Voronoi regions in the current pattern and assigns the color to

each pixel in the current frame. Also, this is the only step that can stall the rendering

pipeline because it calls glMapBuffer. It would be possible to accelerate this by

reading only a portion of the pixel buffer, processing the pixel data in a separate

thread, and then reading another portion of the pixel buffer. This should increase
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the speed when the pixel buffer is large. We did not resort to this in our system since

our video resolution is relatively small (640× 480).

Another possible way to eliminate the bottleneck of region coloring at higher

resolutions is to perform the non-regular color averaging using two textures (the

Voronoi pattern texture and frame texture) on the GPU. The algorithm has the

following steps:

1. Generate the Voronoi pattern.

2. Use two input textures in the fragment shader: the current AR frame texture

and the Voronoi pattern. For each pixel p, search its 16 × 16 neighbors in the

Voronoi pattern texture and record the positions (texture coordinates offsets)

of the neighbors that have the same color as the current pixel p.

3. Compute the average color of the pixels in this list of positions in the AR frame

texture and assign this color to p in the final output image.

Note this approach is similar to performing image convolution on the GPU. The

difference between our approach and the typical convolution is that in our case each

pixel has a unique kernel (i.e., its value and size varies from pixel to pixel), and ker-

nels for a same pixel change over time, where the typical convolution uses a constant

kernel for all pixels at all time. To implement this method in GPU fragment shader,

we find that we need to use a single loop and limit the number of searched neighbors.

Otherwise the shader may have too many operators and cannot be compiled success-

fully for the GPU. This is an important step to achieve real-time performance for live

AR video with higher resolution. The fragment shader is implemented as follows.

1 uniform sampler2D voronoi_pattern;

2 uniform sampler2D ar_frame;

3 varying vec2 texcoord;

4
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5 void main()

6 {

7 int max_size = 16;

8 vec3 avg_color = vec3(0.0, 0.0, 0.0);

9 vec3 ctr = tex2D(voronoi_pattern, texcoord).rgb;

10 int col, row;

11 int count = 0;

12 for (int i = 0; i < max_size * max_size; ++i)

13 {

14 row = i / max_size;

15 col = i - row * max_size;

16 row -= max_size >> 1;

17 col -= max_size >> 1;

18 vec2 offset = vec2(col * 1.0/512.0, row * 1.0/512.0);

19 if (tex2D(voronoi_pattern, texcoord + offset).rgb == ctr)

20 {

21 ++count;

22 avg_color += tex2D(ar_frame, texcoord + offset);

23 }

24 }

25 avg_color /= (count + 1);

26 gl_FragColor.rgb = avg_color;

27 gl_FragColor.a = 1.0;

28 }

Figure 12 illustrates an example of averaging pixels in a non-rectangular Voronoi

cell using GLSL.

Our system runs on a Windows PC with Xeon 2.2GHz CPU and an nVidia G7950

graphics card. This graphics card supports OpenGL extensions (e.g., Pixel Buffer

Object and Frame Buffer Object) and GLSL. We use a PointGrey flea camera, which

provides a crisp and bright video that is superior to Webcam videos. Pictures in this
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Figure 12: Averaging pixels in a Voronoi cell with GLSL. The blue area is a non-
rectangular Voronoi cell. The green area is the pixels in the AR frame that are covered
by the rasterized cell. The input of the fragment shader is the Voronoi pattern texture
and the current AR frame texture. The output color of a pixel in a Voronoi cell is
the average color of all pixels in this cell (the green pixels).

chapter are captured from a live AR video running in real-time. The video resolution

is 640 × 480 and the average frame rate is over 15fps. Our algorithm uses the GPU

to effectively process the image in shaders, so the method is applicable for higher

resolution AR videos with a fast graphics card.

3.4 Results

Figure 13 shows several screen shots from a live AR video processed by our watercolor

algorithms. The algorithm is running at real-time speed for stylizing the AR video.

This work has been published in VRST 2008 [10].
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Figure 13: Screen shots from a watercolor stylized AR video. Top row: three virtual
objects (a teapot, a cube and a bunny) standing on a real table. Bottom row: A
virtual dragon standing on a real table.

3.5 Discussion

We have demonstrated the use of Voronoi diagrams to create a real-time watercolor

inspired style for live AR video. We achieve visual coherence by detecting strong

edges and re-tiling the Voronoi cells along these edges. It would be possible to use

simulated paper and canvas textures as background for our algorithm, as done by [19].

This NPR algorithm provides temporal coherence by re-tiling Voronoi cells along

detected strong edges of the AR frames. The success of re-tiling relies on the underly-

ing edge detection algorithms. The coherence is lost if an edge is lost in detection in a

new frame. The accuracy of the edge detection is restricted by the video quality and

can be affected by exposure and lighting change in the scene. Hence the coherence in
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this algorithm is limited.
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CHAPTER IV

PAINTERLY RENDERING WITH COHERENCE FOR

AUGMENTED REALITY

Painterly rendering is an important category in the NPR literature. Such algorithms

can be extended to many brush based stylizations.

In this chapter, we propose a painterly rendering algorithm that demonstrates

significant coherence for AR. This algorithm is an image space method for maintaining

coherence.

This algorithm creates a painterly rendering effect for AR video by generating a

tensor field and placing bump-mapped curly brush strokes in the resulting frames. It

uses the correspondences of feature points across frames to warp and reshape the brush

strokes to maintain the temporal coherence. We choose the painterly rendering style

in our system, but our approach of maintaining temporal coherence can be applied

to other NPR algorithms (e.g., a sketching rendering style with hatching textures).

4.1 Algorithm Overview

The flowchart of our painterly rendering algorithm is shown in Figure 14.

We use multiple layer painting to compose the final result. In the tensor field

creation, we divide the input frame into regions and label each region as “highly-

detailed”, “middle-detailed” and “texture-less” based on each region’s overall edge

magnitude. We use different sets of properties for brush strokes to paint these regions

from the coarse layer to fine layer. During the painting, we allow a brush stroke from

a coarse layer to cut across regions in the fine layer, but do not allow this in the

opposite direction.
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Figure 14: Flowchart of our painterly rendering algorithm for AR. Three major steps
are enclosed by the dashed lines.

The final painting result is created by placing bump-mapped curly brush strokes

in an AR frame. The placement of brush strokes is guided by tensor fields of each

frame. Temporal coherence is maintained by warping the brush stroke anchors and

reshaping the brush strokes from the previous frame to the current frame. We track

feature points across frames, and brush stroke anchor warping is done by using the

three nearest neighboring feature points in barycentric coordinates. To our knowledge

this is the first attempt to achieve coherence of painterly rendering for AR.

4.2 Tensor Field Creation

To guide the orientation of the brush strokes, we first compute the tensor field on

an AR frame. One of the major advantages of a tensor field over a vector field is it
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allows direction ambiguity. The tensor field at a pixel does not distinguish between

the direction of θ and θ + π [79].

In the vector field, the magnitude P and orientation θ of a pixel can be computed

by the following image gradient operator:

Gx = 2I(x+ 1, y)− 2I(x− 1, y) + I(x+ 1, y + 1)

−I(x− 1, y + 1) + I(x+ 1, y − 1)− I(x− 1, y − 1) (5)

Gy = I(x− 1, y + 1) + 2I(x, y + 1) + I(x+ 1, y + 1)

−I(x− 1, y − 1)− 2I(x, y − 1)− I(x+ 1, y − 1) (6)

P =
√

G2
x +G2

y (7)

θ = arctan (Gy/Gx) (8)

I(x, y) is the gray scale intensity of a pixel at (x, y).

Note that many other edge detection algorithms in computer vision literature, such

as the Harris corner detector [34], will also work. In our experiment, this operator

from Canny edge detection is relatively fast and produces a good enough initial tensor

fields. Once the edge magnitude P and orientation θ of a pixel is computed, its tensor

value M is defined as follows:

M = P







cos 2θ sin 2θ

sin 2θ − cos 2θ






(9)

The eigenvector of this matrix M ’s major eigenvalue gives the orientation θ for

this pixel. As mentioned above, this representation allows for sign ambiguity. The

tensor field has been used in scientific visualization [79] and video processing [44].

Some researchers also use the idea of the tensor field for different applications, such

as street modeling [9].

Alternatively, we can define the following 2× 1 vector:
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v =

[

P θ

]T

(10)

at each edge pixel. Furthermore, we can omit the magnitude component P and

use only the angle θ at each edge pixel to create a scalar field, since the direction

information is all that is needed by our algorithm. However, both the vector field

and the scalar field of angles are directional, while the tensor field representation

supports sign ambiguity, a major advantage of the tensor field. As a result, the linear

interpolation of the vector field and the scalar field may result in singularities as

intermediate values pass through zero. It is possible to avoid this problem by always

capping the angle θ to the range [−π, π] when we interpolate the values in the vector

field. However this is not an elegant solution, with the resulting algorithm needing

conditional statements to compute the new angle. On the other hand, the tensor field

representation allows us to interpolate new tensor values simply and elegantly, as a

linear combination of tensor values. We can also apply filters (such as a Gaussian

filter) to the tensor values by convoluting the filter kernel and the tensor values

directly, without worrying about the sign ambiguity of the angle θ. This benefit

becomes more important as we construct and use the tensor pyramid later in this

section.

To reduce the image noise, we compute a threshold on the pixel edge magnitude P .

In our system, we choose the threshold value as 1

3
of the maximum P of all pixels in a

frame. It should also be possible to use the intensity histogram of P to find a proper

threshold that separates the edge pixels and non-edge pixels. After thresholding, we

have a tensor field map associated with the video frame. Each strong edge pixel whose

magnitude is above the threshold has been assigned a tensor field value M .

For the pixels whose magnitude is below the threshold, we can use global radial

basis interpolation to compute their tensor values [36]. A linear interpolation of a

vector field usually generates singularity points, where the magnitude of the vector
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field becomes zero if two nearby vector values have opposite directions. Tensor fields

can lessen this problem because the interpolation of two tensor values with opposite

orientations does not produce zero. The interpolated tensor field value for a non-edge

pixel is computed as follows:

M =
∑

i∈edge pixels

e−
di

σ Pi







cos 2θi sin 2θi

sin 2θi − cos 2θi






(11)

The exponential component is the weight that controls the contribution of a strong

edge pixel Pi to the tensor value. d is the Euclidean distance between an edge pixel

P (xi, yi) and the non-edge pixel P (x, y). σ controls the width of the attenuation

window. Small σ makes the tensor values smoother, but it is possible to lose local

details. The linear global interpolation method and its variations need to loop through

all strong edge pixels to compute the weighted sum.

Usually this interpolation becomes a computational bottleneck if there are a large

amount of edge pixels initially detected. In practice, it may also give a zero tensor

value for non-edge pixels due to large textureless regions without strong edges. For

example, if the distance between a non-edge pixel and all edge pixels is too big, its

tensor value M will be almost zero. In the final painting these unassigned regions

become “holes” that are not covered by any brush strokes. The zero tensor problem

may be avoided by normalizing the tensor value by the sum of the weights as follows:

M =

∑

i∈edge pixels
e−

di

σ Pi







cos 2θi sin 2θi

sin 2θi − cos 2θi







∑

i∈edge pixels
e−

di

σ

(12)

However, normalization does not solve the computational problem of looping over

all strong edge pixels. In practice, this quickly becomes a computational bottleneck

in many scenarios. To avoid this bottleneck, we use a tensor pyramid structure
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(described below) that limits the computation cost, since only a convolution with a

Gaussian filter kernel is performed per region in each level. This convolution is done

by a linear weighted combination of tensor values. The weights are from the Gaussian

filter kernel, which also eliminates the expensive computation cost of the exponential

weights e−
di

σ in the global radial basis interpolation. Also, since the initial tensor

field of a frame is usually non-uniformly distributed, a region that has a dense group

of edge pixels (e.g., a tree) may strongly bias the interpolated results. The tensor

pyramid approach avoids this bias.

To address these problems in the global radial basis interpolation, we propose a

tensor pyramid for computing the tensor values for an AR frame. Our idea is inspired

by the work from Gortler et al. [28]. In their paper an image pyramid is built and a

pull-push algorithm is used to interpolate the sparse lumigraph data. Similarly, we

build a pyramid of the tensor field. The steps of the algorithm are given below.

1. Divide the original video frame to grid-based regions, and sum and normalize

the tensor values in each region.

2. For a region that is not assigned a tensor value, use radial basis interpolation

to compute its tensor, but search only a small 5× 5 window patch centered at

this region.

3. Apply a low-pass Gaussian filter to the tensor values, and then sub-sample to

create a new tensor field at a higher level.

4. Repeat Step 2, until we have reached the top of the pyramid and built the tensor

field of size 1× 1.

Note the difference between our method and Gortler’s original interpolation method

in step 2. Gortler’s original method averages and normalizes data in regions at each

level. In our method, at each level of the tensor field pyramid we first search a 5× 5
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window centered at a region to compute its tensor field. We then apply a Gaussian

filter to create a new higher level of the tensor field. The purpose is to keep fine local

details for later painting. Local tensor values near to a strong edge should follow

the direction of that edge. This makes the brush strokes in the area look smoother.

Figure 15 illustrates the creation of the tensor field pyramid.

Figure 15: Three levels of the tensor field pyramid, created from bottom to top. At
each level, blue dots are the tensor fields from strong edge pixels in regions, and red
dots are the tensor fields created by interpolation in the region’s local patch window.
A higher level is created by applying a Gaussian low pass filter to the lower level and
then sub-sampling the tensors at the lower lever.

Once the pyramid is created, we can look up a tensor value for any pixel in a

frame. During the painting, if we need a tensor field of a pixel, first we check if it

already has a tensor value assigned at the bottom level of the tensor pyramid (i.e., it

is an edge pixel). If it does, we just use its value, otherwise we go up in the tensor

field pyramid, and check if the corresponding region containing this pixel has a tensor

value in this level, continuing until a value is found.

This tensor field pyramid algorithm has several advantages over the global inter-

polation method and its variations. First, we reduce the influence of non-uniformly

distributed data by dividing the tensor field into regions and normalizing the tensor

45



values in each region. Second, it is a fixed cost algorithm that is much faster than

global interpolation, since it only needs to check a 5 × 5 window for the unassigned

regions at each level, instead of looping through all edge pixel/regions. The small

window size also produces better results for our painting purpose. For example, the

tensor field of pixels that are close to a strong edge will follow its tensor value. Hence

it preserves fine local details better. Third, it avoids the zero tensor value (“holes”)

in textureless regions.

In our multi-layer painting, we divide a frame into regions with different size for

different layers, and then create the tensor pyramid. The tensor value in a region

gives the direction of a brush stroke across this region.

Figure 16 shows a visualization of the tensor field for an AR frame. A short line

segment is drawn along the direction of the tensor field in the image.

Figure 16: Tensor field visualization of an AR frame. There are a virtual teapot,
two real cups and an album on the table.

4.3 Feature Point Based Brush Stroke Anchor Warping

In order to maintain coherence we need to move and repaint brush strokes based on

the correspondences across frames. We track feature points across frames. For the

non-feature pixels in the frame, we warp the brush strokes that are located at these

pixels from frame to frame. The warping is done using barycentric coordinates.
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4.3.1 Initialization of Brush Strokes at the First Frame

For multi-layer painting, we place brush strokes in each layer. The first frame is evenly

divided into M × N grid regions. The initial anchor points of the brush strokes at

each layer are the jittered centers of these regions.

4.3.2 Feature Points Tracking

We use video feature tracking to help produce brush strokes that are coherent between

frames. In general any tracking methods that generate feature points across frames

can be used. In our system the features points we choose are Harris corners [34]. We

use SIFT to build gradient-histogram descriptors to find matched feature points from

frame to frame [57].

4.3.3 Brush Stroke Anchor Warping

In AR we can only use information before the current frame, since we do not know

what will be in later video frames. This characteristic of AR imposes a major con-

straint for coherence processing. We cannot analyze the whole sequences of the video

or apply any global optimization across the frames [16].

To maintain the temporal coherence for brush strokes we warp their anchor points

from the previous frame to the current frame in barycentric coordinates. Assume

we have a set of matched feature points between two consecutive frames. For a

brush stroke starting at position P in the previous frame, we find its three nearest

neighboring feature points P1, P2, P3, and compute P ’s barycentric coordinates C =
[

u v w

]T

with respect to these three points. We then find the correspondent

matches of these three points in the second frame P
′

1, P
′

2, P
′

3. The matched feature

points are found by using a ratio-testing of the gradient histogram feature vectors of

feature points. We warp point P to the current frame, whose position P
′

is given

by

[

P
′

1 P
′

2 P
′

3

]

× C. P
′

is the new anchor location of the brush stroke. The

procedure is shown below.
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P = uP1 + vP2 + wP3, where u+ v + w = 1 (13)

P =

[

P1 P2 P3

]













u

v

w













(14)













u

v

w













=

[

P1 P2 P3

]

−1

P (15)

A close form solution of the barycentric coordinates of P is:

u =
(y2 − y3)(x− x3) + (x3 − x2)(y − y3)

detT
(16)

v =
(y3 − y1)(x− x3) + (x1 − x3)(y − y3)

detT
(17)

w = 1− u− v (18)

T =







x1 − x3 x2 − x3

y1 − y3 y2 − y3






(19)

Figure 17 illustrates how we warp a single brush anchor inside a triangle formed

by its three neighboring feature points from the previous frame to current frame.

Note this procedure still works when the anchor is located outside of the triangle.

When the scene is in motion, the warped brush strokes can become overly dense or

sparse in some area. The overly dense brush strokes in an area may cause unnecessary

repainting in this area, while the sparse brush strokes may not cover the area and

lead to holes. We need to remove or add new brush strokes in these cases. In the

multi-layer painting, the frame is divided into regions. We use an array to record the

number of brush anchors in each region. If there are not enough brush anchors in a

region, we evenly-subdivide this region, and then add new brush strokes to each sub

region. Similarly we can remove brush strokes in overly dense areas. After adding
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Figure 17: Warping of a brush stroke anchor point P denoted by a red dot.

or removing brush anchors in each region we update the list of brush stroke anchors

correspondingly.

The correctness of the anchor point warping is based on the following observation:

when the camera is far enough from the scene, if a non-feature point P is co-planar

with some feature points in the previous frame, we can compute the correspondent

P
′

in the current frame by warping. The warping gives the new anchor position of an

existing brush stroke, and makes it coherent from frame to frame. Optical flow can

also warp brush stroke anchors by estimating the movement of an individual pixel.

Optical flow based brush stroke anchor warping is suitable for general videos where

precise tracking may be unavailable, as shown in [16, 36]. The feature point tracking

based brush stroke anchor warping gives more stable results in AR since we have

feature tracking in the scene.

In our algorithm, a brush stroke anchor P could be outside of the triangle formed

by its three nearest neighboring feature points. In this case the warping still works

if P is close to these neighbors (i.e., these four points are approximately co-planar).

Otherwise it may give undesirable results. Figure 18 shows an example from two

consecutive AR frames. The matched SIFT feature points across frames are linked by

colored lines. The anchors of painted brush strokes are correspondingly warped based
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on these matches. Four corresponding areas from the painted results are highlighted

at the bottom. Note that in some areas the brush stroke anchors are inside of the

triangle formed by neighboring feature points, and in some other areas they are

outside of the feature point triangles. Although the later case is undesirable, the

warping still works when the camera is far enough from the scene.

Note that the feature triangles can straddle object boundaries (e.g., some vertices

on objects and others on the background video). This is another undesirable situation,

as the warping of a anchor point is supposed to be in a feature triangle that is on

the same surface or plane. We should be able to alleviate this problem by looking

at the video background and objects separately. If we mark pixels as ‘object pixels’

and ‘background pixels’, we could find feature triangles whose three vertices are all

on the object or on the background, and use them for anchor warping. We could

achieve this for virtual objects by distinguishing between the pixels from the video

and our rendered virtual objects. We could further reduce this undesirable effect if

we segment the video and separate physical objects from the background.

We use SIFT tracking to find matching feature points between the previous and

current frames. Tracked feature points in frame fn and fn+1 may disappear in frame

fn+2, but we are still able to warp brush stroke anchors since we can find another set

of matches between frame fn+1 and fn+2. If the tracking is temporarily lost during

the camera motion we can use the latest list of brush stroke anchors as the starting

points to paint the new frame. Once the tracking works again we continue warping

the brush stroke anchors if a large number of matched feature points are found in the

new frame, or re-initialize all brush stroke anchors and restart warping. We always try

to use the warping option in our system when the tracking recovers after a temporary

loss. If the number of matched feature points is very small in this case we re-initialize

all brush anchors and restart warping for the following frames.
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Figure 18: Top row: Matching SIFT feature points in two frames. Feature points
are Harris corners. 256 features detected in the left frame, and 206 features detected
in the right frame. (CornerThreshold = MaxCornerStrength/5 ). 80 matches are
found. Matching features are linked with colored lines. Bottom row: Painted results
for these two frames. Brush strokes in four correspondent areas are shown at the
bottom. Note that in some areas the brush stroke anchors are inside the triangles
formed by neighboring feature points, as well in some areas the anchors are outside
the feature triangles.
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4.4 Bump-mapped Curly Brush Strokes

We create long curly brush strokes based on the algorithm of Hertzmann et al. [38].

The difference between our algorithm and Hertzmann’s original one is that we use

bump mapping to simulate the lighting of textured brush strokes that are present

in real world paintings. Hertzmann et al. also proposed to use a height map to

create lighting effects, but this is not directly used in the creation of a single brush

stroke [39]. Another difference is we choose cut-off angles as the stop condition for

brush strokes with multiple segments, compared to the work of Hertzmann et al. and

Hays et al. [38, 39, 36]. Hertzmann et al. use only the color difference as the stop

condition for creating curly brush strokes. Hayes et al. allow only straight brush

strokes with a single segment.

For each brush stroke we define a set of properties, including the width, segment

length in a single travel step, minimum and maximum travel steps, and a color dif-

ference threshold. To reduce the curvature change in the brush stroke we also define

a cut-off angle as an extra property. We choose the different sets of property values

for each layer in our painting.

We start from an anchor point to compute each curly brush stroke. To elongate

a brush stroke we travel a short distance (i.e., segment length) in the tensor field

direction and this brings us to a new region. The tensor field direction is ambiguous

by a half-turn, so we select the direction that will not cause a kink in the stroke,

thus minimizing stroke curvature. We repeatedly extend the stroke until the color in

the new region varies too much from the color in the starting region, or the direc-

tion change of two consecutive segments in a brush stroke exceeds the cut-off angle

threshold. Compared to the fine layer, the coarse layer has a smaller cut-off angle

and a bigger color difference threshold, since we observed real artists often tend to

cover the background with thick and straight brush strokes first, and use thin and

curly brush strokes to refine details later. The color difference can be measured in
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RGB or HSV space.

In each step along the stroke we record the position of the regions as control points.

Once we have all the control points C0, C1, . . . , Cn−1, Cn, we compute a cubic B-spline

curve based on these control points. To force the result curve to interpolate at the

start and end points, we use triple knots at C0 and Cn. As a result, the input control

point set for the cubic B-spline interpolation is C0, C0, C0, C1, C2, . . . , Cn−2, Cn−1, Cn, Cn, Cn.

Correspondingly we will get n + 2 segments. In each segment we choose 4 sample

points at t = 0,
1

4
,
1

2
and

3

4
. In the final painting we will have 4(n + 2) + 1 sample

points. We divide the curve into 4(n + 2) subcurves and draw each subcurve as a

quad. Figure 19 shows a parameterized brush stroke with 11 control points.

Figure 19: Left: A curly brush stroke with 11 control points (triple knots at begin
and end points). Right: The brush stroke is divided into quads and rendered.

Figure 20 shows two of the various styles of brush strokes used in our paper, each

of which has an alpha mask and brush stroke texture.

Figure 20: Each column is a type of a brush stroke. From top to bottom: an alpha
mask, brush stroke texture, and example of a final composed brush stroke on screen.
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Figure 21 visualizes the brush stroke skeletons of an AR frame. Each brush stroke

is rendered as a colored curve.

Figure 21: Brush stroke skeleton visualization on the coarse layer of an AR frame.

To obtain better visual results, we use bump mapping to paint each brush stroke,

instead of texture mapping. Each brush stroke also has an alpha mask to mimic

the smooth and natural brush stroke shape from a human artist’s painting. This is

also used in Hays et al.’s work [36]. Bump-mapping can simulate the subtle lighting

effects for the brush stroke and drastically improves the visual quality of the final

painting. We implement bump mapping using GLSL on the GPU for speed. To get

correct lighting, we pass the orientation of each painting segments as a tangent vector

to the vertex shader. In the fragment shader, the surface normal is estimated from a

gray-scale brush stroke texture (e.g., Figure 20 middle row) as follows:

1 vec3 BumpNorm = vec3((left.x - right.x) , (bottom.x - top.x) , 1);

2 BumpNorm = normalize(BumpNorm);

The ‘left, right, bottom, top’ variables are the colors of the four adjacent pixels in

the texture.

Multiple brush strokes could be placed across a same area on a frame, which

causes unnecessary repainting. To avoid this problem, we choose a proper width for

each brush stroke. Once a brush stroke is drawn, we mark the regions covered by this
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brush strokes as “painted”.

Figure 22 shows the result of the final painting. Note bump-mapping simulates

the lighting effect of artistic painting and adds fine details to the result.

Figure 22: Final painting with curly brush strokes. Note the fine details in the
painting. Three different styles of brush strokes at the coarse and fine level are shown
at the bottom row.

4.5 Coherent Curly Brush Strokes

In order to keep temporal coherence we warp the anchor points of brush strokes

from the previous frame to current frame. However, simple repainting a brush stroke

at the corresponding anchor points at the current frame sometimes produces poor

coherency. The computation of a brush stroke curve is decided by the local tensor

field and color difference of regions around the anchor, so the shape of a curly brush

stroke in two frames could vary significantly, even if its anchor points are coherent

among the frames. Hence it is also necessary to change the shape of a brush stroke

in the current frame to make it similar to the previous one.

Our assumption is that a coherent brush stroke in two consecutive frames should
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have similar shapes that do not vary too much. To make the shape of a brush stroke

in the current frame resemble the previous one, we first compute a new curly brush

stroke in the current frame, and then we blend it with the corresponding brush stroke

from the previous frame that has the same anchor point. Both brush strokes are

parameterized. We compute the average of the two parameterized brush strokes,

and then use the blended brush stroke for painting in the current frame. If the two

brush strokes do not have a same number of control points, we resample both of them

to obtain the same number of sample points, and then compute the average brush

skeleton. Figure 23 shows the blending method.

Figure 23: Blending of two parameterized brush strokes. Each brush stroke has 10
control points.

4.6 Results

We applied our painterly rendering algorithm to both static images and AR videos.

The results are shown in Figure 24 and Figure 26. The rendered static images are

comparable to Hays and Essa’s work [36], which is one of the highest quality methods

that we know. We also show a sequence of frames from an AR video to demonstrate

the coherence.

The algorithm processes AR video with coherence in image space, as we cate-

gorized in Section 2. We choose a painterly rendering style in our system, but the
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algorithm may be extended to other brush based NPR styles for AR.

Currently our algorithm is focused on producing coherent painterly rendering

effects for AR and it is not running in real-time. In our system the average processing

time per AR frame is divided into four major stages: (1) tensor field creation, (2)

Harris corner detection and SIFT matching, (3) brush stroke anchor warping, and

(4) final painting. We tested the speed on a PC with Core2Duo 2GHz CPU and

ATI5730 graphics card. The result is shown in Table 1. The bottleneck is the SIFT

matching where we run ratio test for all detected corner pairs, and brush stroke anchor

warping where we find nearest neighbors for each brush stroke anchor and compute its

barycentric coordinates. However, the original SIFT ratio test can be replaced with

a faster version. The neighbor finding can also be accelerated by using KD-tree-like

data structure. These improvements can lead to the real-time performance in the

future.

Table 1: Average Processing Time per AR frame. (Unit: ms)

Frame Resolution Stage 1 Stage 2 Stage 3 Stage 4 Total
1440× 1050 75 420 215 30 740
1024× 768 50 173 125 27 375

This work has been published in ISMAR 2010 [11] as a poster and in ISVRI

2011 [12] as a full paper.

4.7 Discussion

This algorithm maintains temporal coherence in the final rendering by warping corre-

sponding brush stroke anchor points and placing brush strokes at these anchors from

frame to frame. A brush stroke anchor in the current frame is warped to the next one

by computing its location in barycentric coordinates. The degree of coherence in this

algorithm relies on the anchor warping method. The anchor warping loses accuracy if

we lose tracking of the feature points in frames. Error in the feature point matching
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Figure 24: Top row: original photos. Bottom row: our painterly rendering results,
which are comparable with Hays and Essa’s work [36].

Figure 25: A zoom-in view of the peach painting. Note the details of brush strokes
in this region.

test may produce cross-matchings in certain scenarios (e.g., a tree scene that has a

lot of Harris corner feature points). This situation will also break the coherence.
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Figure 26: Top row: painted AR frames without coherence processing. Notice the
brush strokes in circled areas appear and then disappear between frames. Bottom
row: the same sequence of frames with coherence processing. Notice coherent brush
strokes in circled areas.

59



CHAPTER V

NON-PHOTOREALISTIC RENDERING ALGORITHMS

IN MODEL SPACE WITH COHERENCE FOR

AUGMENTED REALITY

5.1 Algorithm Overview

We propose an NPR algorithm in model space for AR in this chapter. This method

adopts the same method of creating tensor fields and rendering brush stroke textures

as we described in the previous chapter. To achieve better coherent results by lever-

aging the information of the virtual models, our algorithm generates anchor points on

a model’s surface and adjusts their density on the screen. Our method also averages

brush shapes from frame to frame.

The flowchart of our NPR framework in model space is shown in Figure 27.

We create a painterly rendering style for AR in our NPR framework. In brush-

based NPR, the key for maintaining temporal coherence is to keep brush stroke tex-

tures smoothly transitioning from frame to frame. There are three major steps in our

framework.

First we create tensor fields on AR frames to guide the orientation of the brush

strokes. The tensor values are interpolated by a tensor pyramid structure.

Second, to achieve a high degree of temporal coherence for the final rendered

results, we distribute 3D brush anchors on the model surfaces. We update the 3D

anchor list to maintain their density in screen space from frame to frame. The 3D

anchors are uniformly distributed in image space with our sampling algorithm, which

is suitable for brush texture placement in NPR.

Third, we also keep the appearance of brush strokes coherent by averaging their
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Figure 27: Flowchart of our NPR framework for AR.

properties between frames. The major properties of a single brush stroke include its

skeleton and color. Our method smoothly blends curly brush strokes with a cubic

B-spline representation. The second and third steps are the key for maintaining

temporal coherence in our framework.

Finally we stylize the AR frame by placing brush strokes at the anchors on the

screen. We will discuss the details of tensor field creation, brush anchor generation

on surfaces, and property averaging of curly brush strokes in the following sections.

5.2 Tensor Field Creation

We adopt the same approach that is described in the previous chapter to create tensor

fields and assign tensor values to pixels in each frame. This process can be parallelized

by GPU programming packages such as CUDA. We will discuss how to accelerate the

tensor field creation using CUDA as a part of our future work in the final chapter.
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5.3 Brush Anchor Generation on Surfaces

A key for keeping coherence in brush stroke based NPR is finding the correspondence

of the brush stroke anchors and placing the brush strokes at these anchor positions.

Generating 3D samples is an important topic in computer graphics. A widely-used

algorithm is to generate samples on the triangles of a manifold surface using barycen-

tric coordinates. This algorithm randomly picks a triangle each time to create a new

sample on it, with a probability proportional to the ratio of the area of this triangle

and the total area of the mesh. We will compare the anchor points generated on a

static model by this algorithm and our new algorithm later in this section. Details

of this algorithm is listed as follows, assuming we have a manifold mesh that has N

triangles.

1. The area of each triangle S1, S2, ..., SN is first computed, and the sum of areas

of triangles S in the mesh. Next, the ratio between accumulated areas staring

from the first triangle are computed, with the area sum S. These ratios are

stored in an array.

S =
N
∑

i=1

Si (20)

ri =

i
∑

j=1

Sj

S
(21)

2. A random number p between 0 and 1 is generated, and binary search is used

in the sorted array of ratios ri to find the first ratio that is bigger than p. The

corresponding index i gives the triangle in which a new sample will be generated.

3. The second step is repeated to generate a set of samples on surfaces. These

samples are evenly distributed across the object’s surface.
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This algorithm can produce random samples on model surfaces but the projection

of these samples are not evenly distributed in image space. Hence these samples

are not ideal for brush-based NPR algorithms. Also, the number of samples this

algorithm gives is fixed. It is difficult to generate new samples in order to adjust the

density of anchor positions on the screen in this method. In NPR algorithms we often

need to maintain the density of anchors in each region on the screen for placing brush

strokes. For example, we need to add or remove anchors when the camera is moving

close to or far away from the models that we are painting.

To solve the stroke placement problem, we create an anchor list and update the

list based on the density of their 2D projections on the screen. Our new algorithm

for brush anchor placement makes use of an image-space grid and back-projection

onto the 3D model’s surface. The size of grid cells in our implementation is 8 × 8

pixels. For the first frame we pick jittered centers of grid cells in screen space and

back-project them onto the model surface to obtain the initial 3D anchor list.

In the following frames, we dynamically add and remove 3D anchors in each frame

to maintain the density of 2D projections of the 3D anchors in our list. If certain

areas have too many anchors, we simply remove 3D anchors whose projections are

inside the area. We keep updating the current anchor list from frame to frame.

After these 3D anchors are projected to the screen for a frame, it is still possible

that certain areas are not covered by any anchors. Hence no brush strokes will be

placed in these area and it will cause “holes” as a result. To solve this problem, we

propose an algorithm to dynamically add new 3D anchors to our anchor list. These

new 3D anchors are generated at each frame by back-projecting 2D points from image

space into the model surface. The pseudo code of this algorithm is listed as follows.

1 Compute the 2D projection of each 3D anchor in the current anchor list

2 Update the number of anchors in each grid

3 for every grid in the screen

4 {
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5 if (the number of anchors in this grid <= lower_threshold)

6 {

7 Randomly pick a point P inside this grid;

8 Back-project P to 3D model surfaces, and find the corresponding

3D location Q on mesh for P;

9 Add Q to current anchor list;

10 }

11 }

Note that the back-projection of a point from the 2D screen to a 3D mesh is a

non-trivial problem, given the fact that the projection matrix returned by our AR

tracker contains components for camera calibration. It is difficult to use the regular

OpenGL routine to compute the intersection of the eye ray with a mesh with this

non-standard perspective matrix. To avoid this problem, we propose a much simpler

and clearer way for the back-projection. The pseudo code of our back-projection is

shown below.

1 Render the mesh with only color. The color value of a triangle is the

index of it in the mesh.

2 // return a 3D anchor from mesh for a given grid

3 Back_Projection(grid index, mesh)

4 {

5 Randomly pick P inside grid, get the pixel color at P;

6 Decode the color to index i;

7 Generate a random 3D point Q in i-th triangle in mesh;

8 while (projection of Q is not inside the grid)

9 {

10 Generate a random 3D point Q in i-th triangle in mesh;

11 }

12 return Q;

13 }
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In this back-projection routine we generate the random 3D point Q with barycen-

tric coordinates (x, y, z) uniformly distributed in the i-th triangle as follows:

u, v = Unif [0, 1] (22)

x = 1−
√
u (23)

y =
√
u(1− v) (24)

z =
√
uv (25)

Although our trial-and-error method has a loop, it is very efficient in most cases.

Models we are working with usually have a large number of triangles. The projection

area of a single triangle is usually very small in most camera scenarios. Hence we

usually produce a new anchor Q in only one trial in our testing. The back-projection

method also by-passes the problem of computing intersections between the eye ray

and triangles with a complex non-regular OpenGL perspective matrix.

This algorithm can be used for both static models and animated models. For

static models, we store 3D positions of each anchor in the 3D anchor list. We use the

color polygon ID to find the triangle index in the mesh, and then generate a new 3D

anchor using barycentric coordinates. We update the 3D anchor list from frame to

frame. For models with rigid body animation, the process is similar. We just need to

apply the corresponding world view matrix to each anchor when we compute the 2D

projection at each frame.

For models that are animated using mesh skinning, we store the triangle index

and the barycentric coordinates of each anchor in the 3D anchor list. To compute

the projection of a 3D anchor at a certain frame, we need to compute the position

of the three vertices in the triangle based on the corresponding bone transformation

and bone weight matrix. We then compute the new 3D location of this anchor in

the current frame using its barycentric coordinates inside this triangle, and finally
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compute its 2D projection on the screen. In the back-projection process, we first find

the triangle index using color polygon ID, then generate a new anchor in the triangle

and store its index and barycentric coordinates to the anchor list.

Figure 28 compares the anchor points produced by the basic point sampling al-

gorithm, and our new algorithm. The red dots in the left column are visible 2D

projects of the anchor points produced by the basic algorithm. Note these positions

are not evenly distributed on the screen from frame to frame. On the other hand,

the anchor points produced by our new algorithm (the blue dots in the right column)

are uniformly distributed on the screen covered by the model. These points are also

adjusted from frame to frame to maintain a proper density, which is better for brush

stroke placement.

Figure 29 shows an alien spaceship, which is a static model, with over 7,000

anchors. The purple dots are the new anchors added for the current frame. The blue

dots are existing anchors that are visible for the current frame in the current anchor

list. Note that there is only a small number of purple anchors that are newly added

to each frame, and most of anchors are blue ones after only a few “warm-up” frames.

This means that we achieve a satisfactory anchor density quickly in this algorithm.

This is exactly what we want for obtaining a stable anchor list for coherent painting.

Figure 30 shows a running superhero model with skinning animation with over

1,000 anchors. Note that anchors stick to the model’s surface during the animation

and that they are updated from frame to frame to maintain proper density on the

screen.

This algorithm can also be applied to generate an arbitrary number of point

samples on any 3D models. Compared to the original point sampling algorithm

based on triangle areas, and other more complex point sampling algorithms (e.g.,

blue noise sampling), our algorithm has several advantages. First, it generates 3D

samples whose projections are evenly distributed in 2D image space. Other sampling
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algorithms produce samples that are uniformly distributed over a model’s surface. As

a result, their 2D projections on the screen can be sparse or overly dense in different

regions. In our sampling algorithm, the 2D projections are immediately ready for

use in brush stroke placement. This is a desired feature for many NPR algorithms.

Second, it is easier to add or remove anchors to maintain a proper density of brush

stroke anchors on the 2D screen, since we adjust the 3D anchor list based on the

density of their 2D projections from frame to frame. Third, it should be possible to

implement and speed up this algorithm with GPU based parallelization techniques

such as CUDA. Our sampling algorithm is straightforward to parallelize, since the

generation of an anchor in each region is independent of other anchors.

5.4 Brush Shape Coherence

In order to maintain temporal coherence we move the anchor points of the brush

strokes from the previous frame to the current frame. However, repainting a brush

stroke at the corresponding anchor points of the current frame sometimes produces

poor coherence results. The shape of a textured brush stroke in the final painting is

given by its skeleton, which is a sequence of control points. The computation of brush

stroke control points is decided based on the local tensor field and the color difference

of regions around the anchor. The shape of a curly brush stroke in two frames can

vary significantly, even if its anchor points are coherent. In other words, tensor field

incoherence between frames can cause the brush strokes to flicker.

There are several possible solutions to alleviate this flickering problem. One solu-

tion is to smooth the tensor field in the current frame based on the tensor information

from the previous frames. It should be possible to achieve this by using region seg-

mentation and doing the tensor field computation per-region. For example, we could

first track and segment objects from the AR video, and then use interpolation to

smooth tensor values in corresponding regions of the matched objects that we detect.
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Note this solution is similar in spirit to the spatiotemporal volume analysis approach,

which also uses the segmentation method to find the corresponding regions between

frames for coherence processing. Once we segment the video and find correspond-

ing objects and regions, the information can also be used to help clip brush strokes

between regions, so that the brush strokes will not cross the boundary between the

foreground objects and the background video when we paint the final layer.

Another possible solution is to change the shape of a brush stroke in the current

frame to make it similar to the previous one. In additional to the shape of a brush

stroke skeleton, we also need to add constraints to cap the change of a brush stroke

color between two consecutive frames. We explore this solution in the remainder of

this section.

Our assumption is that a coherent brush stroke in two consecutive frames should

have similar shapes and colors that do not vary too much. We introduce a new

algorithm to average the properties of two corresponding brush strokes, including

their shapes and colors, between the current frame and the previous frame. We

maintain a history list of the properties of the brush strokes at each 3D anchor in our

algorithm. At each new frame, we first compute the new properties of a brush stroke

(e.g., the averaged color and the skeleton control points) based on the information

from the current frame. We then interpolate the new properties with the previous

properties in the history list of this brush stroke. We use the interpolated results to

paint the brush, and then update the history list.

In our implementation, we heavily use the vector class in STL to create and

maintain the history list of brush stroke properties. For the fix-sized properties such

as color (i.e., the color is a RGB triplet at each frame for each brush in the list), we

use the following data structure to record the history of color of each brush stroke in

our brush list:

1 // mycolor_3d is a struct which contains RGB values
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2 std::vector< std::vector<mycolor_3d> > brush_color_list;

For the variable-sized properties such as control points (i.e., the size of control

points of a brush stroke at each frame is not fixed), we use the following data structure

to record the history for all brushes in our list:

1 // mypoint_2d is a struct which contains x, y coordinates

2 std::vector< std::vector< std::vector<mypoint_2d> > > brush_path_list;

The interpolation of colors of two corresponding brush strokes can be computed

in many ways. We choose the following weighted average function that produces

satisfactory results:

1 mycolor_3d new_color = (1 - alpha) * current_color + alpha *

previous_color;

We ran several experiments to pick the optimal value for the coefficient alpha.

Choosing alpha as 0.95 gives coherent results for the brush stroke skeleton and color

in general.

The interpolation of the brush stroke skeleton is more complex. In our algorithm

a brush stroke skeleton is described by a cubic B-spline representation. Given two

sequences of 2D control points, we first describe the basic case, in which the two

sequences have an equal number of control points. We start from the first control

point in the current frame. For each new segment, we average the direction from two

brush strokes, and then elongate the brush stroke skeleton to the new ending point.

Since the length of each segment is equal in our algorithm, we also need to normalize

the direction at each step. We continue doing this until we reach the end of both

sequences.

We use the following routine to average directions to create a new brush stroke

skeleton control points:
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1 void AverageTwoBrush(std::vector<mypoint_2d>& b1, std::vector<mypoint_2d

>& b2, std::vector<mypoint_2d>& result)

2 {

3 int size = b1.size() < b2.size() ? b1.size() : b2.size();

4 result.push_back(b2[0]);

5 float len = sqrt((b1[1].x - b1[0].x) * (b1[1].x - b1[0].x) + (b1[1].y

- b1[0].y) * (b1[1].y - b1[0].y));

6 for (int i = 0; i < size - 1; ++i)

7 {

8 mypoint_2d dir1, dir2;

9 dir1.x = b1[i+1].x - b1[i].x;

10 dir1.y = b1[i+1].y - b1[i].y;

11 dir2.x = b2[i+1].x - b2[i].x;

12 dir2.y = b2[i+1].y - b2[i].y;

13 float alpha = 0.95f;

14 mypoint_2d sum_dir;

15 sum_dir.x = dir1.x * alpha + dir2.x * (1 - alpha);

16 sum_dir.y = dir1.y * alpha + dir2.y * (1 - alpha);

17 float len2 = sqrt(sum_dir.x * sum_dir.x + sum_dir.y * sum_dir.y);

18 // avoid divide by zero

19 len2 += 0.00005f;

20 sum_dir.x = len * sum_dir.x / len2;

21 sum_dir.y = len * sum_dir.y / len2;

22 mypoint_2d next;

23 next.x = result[i].x + sum_dir.x;

24 next.y = result[i].y + sum_dir.y;

25 result.push_back(next);

26 }

27 }

Note that we choose an alpha value of 0.95 to average the direction for each

segment to create the new control point sequence.
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Based on this basic case, we then need to consider the scenarios in which the two

brush strokes have different numbers of control points. If the size of the brush in the

current frame is smaller than in the previous frame, we can still use the routine above

to compute the new average brush skeleton by using only part of the control points

at the beginning of the previous one. If the size of the brush in the current frame

is larger than in the previous frame, we do not have the information (e.g., control

points) beyond the last segment from the previous frame to match in the current

frame. One possible solution to this problem is to use only the information of the

control points in current frame to continue the brush skeleton elongation. However

this solution is not ideal.

We propose a general solution to deal with the problem of averaging two sequences

of control points in all types of scenarios. We force the elongation of each brush to have

the same number of control points at each frame for the purpose of interpolation, but

we use only the valid part of the averaged brush control points for painting textures

in each frame. There are several advantages to this solution. First, it avoids the

problem of lacking information during interpolation. Second, it allows us to handle

several complex scenarios in a unified routine as shown above. Third, it produces

more clear and elegant code that has fewer conditional branches and runs faster. The

algorithm is illustrated in Figure 31.

Figure 32 visualizes the brush skeletons of AR frames using our algorithm. In

these results the brush skeletons stick to the object surfaces, which gives a very high

degree of coherence for brush skeletons in the painting.

Figure 33 shows another example of coherent brush skeletons with an animated

model.
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5.5 Comparison of Algorithms and Results

To verify the success of our attempt at achieving better coherence for AR NPR, we

make a series of comparisons between algorithms in this section. We compare image

sequences from AR videos rendered by different versions of our AR NPR algorithms,

including the image space and model space algorithms. We also compare the re-

sults with different levels of coherence that are produced by algorithms with different

settings.

First, we compare the coherence of rendered AR video produced by the image

space algorithm and the model space algorithm. We test our results on both static

and animated 3D models. The models we choose to render are most common in most

AR applications, such as AR games. We divide them into the following categories:

humanoid, animal, vehicle and architecture.

Figures 34 and 35 show a painterly rendered alien spaceship and a tower, against

a video background produced by our new model space algorithm. The brush strokes

move smoothly from frame to frame without any obvious ‘jumps’. Also note the

coherent brush strokes at the spike-shaped areas in these two models across these

frames.

Figures 36 and 37 compare the rendered results of a static dragon model produced

by the image space algorithm as we described in the previous chapter and our new

model space algorithm. While the results produced by both algorithms look accept-

able, the brush strokes with our new model space algorithm in the right column are

significantly more stable across frames. In particular, note the brush stroke textures

on the dragon wing region in both results, as shown in Figure 37.

Figures 38 and 39 show a painterly rendering example of a running superhero

model with skinning animation. Note the extremely stable and coherent brush tex-

tures on the chest area of the running superhero that are produced by our new model

space algorithm.
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We also explored the coherence of model space algorithm with different settings.

These settings include different strategies of blending brush skeletons, averaging brush

colors, and clipping brush strokes to edges.

Figure 40 compares the results of an alien spaceship model rendered by our new

model space algorithm with different settings for the brush stroke averaging. The

images in the left column are rendered with the a small blending weight w1 = 0.05

with the previous brush stroke properties including the color and skeleton. The

images in the right column use a larger blending weight of w1 = 0.95. Note the

rendered results in the right column appear more coherent, especially at the spike-

shaped area and the flat interior of the alien spaceship model. When we choose a

small blending weight w1 = 0.05 for the brush averaging we use the information that

is mostly extracted from the current frame to create the brush stroke. Even if the

anchor positions are perfectly coherent in this case the results still flicker because

many brush skeletons change significantly between two consecutive frames, as shown

in the images in the left column.

Figure 41 compares the results produced by our new model space algorithm with

different settings for the edge clipping. The images in the left column are rendered

without edge clipping, while images in the right column are with edge clipping. Note

the artifact of color bleeding at the edges between the virtual objects and the real

background in the images in the left column (e.g., the brush strokes at the boundary

between the superhero’s legs and the background). This artifact also appears when

using the image space algorithm. Due to the inaccuracy of edge detection it is difficult

to perfectly align the brush stroke textures on the edges. Once a brush stroke that

crosses the boundary is created at a certain frame, it sticks to the model’s surface and

is carried into the later frames. This causes another undesirable artifact in the video,

in addition to the color bleeding. We are able to alleviate these two problems in our

model space algorithm by using the information from both the virtual models and the
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real background. We clip brush stroke skeletons at the boundary between the virtual

objects and the real background, since we are able to obtain an accurate boundary

of the virtual objects from the frame buffer. Also, in the brush stroke averaging we

calculate the properties of a brush stroke from the control points in the skeleton only

inside the model area, if this brush stroke anchor is in the model. Note the images in

the right column have most of these two artifacts removed.

The images in the right column still have some undesirable artifact, such as the

color bleeding between the yellow belt and the green body of the model. It may

be possible to reduce these artifacts by choosing a smaller color threshold for brush

elongation in image space. If these two parts are separate meshes in the model, we can

render them separately and then clip the brush strokes to the boundaries to alleviate

this artifact.

We also explored different rendering styles in our model space algorithms. We

tested our results with the same brush stroke textures, with and without bump map-

ping. Figure 42 shows an alien spaceship model rendered with brush texture only

(the left column), and with bump mapping (the right column). The rendered results

with bump mapping enabled simulate the subtle lighting effects of the canvas surface

in the real world.

5.6 Discussion

5.6.1 Discussion of Algorithms

Although the models shown here have different numbers of triangles, in our model

space algorithm the total number of brush stroke textures that are placed on screen

is capped by the video frame size (640× 480 pixels), the grid size (8× 8 pixels), and

brush density per grid (2 brush strokes per grid). This is another advantage of our

anchor generation method. The total number of brush strokes is about 9, 600 per

frame. Each brush stroke can have up to 20 quads, so the total number of polygons

74



rendered per frame is about 192, 000. Hence the rendering is not the bottleneck of

our system.

Using our NPR framework we should be able to create other NPR effects, such

as sketch and hatching style, by using cross-hatching textures instead of brush stroke

textures. Brush stroke anchors located on surfaces smoothly transition from frame

to frame to provide temporal coherence. The final rendering is still composed in 2D

since we place curly brush strokes at AR frames. Compared with painterly render-

ing algorithms in image space [12], our new model space framework provides better

coherent brush strokes from frame to frame.

This algorithm can be used to render 3D graphics content in AR. A problem of

using this method in model space is that in AR we usually do not have accurate

information of the scene geometry except for the 3D graphical models. If we can

reconstruct the 3D scene from the video then this algorithm can be directly used

to render the video content with coherence. However, if the precise reconstruction

cannot be done at interactive frame rates then we can use image space algorithms to

process the video content with coherence, which leads to a hybrid combination for

rendering AR. In this thesis we rendered the 3D graphics model with our new model

space method, and rendered video content with an image space method. Both of

them fit into our general rendering framework with coherence support.

5.6.2 Evaluation of Video Quality

In Section 5.5 we render the same video sequences using the image space algorithm

and the model space algorithm. We also render using the model space algorithm with

different settings. We mainly use subjective measurements to judge the quality of

coherence in the renderings. Objective measurements are possible for the anchor dis-

tribution: our anchor generation algorithm gives the ground truth for anchor between
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frames, and it can be proven that their projections are evenly distributed in the im-

age space, compared with the basic point sampling algorithm. However, it is difficult

to create objective measurements to compare the quality of the final rendering. We

visualize the brush skeletons to show the coherence improvement, but the effect on

human visual perception of coherence in the final painted results is more difficult to

quantify.

Researchers have been used various subjective and objective metrics to help evalu-

ate the perceptual quality of images and video. Traditional error summation methods

have been used as an objective measurement for image quality by many researchers.

Wang and Bovik presented a universal objective image quality index to assess the var-

ious image processing applications without employing the human visual system [73].

Claypool and Tanner asked test subjects to rate a quality opinion score ranging from

1 to 1000 after watching a video clip to measure the effects of jitter and packet loss

on perceptual quality of streaming video [13]. Winkler and Mohandas gave a compre-

hensive review of subjective experiments and objective metrics of video quality and

their uses [76].

We are focused on the perceptual quality and coherence of videos that are rendered

by NPR algorithms. Many objective metrics such as the error summation cannot be

used in NPR, as we usually do not have a corresponding stylized image or video to use

as a ground truth to compare with our rendered results. Subjective experiments may

be more useful to evaluate the quality of stylized videos in NPR. We used informal

methods to compare the video quality in this comparison chapter, but a formal user

study would be useful to better quantify the quality and coherence of our results.

For example, a questionnaire or survey could be used to collect scores for perceived

video quality and level of coherence of videos that are rendered by different algorithms

with different settings. Interviews could be conducted after the study to collect user’s

feedback and comments. In addition to the subjective scores and comments, objective
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measurements such as the movement of subjective’s eye gaze when they are watching

rendered videos may be recorded to help evaluate which parts of the video sequence

are attracting user’s attention (and thus may exhibit distracting artifacts). Although

most of the collected data would still be subjective, this information may be useful

to help better understand and evaluate the coherence problem in NPR for AR.
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Figure 28: Comparison of the anchor points produced by the basic point sampling on
surface algorithm, and our new algorithm. The red dots are visible samples at each
frame produced by the basic algorithm. The blue dots are visible samples produced
by our new algorithm.
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Figure 29: Brush anchor visualization for a static alien spaceship model. Four screens
are created at frame 0, 20, 40, 60 from a video at 30 fps.
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Figure 30: Brush anchor visualization for the running superhero model with skinning
animation. Four screens are created at frame 0, 20, 40, 60 from a video at 30 fps.
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Figure 31: A general solution for averaging brush stroke skeletons with different sizes
at two consecutive frames. The maximum size of a brush stroke is 5 segments and 6
control points in this case. Brush stroke skeleton A is from the previous frame. We
force it to extend to 5 segments, and use only the first 4 segments in painting. Brush
stroke skeleton B is initially created by local tensor fields from the current frame, and
then averaged with A to interpolate C. C is the brush stroke skeleton we use for the
final painting at this anchor point in the current frame. We also record C into the
brush history list for this anchor in this frame.
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Figure 32: Brush stroke skeleton visualization for the alien spaceship model. Four
screens are created at frame 0, 20, 40, 60 from a video at 30 fps.
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Figure 33: Brush stroke skeleton visualization for the running superhero model. Four
screens are created at frame 0, 20, 40, 60 from a video at 30 fps.
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Figure 34: An alien spaceship with the real background painted with coherence by
our model space algorithm.
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Figure 35: A tower with the real background painted with coherence by our model
space algorithm
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Figure 36: A painted dragon model. While each individual frame looks acceptable
in both image space method (left) and our new model space method (right), careful
examination reveals significantly greater brush stroke coherence between the model
space images.
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Figure 37: A zoomed in view of the dragon wing region. (Left: image space method.
Right: our new model space method.) Although both results look good (the brush
strokes in Circle 2 look coherent in the both methods), the brush strokes in Circle
1 are significantly more stable in the model space method than in the image space
method.
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Figure 38: A painted running superhero model. (Left: image space method. Right:
our new model space method.)
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Figure 39: A zoomed in view of the chest area of the animated model. (Left: image
space method. Right: our new model space method.) Note the brush strokes in the
circle are significantly more stable in the model space method than in the image space
method.
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Figure 40: A painted alien spaceship model. Left: our model space algorithm with
a small blending weight with the previous brush stroke’s properties. Right: the same
model space algorithm with a large blending weight with the previous brush stroke’s
properties.
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Figure 41: A painted running superhero model. Left: our model space algorithm
without edge clipping. Right: the same model space algorithm with edge clipping.
Note the artifacts in the images in the left column, including the color bleeding along
edges, and incorrect brush stroke movement between frames. These artifacts are
removed by using the model information in the right column.
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Figure 42: A painted alien spaceship model. Left: model space algorithm without
bump mapping. Right: model space algorithm with bump mapping.
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CHAPTER VI

CONCLUSION AND FUTURE WORK

We explored a variety of NPR algorithms with coherence in both the computer graph-

ics and the AR/VR areas. We divided these algorithms into two major categories:

model space algorithms and image space algorithms.

Creating NPR effects in AR/VR is an important approach to seamlessly blend the

real and virtual content. This is also key to immersed user experiences in AR/VR

applications. AR/VR NPR has unique characteristics compared with regular video

NPR. In AR we have both real-world video content and computer-generated virtual

graphics content. We have partial information of the scene from vision-based tracking,

and complete information of the virtual objects. We cannot access any information

beyond the current frame. AR also requires real-time performance in rendering.

Coherence is a challenge in NPR algorithms. The characteristics of AR/VR make it

even more difficult to achieve coherence. We usually cannot directly apply existing

video NPR and real-time NPR algorithms into the domain of AR/VR.

In this thesis we presented three NPR algorithms for AR: a watercolor-inspired

rendering in image space, and a painterly rendering algorithm in image space and

a painterly rendering algorithm in model space. The watercolor-inspired rendering

algorithm utilizes the Voronoi diagram to create a watercolor-like effect that mimics

a real artist’s work. This method maintains coherence in image space by re-tiling

Voronoi cells along strong edge pixels in each frame.

The two painterly rendering algorithms place brush stroke textures on the screen

to create the final result. The key to maintain coherence in brush stroke based

NPR algorithms is keeping coherence for brush strokes across frames. The image
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space version achieves coherence by warping brush stroke anchors with barycentric

coordinates in feature point triangles from frame to frame. The model space version

achieves coherence by generating 3D anchors on surfaces and averaging brush stroke

properties between frames. We proposed using back-projection to generate anchors

that are uniformly distributed in image space. We also presented a general solution

for averaging brush strokes skeletons with a cubic B-spline representation.

Currently our algorithm creates NPR effects for AR/VR with coherence. Al-

though our algorithms are currently running offline, they can be further optimized

to achieve interactive frame rates. We analyzed the bottleneck of performance in our

current algorithms. There are several improvements that can speed up the rendering.

For example, we can accelerate the creation of the initial tensor field and the final

tensor pyramid by using GPU-based parallel programming techniques such as CUDA.

Similarly, the anchor sampling method can also be parallelized. Another direction

to explore is to study how to make better use of the information extracted from the

video and graphics content. The information extracted from video can be potentially

useful to refine coherence for the graphics content, and vice versa. We will discuss

these two parts in turn in the following sections.

6.1 GPU-accelerated Tensor Field Creation

This section we first review the algorithm for creating tensor fields. We then suggest

a way to use the multi-core GPU to accelerate the creation of the initial tensor field

and tensor pyramid.

6.1.1 Review of Tensor Field Creation

Although brush stroke anchors are generated on 3D model surfaces in our model space

algorithms, we still need to create tensor fields for each AR frame in 2D image space

for brush stroke shape creation. We discussed the details of the tensor field pyramid

in the previous chapter. We have the following steps for creating tensor field pyramid
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and assigning a tensor value to each pixel in the AR frame.

1. Divide the original video frame into grid-based regions, and sum and normalize

the tensor values in each region.

2. For a region that is not assigned a tensor value, use radial basis interpolation

to compute its tensor, but search only a small 5× 5 window patch centered at

this region.

3. Apply a low-pass Gaussian filter to the tensor values, and then sub-sample to

create a new tensor field at a higher level in the pyramid.

4. Repeat Step 2, until we have reached the top of the pyramid and built the tensor

field of size 1× 1.

This tensor field pyramid algorithm has several advantages over the original global

radial basis interpolation. First, we reduce the influence of non-uniformly distributed

data by dividing the tensor map into regions and normalize the tensor field in each

region. Second, it is much faster than a simple global interpolation, since it only

needs to check a 5× 5 window for the unassigned regions at each level, instead of all

edge pixel/regions. The small window size also produces better interpolation results

for our painting purpose (e.g., the tensor field of pixels that are close to a strong

edge will strictly follow its tensor value). Hence it preserves fine local details better.

Third, it avoids the problem of holes in textureless regions.

6.1.2 GPU-accelerated Tensor Field Creation

The algorithm of tensor field creation described in the previous subsection can be ac-

celerated by using GPU based parallel computing techniques, such as GLSL, CUDA

or Stream. All these techniques utilize the many cores of modern GPU and parallelize

algorithms to obtain massive algorithm speedups. Tensor field creation is the bottle-

neck of many NPR algorithms that need the tensor values at each pixel location. In
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this subsection I suggest the use of these techniques to accelerate the process of tensor

field creation for a composed AR image. There are two major steps of computing

tensor values: the initial tensor field creation, and tensor field pyramid creation.

To compute an initial tensor field for a composed AR image, we use the image

gradient operator to get the magnitude and orientation of each pixel, and then keep

only the strong pixels whose magnitudes are bigger than a predefined threshold. This

process can be parallelized by computing the magnitude and orientation of many

pixels at the same time. One possible method to implement this is using GLSL. In

our previous work [10], we create a black-and-white sketch by coloring only the strong

edge pixels in GLSL. The process to compute initial tensor values is similar to this

using GLSL. We create a float-point target texture (i.e., 32 bits per color channel) to

store the tensor values we found from a composed AR frame texture. The magnitude

and orientation of a pixel are stored in the red and green channels in the target

texture. We override the fragment shader to compute the tensor values for each pixel

and store the results to the target texture. The fragment shader is shown below.

1 uniform sampler2D texture;

2

3 void main()

4 {

5 float offset = 1.0f/512.0f;

6 vec2 texcoord = gl_TexCoord[0].xy;

7

8 // find the gray-scale intensity of the center pixel and its 8

neighbors

9 float ctr = texture2D(texture, texcoord).r;

10 float top = texture2D(texture, texcoord + vec2(0, offset)).r;

11 float bottom = texture2D(texture, texcoord + vec2(0, -offset)).r;

12 float left = texture2D(texture, texcoord + vec2(-offset, 0)).r;

13 float right = texture2D(texture, texcoord + vec2(offset, 0)).r;
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14 float topleft = texture2D(texture, texcoord + vec2(-offset, offset))

.r;

15 float topright = texture2D(texture, texcoord + vec2(offset, offset))

.r;

16 float bottomleft = texture2D(texture, texcoord + vec2(-offset, -

offset)).r;

17 float bottomright = texture2D(texture, texcoord + vec2(offset, -

offset)).r;

18

19 // compute the magnitude and orientation for this pixel

20 float Gx = 2 * right - 2 * left + topright - topleft + bottomright -

bottomleft;

21 float Gy = topleft + 2 * top + topright - bottomleft - 2 * bottom -

bottomright;

22

23 float P = sqrt(Gx * Gx + Gy * Gy);

24 float theta = atan(Gy/Gx);

25

26 // encode magnitude and orientation of this pixel to red and green

channel in target texture

27 gl_FragColor = vec4(P, theta, 0, 1);

28 }

Once we calculate the initial tensor field we could then create the tensor pyramid

recursively using GLSL. The tensor values are encoded in the color channels of tex-

tures in each pyramid level. To create a new level of the tensor field we create a new

target float-point texture which is half-size of its lower level texture, and then assign

values to each pixel in the target texture by averaging the tensor values of a 2 × 2

area in the lower level texture.

However there is some drawbacks of using GLSL to implement the parallelized

algorithm of tensor field creation. First the tensor values are encoded in float-point
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texture and computed in the fragment shader. The routine is difficult to debug and

hard to understand and maintain. Second this method is not flexible for adding

more values to the textures, since there are only four color channels that can be

used for each pixel. This is inconvenient if we need to expand this algorithm in

the future to compute more than four components at once. (This number limit can

be bypassed if we use more than one textures to store higher-dimensional data for

each pixel. However this approach will bring more confusion and difficulties to the

implementation.)

Another method of parallelizing the tensor field creation is using CUDA. CUDA

provides a more comprehensive data structure for parallel computing. The tensor

values can be computed and stored in an array in GPU memory. CUDA divides

computing resources of multi-core GPUs into grids, and each grid contain multiple

threads. We compute the tensor values for multiple pixels in the threads in parallel.

To compute the initial tensor field we can put pixel data of the composed AR

frame in a device array. We can also create a target array to store the tensor values

of the result. There are several different ways of dividing the computing workload:

row style, column style and pixel style. In the row style we divide the 2D data array

of the AR frame to rows and compute the tensor values for each row of pixels in a

CUDA call thread. The code for computing tensor values in parallel in row style is

shown below.

1 // CUDA code for computing tensor values.

2 __global__ void

3 d_init_tensor_nontex(float *grid, float *mag, float *ori, int w, int h)

4 {

5 // row index y

6 int y = blockIdx.x*blockDim.x + threadIdx.x;

7

8 mag = &mag[y*w];

98



9 ori = &ori[y*w];

10

11 // compute magnitude and orientation for each pixel in y-th row

12 for (int x = 0; x < w; x++) {

13 float Gx = 2 * grid[y*w+(x+1)%w] - 2 * grid[y*w+(x-1+w)%w] + grid[((y

+1)%h)*w+(x+1)%w] - grid[((y+1)%h)*w+(x-1+w)%w] + grid[((y-1+h)%h

)*w+(x+1)%w] - grid[((y-1+h)%h)*w+(x-1+w)%w];

14 float Gy = grid[((y+1)%h)*w+(x-1+w)%w] + 2 * grid[((y+1)%h)*w+x] +

grid[((y+1)%h)*w+(x+1)%w] - grid[((y-1+h)%h)*w+(x-1+w)%w] - 2 *

grid[((y-1+h)%h)*w+x] - grid[((y-1+h)%h)*w+(x+1)%w];

15

16 mag[x] = sqrt(Gx * Gx + Gy * Gy);

17 ori[x] = atan(Gy/Gx);

18 }

19 }

Similarly we can do this in the column style or pixel style. Depending on the data

to be accessed and the multi-core GPU itself some access style could be faster than

the others. We use different routines to access the memory. Some access style may

have fewer cache misses and better memory coherence in data fetching. Hence some

approaches may provide a greater speedup.

Besides the ways of dividing the workload, there are two different memory access

styles: global memory access and texture access. Global memory access is access of

the data in a device array by index. In texture access we first store the data to a

2D texture, and then access data by normalized texture coordinates (s, t). Hence we

have 3 × 2 = 6 possible combinations (3 ways of dividing workload, and 2 ways of

data access) to compute the initial tensor values in parallel. It is worth finding the

optimal combination for our algorithm in modern GPUs.

We can create the tensor pyramid after we get the initial tensor field. We can

then create 2D data array for each level of the pyramid. Each array is quarter size
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of the array in the lower level. The tensor values of a pixel in an array are computed

in parallel by averaging the tensor values of correspondent pixels in the lower level.

Similarly we have 6 combinations of possible routines for creating a new pyramid

level.

6.2 Hybrid Non-Photorealistic Rendering Algorithms in Aug-

mented Reality

In Chapter 3, 4 and 5 we present two image space algorithms and one model space

algorithm to maintain coherence when rendering NPR effects in AR video. The

proposed model space NPR algorithm achieves better coherence in the final rendering

than the image space algorithms. However, an advantage of image space algorithms

for AR is that they do not require any additional information about the scene beyond

what would normally be provided by the camera tracking software. Model space

algorithms can be applied to if we have not only the 3D graphical models of the

virtual content, but also the complete geometric information of the scene. Complete

real-time construction of the 3D geometry of real world scenes is still an active research

topic in the computer graphics and computer vision areas.

A hybrid NPR algorithm with coherence is also possible in addition to the image

space and model space algorithms. To achieve coherent results, we apply an image

space algorithm to the video content and a model space algorithm to the graphics

content, and combine the rendered results together to obtain the final composed AR

images.

We used the direct combination of image space and model space algorithms to

render AR videos in this dissertation. However, we believe there is more information

that can be extracted from the video and the computer graphics content. The infor-

mation that we extracted from video, such as the orientation and position of markers

to track the pose of the camera, can be potentially used to refine the rendering of the

graphics content. For example, we place brush stroke textures on the 2D image in the
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final rendering. It may be possible to obtain more accurate tensor information from

models and use this information to smooth the overall tensor field for the entire AR

frame. It is also possible to use the information to help clip the brush stroke textures

along the boundary between the video and graphics content.

It should also be possible to leverage segmentation algorithms from computer

vision to improve the coherence. We have already presented an averaging method

to make the brush strokes more coherent, to cope with the incoherent tensor field.

If we segment the video and detect matched objects and regions across frames, we

should be able to smooth the tensor values in the corresponding regions to alleviate

the flickering problem that is caused by the incoherent tensor field. Optical flow

could also help create a more coherent tensor field. For example, if we use optical

flow algorithms to find the movement of corresponding pixels between frames, the

tensor value at each pixel in the current frame can be smoothed by the tensor at

the corresponding pixel in the previous frame. This information can also be used to

help clip brush strokes at the boundary between regions. These improvements may

be useful for both the image space algorithms and the model space algorithms, since

both of them need a coherent tensor field to create brush strokes.
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