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#### Abstract

A new discrete non-reflecting boundary condition for the time-dependent Maxwell equations describing the propagation of an electromagnetic wave in an infinite homogenous lossless rectangular waveguide with perfectly conducting walls is presented. It is derived from a virtual spatial finite difference discretization of the problem on the unbounded domain. Fourier transforms are used to decouple transversal modes. A judicious combination of edge based nodal values permits us to recover a simple structure in the Laplace domain. Using this, it is possible to approximate the convolution in time by a similar fast convolution algorithm as for the standard wave equation.


AMS Subject Classification: 78A50, 65N06, 65R99, 44A10, 44A35.
Keywords: Finite difference time domain methods, transparent boundary conditions, absorbing boundary conditions, fast convolution, waveguide.

## 1. Introduction

To compute the propagation of electromagnetic (micro-) waves in waveguides is a standard task in computational electromagnetism. Often the waveguides have a simple rectangular cross-section and are filled with non-conducting material of constant index of refraction. This is true, except for a small zone of inhomogeneity, corresponding, for instance, to a waveguide junction, a taper structure. As a model setting we consider two rectangular, homogeneous, lossless waveguides $\Omega_{1}$ and $\Omega_{2}$ with perfectly conducting walls that are linked by an inhomogeneous region $\Omega$ of potentially complicated geometry, see Figure 1 .

The region $\Omega$ requires discretization by means of spatial finite element or finite volume schemes. Of course, this is not an option for the infinite waveguides. Their impact on the propagation of electromagnetic waves should be modeled by imposing non-reflecting boundary conditions that link the tangential components of electric and magnetic fields at the two ports $\overline{\boldsymbol{\Omega}} \cap \overline{\boldsymbol{\Omega}}_{1}$ and $\overline{\boldsymbol{\Omega}} \cap \overline{\boldsymbol{\Omega}}_{2}$.

Non-reflecting boundary conditions are a crucial numerical tool whenever the propagation of waves in unbounded domains has to be computed. There are basically three different approaches. First, one may use time-domain integral equations as in [1]. However, this is only an option when one wants to tackle the


Fig. 1. Two connected rectangular waveguides
exterior of a bounded object. Second, absorbing layers have become very popular, starting with the pioneering work of Bérenger [2]. They are widely used in waveguide simulation. Third, one can opt for radiation boundary conditions based on Laplace transforms and temporal convolution, see the articles by Hagstrom [3, 4] for a survey.

The current paper describes an approach of the third category. It heavily relies on techniques introduced in [7, 10] for the wave equation. First the non-reflecting boundary condition is formulated using sine and cosine transforms on the boundary and the Laplace transform in time. The new challenge in the case of Maxwell's equations arises from the staggered location of the discrete unknowns, which makes it difficult to get a simple form of the Dirichlet-to-Neumann map for individual modes. We present a judicious recombination of discrete variables that renders the problem tractable. The boundary condition obtained is discrete nonreflecting, which means that no spurious reflections due to space discretization at the boundary enter the computational domain. Transforming back to time-domain gives a convolution in time that is evaluated using the fast convolution algorithm introduced in [7, 10] and described in Section 4.

## 2. Spatial Discretization

The time-domain electric wave equation in both waveguides, after suitable scaling, reads

$$
\begin{equation*}
-\frac{d^{2} \mathbf{u}}{d t^{2}}=\operatorname{curl} \operatorname{curl} \mathbf{u} . \tag{1}
\end{equation*}
$$

It has to be supplemented by vanishing tangential components $\mathbf{u} \times \mathbf{n}$ at the outer walls of the waveguides.

We take a closer look at the waveguide occupying the region $\left.\Omega_{2}:=\right] 0 ; \infty[\times] 0 ; a[\times] 0 ; b[, a, b>0$. It will be equipped with an infinite regular tensor-product virtual grid $G_{h}$ of mesh-width $h>0$. We assume $a=J h$ and
$b=K h$ for $J, K \in \mathbb{N}$. On this grid the electric wave equation is discretized by means of simple finite differences, known as the Yee scheme [11, 14], which can also be obtained from the finite integration technique [13]. The discrete field components can be viewed as being located on midpoints of edges. The resulting difference stencil for the double-curl operator and an edge in $x$-direction is depicted in Figure 2. The stencils for the double-curl operator and edges in $y$ - and $z$-direction are obtained by rotation of the stencil shown in Figure 2. Basically, these stencils describe a discrete counterpart of the curl curl-operator.

To begin with we have to distinguish between edges pointing into different coordinate directions. Therefore we introduce the sub-grids

$$
\begin{aligned}
& G_{h}^{x}:=\left(\left(i+\frac{1}{2}\right) h, j h, k h\right), \quad i \in \mathbb{N}_{0}, j \in\{1, \ldots, J-1\}, k \in\{1, \ldots, K-1\}, \\
& G_{h}^{y}:=\left(i h,\left(j+\frac{1}{2}\right) h, k h\right), \quad i \in \mathbb{N}_{0}, j \in\{0, \ldots, J-1\}, k \in\{1, \ldots, K-1\}, \\
& G_{h}^{z}:=\left(i h, j h,\left(k+\frac{1}{2}\right) h\right), \quad i \in \mathbb{N}_{0}, j \in\{1, \ldots, J-1\}, k \in\{0, \ldots, K-1\},
\end{aligned}
$$

where $G_{h}^{d}, d \in\{x, y, z\}$, contains the midpoints of edges in direction $d$. Let $F_{h}^{d}$ denote the space of real valued grid functions on grid $G_{h}^{d}$. Then the discrete electric fields in $\Omega_{2}$ can be described by grid functions in the space $\mathbf{F}_{h}:=F_{h}^{x} \times F_{h}^{y} \times F_{h}^{z}$.
The discrete curl curl-operator in $\Omega_{2}$ subject to homogeneous Dirichlet boundary conditions represents a linear mapping $\mathscr{C}_{h}: \mathbf{F}_{h} \mapsto \mathbf{F}_{h}$. For a grid function $\mathbf{u}_{h}=\left(u_{h}^{x}, u_{h}^{y}, u_{h}^{z}\right) \in \mathbf{F}_{h}$ the components $v_{h}^{x}, v_{h}^{y}$ and $v_{h}^{z}$ of $\mathbf{v}_{h}:=\mathscr{C}_{h} \mathbf{u}_{h}$ are given by


Fig. 2. Difference stencil for double-curl operator and edge in $x$-direction (scaled by $h^{2}$ )

$$
\begin{array}{ll}
v_{h}^{x}(\mathbf{p})=\frac{1}{h^{2}}\left(\left(-\Delta_{h}^{(y, z)} u_{h}^{x}\right)(\mathbf{p})+\left(R_{h}^{(y, x)} u_{h}^{y}\right)(\mathbf{p})+\left(R_{h}^{(z, x)} u_{h}^{z}\right)(\mathbf{p})\right), & \mathbf{p} \in G_{h}^{x}, \\
v_{h}^{y}(\mathbf{p})=\frac{1}{h^{2}}\left(\left(R_{h}^{(x, y)} u_{h}^{x}\right)(\mathbf{p})+\left(-\Delta_{h}^{(x, z)} u_{h}^{y}\right)(\mathbf{p})+\left(R_{h}^{(z, y)} u_{h}^{z}\right)(\mathbf{p})\right), & \mathbf{p} \in G_{h}^{y},  \tag{2}\\
v_{h}^{z}(\mathbf{p})=\frac{1}{h^{2}}\left(\left(R_{h}^{(x, z)} u_{h}^{x}\right)(\mathbf{p})+\left(R_{h}^{(y, z)} u_{h}^{y}\right)(\mathbf{p})+\left(-\Delta_{h}^{(x, y)} u_{h}^{z}\right)(\mathbf{p})\right), & \mathbf{p} \in G_{h}^{z} .
\end{array}
$$

Here, writing $\mathbf{e}_{d}, d \in\{x, y, z\}$, for the unit vector in direction $d$, the grid operators $\Delta_{h}^{(d, f)}: F_{h}^{g} \mapsto F_{h}^{g},\{d, f, g\}=\{x, y, z\}$, are defined by

$$
\begin{align*}
\left(-\Delta_{h}^{(d, f)} u_{h}^{g}\right)(\mathbf{p})= & 4 u_{h}^{g}(\mathbf{p})-u_{h}^{g}\left(\mathbf{p}-h \mathbf{e}_{d}\right)-u_{h}^{g}\left(\mathbf{p}+h \mathbf{e}_{d}\right) \\
& -u_{h}^{g}\left(\mathbf{p}-h \mathbf{e}_{f}\right)-u_{h}^{g}\left(\mathbf{p}+h \mathbf{e}_{f}\right), \tag{3}
\end{align*}
$$

for $\mathbf{p} \in G_{h}^{g}$. Similarly the grid operators $R_{h}^{(d, f)}: F_{h}^{d} \mapsto F_{h}^{f}$ are given by

$$
\begin{align*}
\left(R_{h}^{(d, f)} u_{h}^{g}\right)(\mathbf{p})= & u_{h}^{g}\left(\mathbf{p}+\frac{h}{2}\left(\mathbf{e}_{d}+\mathbf{e}_{f}\right)\right)-u_{h}^{g}\left(\mathbf{p}+\frac{h}{2}\left(\mathbf{e}_{d}-\mathbf{e}_{f}\right)\right) \\
& -u_{h}^{g}\left(\mathbf{p}+\frac{h}{2}\left(-\mathbf{e}_{d}+\mathbf{e}_{f}\right)\right)+u_{h}^{g}\left(\mathbf{p}+\frac{h}{2}\left(-\mathbf{e}_{d}-\mathbf{e}_{f}\right)\right) \tag{4}
\end{align*}
$$

for $\mathbf{p} \in G_{h}^{f},\{d, f, g\}=\{x, y, z\}$. Thus we have converted the stencils into formulas. Eventually the semi-discrete electric wave equation becomes

$$
\begin{equation*}
-\frac{d^{2} \mathbf{u}_{h}}{d t^{2}}=\mathscr{C}_{h} \mathbf{u}_{h} \tag{5}
\end{equation*}
$$

It has to be supplied with initial values at time $t=0$. For the sake of simplicity we will always assume that in the beginning there are no fields in $\Omega_{i}, i=1,2$, that is $\mathbf{u}_{h}(0)=\left(\frac{d}{d t} \mathbf{u}_{h}\right)(0)=0$. Then the Laplace transform with respect to $t$ gives

$$
\begin{equation*}
\mathscr{S}_{h} \hat{\mathbf{u}}_{h}:=\left(\mathscr{C}_{h}+s^{2}\right) \hat{\mathbf{u}}_{h}=0 . \tag{6}
\end{equation*}
$$

## 3. Derivation of Non-Reflecting Boundary Conditions

Next we carry out a modal decomposition of the tangential components of $\mathbf{u}_{h}$ in the plane of the port $\Gamma:=\bar{\Omega} \cap \bar{\Omega}_{2}$, which lies in the $y-z$ coordinate plane. Let $\Gamma_{h}$ denote the grid restricted to $\Gamma$. Hence only nodes for $y$ - and $z$-components are located on $\Gamma_{h}$, see Figure 3. More precisely they form the sub-grids

$$
\begin{aligned}
& \Gamma_{h}^{y}:=\left(0,\left(j+\frac{1}{2}\right) h, k h\right), \quad j \in\{0, \ldots, J-1\}, k \in\{1, \ldots, K-1\}, \\
& \Gamma_{h}^{z}:=\left(0, j h,\left(k+\frac{1}{2}\right) h\right), \quad j \in\{1, \ldots, J-1\}, k \in\{0, \ldots, K-1\} .
\end{aligned}
$$



Fig. 3. Grid $\Gamma_{h}$

The associated spaces of grid functions are denoted by $P_{h}^{y}$ and $P_{h}^{z}$. They are restrictions of $F_{h}^{y}$ and $F_{h}^{z}$ to $\Gamma_{h}$, respectively. Write

$$
\begin{gathered}
Y^{(j, k)}(y, z):=\cos (\eta y) \cdot \sin (\zeta z), \\
\eta:=j \pi / a, \quad j \in\{0, \ldots, J-1\}, \quad \zeta:=k \pi / b, \quad k \in\{0, \ldots, K-1\}, \\
Z^{(j, k)}(y, z):=\sin (\eta y) \cdot \cos (\zeta z), \\
\eta:=j \pi / a, \quad j \in\{0, \ldots, J-1\}, \quad \zeta:=k \pi / b, \quad k \in\{0, \ldots, K-1\},
\end{gathered}
$$

and observe that

$$
\begin{aligned}
& P_{h}^{y}=\operatorname{Span}\left\{\mathbf{p} \mapsto Y^{(j, k)}(\mathbf{p}), j \in\{0, \ldots, J-1\}, k \in\{0, \ldots, K-1\}, \mathbf{p} \in \Gamma_{h}^{y}\right\}, \\
& P_{h}^{z}=\operatorname{Span}\left\{\mathbf{p} \mapsto Z^{(j, k)}(\mathbf{p}), j \in\{0, \ldots, J-1\}, k \in\{0, \ldots, K-1\}, \mathbf{p} \in \Gamma_{h}^{x}\right\} .
\end{aligned}
$$

For ease of notation we consider a zeroth sine coefficient, which is redundant. For a grid function $u_{h}^{y} \in P_{h}^{y}$ the cosine-sine transform coefficients $\hat{u}_{h}^{y}$ are given by the relation

$$
\begin{equation*}
u_{h}^{y}(0, y, z)=\sum_{j=0}^{J-1} \sum_{k=0}^{K-1} \hat{u}_{h}^{y}(j, k) Y^{(j, k)}(y, z) \quad \text { for }(y, z) \in \Gamma_{h}^{y} \tag{7}
\end{equation*}
$$

This bijective cosine-sine transformation $u^{y}(0, \cdot, \cdot) \mapsto \hat{u}_{h}^{y}$ will be denoted by $\mathscr{Y}$. Similarly, for $u_{h}^{z} \in P_{h}^{z}$, we define the sine-cosine transform coefficients $\hat{u}_{h}^{z}$ by the relation

$$
\begin{equation*}
u_{h}^{z}(0, y, z)=\sum_{j=0}^{J-1} \sum_{k=0}^{K-1} \hat{u}_{h}^{z}(j, k) Z^{(j, k)}(y, z) \quad \text { for }(y, z) \in \Gamma_{h}^{z} . \tag{8}
\end{equation*}
$$

The corresponding bijective mapping will be abbreviated by $\mathscr{Z}$.
Beside the grids $\Gamma_{h}^{y}$ and $\Gamma_{h}^{z}$ we need two layers of edges in $x$-direction adjacent to the port. They bear the grids

$$
\begin{aligned}
\Gamma_{h}^{-x} & :=(-h / 2, j h, k h), \quad j \in\{1, \ldots, J-1\}, k \in\{1, \ldots, K-1\}, \\
\Gamma_{h}^{x} & :=(h / 2, j h, k h), \quad j \in\{1, \ldots, J-1\}, k \in\{1, \ldots, K-1\} .
\end{aligned}
$$

We denote the restriction of $F_{h}^{x}$ to $\Gamma_{h}^{ \pm x}$ by $P_{h}^{ \pm x}$ and set

$$
\begin{gathered}
X^{(j, k)}(y, z):=\sin (\eta y) \cdot \sin (\zeta z), \\
\eta=j \pi / a, \quad j \in\{0, \ldots, J-1\}, \quad \zeta=k \pi / b, \quad k \in\{0, \ldots, K-1\} .
\end{gathered}
$$

For $u_{h}^{x} \in P_{h}^{x}$ we define the sine-sine transform coefficients $\hat{u}_{h}^{x}$ by the relation

$$
\begin{equation*}
u_{h}^{x}(h / 2, y, z)=\sum_{j=0}^{J-1} \sum_{k=0}^{K-1} \hat{u}_{h}^{x}(j, k) X^{(j, k)}(y, z) \quad \text { for }(y, z) \in \Gamma_{h}^{x} . \tag{9}
\end{equation*}
$$

We adopt the notation $\mathscr{X}$ for this bijective transformation.
Now we study the action of the discrete differential operator $\mathscr{C}_{h}$ on a function $\mathbf{u}_{h}=\left(u_{h}^{x}, u_{h}^{y}, u_{h}^{z}\right) \in \mathbf{F}_{h}$ that is of the special form

$$
\begin{array}{ll}
u_{h}^{x}(x, y, z)=X^{(j, k)}(y, z) \cdot w_{h}^{x}(x), & (x, y, z) \in G_{h}^{x}, \\
u_{h}^{y}(x, y, z)=Y^{(j, k)}(y, z) \cdot w_{h}^{y}(x), & (x, y, z) \in G_{h}^{y},  \tag{10}\\
u_{h}^{z}(x, y, z)=Z^{(j, k)}(y, z) \cdot w_{h}^{z}(x), & (x, y, z) \in G_{h}^{z},
\end{array}
$$

where $w_{h}^{y}, w_{h}^{z}:\{i h\}_{i \in \mathbb{N}_{0}} \rightarrow \mathbb{R}$ and $w_{h}^{x}:\left\{\left(i+\frac{1}{2}\right) h\right\}_{i \in \mathbb{N}_{0}} \rightarrow \mathbb{R}$ are grid functions on a one-dimensional equidistant grid, see Figure 4. In the sequel the spatial frequencies $\eta$ and $\zeta$ are fixed, since we focus on individual modes.


Fig. 4. Location of nodes for $w_{h}^{x}, w_{h}^{y}$, and $w_{h}^{z}$ on the $x$-axis

Using elementary manipulations we calculate for a single mode

$$
\begin{aligned}
R_{h}^{(y, x)} u_{h}^{y}(\mathbf{p})= & R_{h}^{(y, x)}\left(Y^{j, k}(y, z) w_{h}^{y}(x)\right) \\
= & \cos (\eta(y+h / 2)) \sin (\zeta z) w_{h}^{y}(x+h / 2)-\cos (\eta(y+h / 2)) \sin (\zeta z) w_{h}^{y}(x-h / 2) \\
& -\cos (\eta(y-h / 2)) \sin (\zeta z) w_{h}^{y}(x+h / 2)+\cos (\eta(y-h / 2)) \sin (\zeta z) w_{h}^{y}(x-h / 2) \\
= & (\cos (\eta y) \cos (\eta h / 2)-\sin (\eta y) \sin (\eta h / 2)) \sin (\zeta z) w_{h}^{y}(x+h / 2) \\
& -(\cos (\eta y) \cos (\eta h / 2)+\sin (\eta y) \sin (\eta h / 2)) \sin (\zeta z) w_{h}^{y}(x+h / 2) \\
& +(\cos (\eta y) \cos (\eta h / 2)+\sin (\eta y) \sin (\eta h / 2)) \sin (\zeta z) w_{h}^{y}(x-h / 2) \\
& -(\cos (\eta y) \cos (\eta h / 2)-\sin (\eta y) \sin (\eta h / 2)) \sin (\zeta z) w_{h}^{y}(x-h / 2) \\
= & -2 \sin (\eta h / 2) X^{j, k}(y, z)\left(w_{h}^{y}(x+h / 2)-w_{h}^{y}(x-h / 2)\right)
\end{aligned}
$$

for $\mathbf{p} \in G_{h}^{x}$ and

$$
\begin{aligned}
-\Delta_{h}^{(y, z)} u_{h}^{x}(\mathbf{p})= & -\Delta_{h}^{(y, z)}\left(X^{j, k}(y, z) w_{h}^{x}(x)\right) \\
= & \left(4 \sin (\eta y) \sin (\zeta z) w_{h}^{x}(x)\right)-\left(\sin (\eta(y-h)) \sin (\zeta z) w_{h}^{x}(x)\right) \\
& -\left(\sin (\eta y) \sin (\zeta(z+h)) w_{h}^{x}(x)\right)-\left(\sin (\eta(y+h)) \sin (\zeta z) w_{h}^{x}(x)\right) \\
& -\left(\sin (\eta y) \sin (\zeta(z-h)) w_{h}^{x}(x)\right) \\
= & \left(4 \sin (\eta y) \sin (\zeta z) w_{h}^{x}(x)\right) \\
& -\left((\sin (\eta y) \cos (\eta h)-\cos (\eta y) \sin (\eta h)) \sin (\zeta z) w_{h}^{x}(x)\right. \\
& -\left((\sin (\eta y) \cos (\eta h)+\cos (\eta y) \sin (\eta h)) \sin (\zeta z) w_{h}^{x}(x)\right. \\
& -\left((\sin (\zeta z) \cos (\zeta h)-\cos (\zeta z) \sin (\zeta h)) \sin (\eta y) w_{h}^{x}(x)\right. \\
& -\left((\sin (\zeta z) \cos (\zeta h)+\cos (\zeta z) \sin (\zeta h)) \sin (\eta y) w_{h}^{x}(x)\right. \\
= & \left((2 \sin (\eta h / 2))^{2}+(2 \sin (\zeta h / 2))^{2}\right) X^{j, k}(y, z) w_{h}^{x}(x)
\end{aligned}
$$

for $\mathbf{p} \in G_{h}^{x}$. For all the other terms in Equation (2), due to the symmetry of the stencil, we get, using the abbreviations

$$
\begin{aligned}
r_{\eta} & :=\frac{2}{h} \sin \left(\frac{1}{2} h \eta\right), \quad r_{\zeta}:=\frac{2}{h} \sin \left(\frac{1}{2} h \zeta\right), \\
R_{h}^{(z, x)} u_{h}^{z}(\mathbf{p}) & =X^{j, k}(y, z) h r_{\zeta}\left(w_{h}^{z}(x-h / 2)-w_{h}^{z}(x+h / 2)\right), \quad \mathbf{p} \in G_{h}^{x}, \\
R_{h}^{(x, y)} u_{h}^{x}(\mathbf{p}) & =Y^{j, k}(y, z) h r_{\eta}\left(w_{h}^{x}(x+h / 2)-w_{h}^{x}(x-h / 2)\right), \quad \mathbf{p} \in G_{h}^{y}, \\
R_{h}^{(z, y)} u_{h}^{z}(\mathbf{p}) & =-Y^{j, k}(y, z) h^{2} r_{\zeta} r_{\eta} w_{h}^{z}(x), \quad \mathbf{p} \in G_{h}^{y}, \\
R_{h}^{(x, z)} u_{h}^{x}(\mathbf{p}) & =Z^{j, k}(y, z) h r_{\zeta}\left(w_{h}^{x}(x+h / 2)-w_{h}^{x}(x-h / 2)\right), \quad \mathbf{p} \in G_{h}^{z}, \\
R_{h}^{(y, z)} u_{h}^{y}(\mathbf{p}) & =-Z^{j, k}(y, z) h^{2} r_{\zeta} r_{\eta} w_{h}^{y}(x), \quad \mathbf{p} \in G_{h}^{z}, \\
-\Delta_{h}^{(x, z)} u_{h}^{y}(\mathbf{p}) & =Y^{j, k}(y, z)\left(\left(2+\left(h r_{\zeta}\right)^{2}\right) w_{h}^{y}(x)-w_{h}^{y}(x+h)-w_{h}^{y}(x-h)\right), \quad \mathbf{p} \in G_{h}^{y}, \\
-\Delta_{h}^{(x, y)} u_{h}^{z}(\mathbf{p}) & =Z^{j, k}(y, z)\left(\left(2+\left(h r_{\eta}\right)^{2}\right) w_{h}^{z}(x)-w_{h}^{z}(x+h)-w_{h}^{z}(x-h)\right), \quad \mathbf{p} \in G_{h}^{z} .
\end{aligned}
$$



Fig. 5. Talbot contour

This yields

$$
\mathscr{C}\left(\begin{array}{c}
X^{(j, k)} w_{h}^{x} \\
Y^{(j, k)} w_{h}^{y} \\
Z^{(j, k)} w_{h}^{z}
\end{array}\right)=\left(\begin{array}{c}
X^{(j, k)} q_{h}^{x} \\
Y^{(j, k)} q_{h}^{y} \\
Z^{(j, k)} q_{h}^{z}
\end{array}\right),
$$

where the grid functions $q_{h}^{x}, q_{h}^{y}$ and $q_{h}^{z}$ are given by

$$
\begin{aligned}
& q_{h}^{x}=\left(r_{\eta}^{2}+r_{\zeta}^{2}\right) w_{h}^{x}-r_{\eta} \delta_{h / 2}^{x} w_{h}^{y}-r_{\zeta} \delta_{h / 2}^{x} w_{h}^{z}, \\
& q_{h}^{y}=r_{\eta} \delta_{h / 2}^{x} w_{h}^{x}+\left(-\Delta_{h}^{x}+r_{\zeta}^{2}\right) w_{h}^{y}-r_{\eta} r_{\zeta} w_{h}^{z}, \\
& q_{h}^{z}=r_{\zeta} \delta_{h / 2}^{x} w_{h}^{x}-r_{\zeta} r_{\eta} w_{h}^{y}+\left(-\Delta_{h}^{x}+r_{\eta}^{2}\right) w_{h}^{z} .
\end{aligned}
$$

The difference operators are defined as

$$
\begin{align*}
\left(\delta_{h / 2}^{x} \tilde{f}_{h}\right)(x) & :=\frac{\tilde{f}_{h}\left(x+\frac{1}{2} h\right)-\tilde{f}_{h}\left(x-\frac{1}{2} h\right)}{h}, \quad x=\left(i+\frac{1}{2}\right) h, i \in \mathbb{N}_{0},  \tag{11}\\
\left(-\Delta_{h}^{x} \tilde{f}_{h}\right)(x) & :=\frac{2 \tilde{f}_{h}(x)-\tilde{f}_{h}(x-h)-\tilde{f}_{h}(x+h)}{h^{2}}, \quad x=i h, i \in \mathbb{N} . \tag{12}
\end{align*}
$$

The crucial insight is that each pair of spatial frequencies $(\eta, \zeta)$ defines an invariant subspace for $\mathscr{C}_{h}$ containing functions of the form (10). Hence modal decomposition reduces the action of $\mathscr{S}$ to coupled one-dimensional difference equations. Equation (6), when considered in the invariant subspaces, reads

$$
\begin{align*}
& \left(r_{\eta}^{2}+r_{\zeta}^{2}+s^{2}\right) w_{h}^{x}-r_{\eta} \delta_{h / 2}^{x} w_{h}^{y}-r_{\zeta} \delta_{h / 2}^{x} w_{h}^{z}=0, \\
& r_{\eta} \delta_{h / 2}^{x} w_{h}^{x}+\left(-\Delta_{h}^{x}+r_{\zeta}^{2}+s^{2}\right) w_{h}^{y}-r_{\eta} r_{\zeta} w_{h}^{z}=0,  \tag{13}\\
& r_{\zeta} \delta_{h / 2}^{x} w_{h}^{x}-r_{\zeta} r_{\eta} w_{h}^{y}+\left(-\Delta_{h}^{x}+r_{\eta}^{2}+s^{2}\right) w_{h}^{z}=0
\end{align*}
$$

What bars us from a straightforward application of the ideas that have been successful in the case of the wave equation, cf. [7, 10], is the staggered location of the $w_{h}^{x}$ nodal values. A remedy is to introduce the difference of these nodal values as auxiliary grid function

$$
\begin{equation*}
p_{h}^{x}(x)=w_{h}^{x}\left(x-\frac{1}{2} h\right)-w_{h}^{x}\left(x+\frac{1}{2} h\right), \tag{14}
\end{equation*}
$$

which results in

$$
\begin{align*}
& \left(r_{\eta}^{2}+r_{\zeta}^{2}+s^{2}\right) p_{h}^{x}+h r_{\eta} \Delta_{h}^{x} w_{h}^{y}+h r_{\zeta} \Delta_{h}^{x} w_{h}^{z}=0, \\
& -r_{\eta} \frac{1}{h} p_{h}^{x}+\left(-\Delta_{h}^{x}+r_{\zeta}^{2}+s^{2}\right) w_{h}^{y}-r_{\eta} r_{\zeta} w_{h}^{z}=0,  \tag{15}\\
& -r_{\zeta} \frac{1}{h} p_{h}^{x}-r_{\zeta} r_{\eta} w_{h}^{y}+\left(-\Delta_{h}^{x}+r_{\eta}^{2}+s^{2}\right) w_{h}^{z}=0
\end{align*}
$$

Now we apply the zeta-transform to (15). Defining the formal series

$$
X(\xi):=\sum_{n=0}^{\infty} p_{h}^{x}(n h) \xi^{n}, \quad Y(\xi):=\sum_{n=0}^{\infty} w_{h}^{y}(n h) \xi^{n} \quad \text { and } \quad Z(\xi):=\sum_{n=0}^{\infty} w_{h}^{z}(n h) \xi^{n},
$$

we can rewrite Equation (15):

$$
\begin{aligned}
& \left(r_{\eta}^{2}+r_{\zeta}^{2}+s^{2}\right) X(\xi)-\frac{r_{\eta}}{h}\left(\xi^{-1}-2+\xi\right) Y(\xi)-\frac{r_{\zeta}}{h}\left(\xi^{-1}-2+\xi\right) Z(\xi) \\
& \quad=-\frac{r_{\eta}}{h}\left(\xi^{-1} w_{h}^{y}(0)-w_{h}^{y}(-h)\right)-\frac{r_{\zeta}}{h}\left(\xi^{-1} w_{h}^{z}(0)-w_{h}^{z}(-h)\right) \\
& r_{\eta} \frac{1}{h} X(\xi)-\left(\frac{1}{h^{2}} \xi^{-1}-\left(\frac{2}{h^{2}}+r_{\zeta}^{2}+s^{2}\right)+\frac{1}{h^{2}} \xi\right) Y(\xi)-r_{\eta} r_{\zeta} Z(\xi) \\
& \quad=\frac{1}{h^{2}}\left(w_{h}^{y}(-h)-\xi^{-1} w_{h}^{y}(0)\right) \\
& r_{\zeta} \frac{1}{h} X(\xi)-r_{\eta} r_{\zeta} Y(\xi)-\left(\frac{1}{h^{2}} \xi^{-1}-\left(\frac{2}{h^{2}}+r_{\eta}^{2}+s^{2}\right)+\frac{1}{h^{2}} \xi\right) Z(\xi) \\
& \quad=\frac{1}{h^{2}}\left(w_{h}^{z}(-h)-\xi^{-1} w_{h}^{z}(0)\right)
\end{aligned}
$$

Solving for $X(\xi), Y(\xi)$ and $Z(\xi)$ we get

$$
\begin{align*}
X(\xi) & =h \frac{r_{\eta}\left(w_{h}^{y}(-h) \xi-w_{h}^{y}(0)\right)+r_{\zeta}\left(w_{h}^{z}(-h) \xi-w_{h}^{z}(0)\right)}{-1+\left(\left(r_{\eta}^{2}+r_{\zeta}^{2}+s^{2}\right) h^{2}+2\right) \xi-\xi^{2}} \\
Y(\xi) & =\frac{-w_{h}^{y}(0)+w_{h}^{y}(-h) \xi}{-1+\left(\left(r_{\eta}^{2}+r_{\zeta}^{2}+s^{2}\right) h^{2}+2\right) \xi-\xi^{2}}  \tag{16}\\
Z(\xi) & =\frac{-w_{h}^{z}(0)+w_{h}^{z}(-h) \xi}{-1+\left(\left(r_{\eta}^{2}+r_{\zeta}^{2}+s^{2}\right) h^{2}+2\right) \xi-\xi^{2}}
\end{align*}
$$

To begin with, since $p_{h}^{x}(0)$ does not occur we obtain the relationship

$$
\begin{equation*}
p_{h}^{x}(0)=w_{h}^{x}(-h / 2)-w_{h}^{x}(h / 2)=-h\left(r_{\eta} w_{h}^{y}(0)+r_{\zeta} w_{h}^{z}(0)\right) . \tag{17}
\end{equation*}
$$

The second and third equation of (16) are of the form

$$
\sum_{n=0}^{\infty} \alpha_{n} \xi^{n}=\frac{1}{1-\left(\left(r_{\eta}^{2}+r_{\zeta}^{2}+s^{2}\right) h^{2}+2\right) \xi+\xi^{2}} q(\xi)
$$

where $q(\xi)=q_{0}+q_{1} \xi$ is a polynomial of degree 1 in $\xi$, with coefficients depending on boundary values $w_{h}^{z}(0)$ and $w_{h}^{y}(0)$ and on auxiliary values $w_{h}^{z}(-h)$ and $w_{h}^{y}(-h)$. A fractional decomposition gives

$$
\begin{aligned}
\sum_{n=0}^{\infty} \alpha_{n} \xi^{n} & =c\left(\frac{1}{\xi_{0}^{-1}-\xi}-\frac{1}{\xi_{0}-\xi}\right)\left(q_{0}+q_{1} \xi\right) \\
& =c\left(\sum_{n=0}^{\infty} \xi_{0}^{n} \xi^{n}-\frac{1}{\xi_{0}^{n}} \xi^{n}\right)\left(q_{0}+q_{1} \xi\right) \\
& =c\left(\sum_{n=0}^{\infty} q_{0}\left(\xi_{0}^{n}-\frac{1}{\xi_{0}^{n}}\right) \xi^{n}+\sum_{n=0}^{\infty} q_{1}\left(\xi_{0}^{n}-\frac{1}{\xi_{0}^{n}}\right) \xi^{n+1}\right) \\
& =c\left(\sum_{n=0}^{\infty}\left(\left(q_{0}+q_{1} \frac{1}{\xi_{0}}\right) \xi_{0}^{n}-\left(q_{0}+q_{1} \xi_{0}\right) \frac{1}{\xi_{0}^{n}}\right) \xi^{n}-q_{1}\left(\xi_{0}-\xi_{0}^{-1}\right)\right)
\end{aligned}
$$

where $c:=\left(\xi_{0}-\xi_{0}^{-1}\right)^{-1}$ and $\xi_{0}$ is the root of $1-\left(\left(r_{\eta}^{2}+r_{\zeta}^{2}+s^{2}\right) h^{2}+2\right) \xi+\xi^{2}$, such that $\left|\xi_{0}\right|<1$ for $\Re(s)>0$. Hence the sequence $\alpha_{n}$ will only be bounded for $n \rightarrow \infty$, if

$$
q_{0}+q_{1} \xi_{0}=0
$$

Since the sequences $w_{h}^{y}(n h)$ and $w_{h}^{z}(n h)$ have to be uniformly bounded, this condition gives

$$
w_{h}^{y}(0)-w_{h}^{y}(-h) \xi_{0}=0, \quad w_{h}^{z}(0)-w_{h}^{z}(-h) \xi_{0}=0
$$

and equivalently

$$
\begin{align*}
& w_{h}^{y}(0)=\frac{w_{h}^{y}(-h)-w_{h}^{y}(0)}{\xi_{0}^{-1}-1}  \tag{18}\\
& w_{h}^{z}(0)=\frac{w_{h}^{z}(-h)-w_{h}^{z}(0)}{\xi_{0}^{-1}-1} \tag{19}
\end{align*}
$$

These yield non-reflecting boundary conditions for the time-dependent Maxwell equation in a waveguide. Equation (17) is redundant, as we will see in Section 5.

Equations (18), (19) and (17) are spatially discrete non-reflecting boundary conditions in the Laplace domain expressed with respect to the transversal modes, because they provide equations for the values $w_{h}^{y}(0), w_{h}^{z}(0)$, and $w_{h}^{x}(h / 2)$ as functions of nodal values inside $\Omega$. It is important to note that one more layer of the regular grid is required on the $\Omega$-side of the port, cf. Section 5 .

Transforming back to time and grid domain we get the following relation between boundary values and differences of boundary and auxiliary values for $\mathbf{u}_{h}$

$$
\begin{align*}
u_{h}^{x}(h / 2, y, z, t)= & u_{h}^{x}(-h / 2, y, z, t) \\
& +\mathscr{X}^{-1}\left(h\left(r_{\eta} \mathscr{Y}\left(u_{h}^{y}(0, \cdot, \cdot, t)(j, k)\right)+r_{\zeta} \mathscr{Z}\left(u_{h}^{z}(0, \cdot, \cdot, t)(j, k)\right)\right)\right)(y, z), \\
u_{h}^{y}(0, y, z, t)= & \mathscr{Y}^{-1}\left(\int_{0}^{t} f_{j, k}(t-\tau) \mathscr{Y}\left(u_{h}^{y}(-h, \cdot, \cdot, \tau)-u_{h}^{y}(0, \cdot, \cdot, \tau)\right)(j, k) d \tau\right)(y, z), \\
u_{h}^{z}(0, y, z, t)= & \mathscr{Z}^{-1}\left(\int_{0}^{t} f_{j, k}(t-\tau) \mathscr{Z}\left(u_{h}^{z}(-h, \cdot, \cdot, \tau)-u_{h}^{z}(0, \cdot, \cdot, \tau)\right)(j, k) d \tau\right)(y, z), \tag{20}
\end{align*}
$$

where $\mathscr{X}, \mathscr{Y}$ and $\mathscr{Z}$ denote sine-sine, cosine-sine, and sine-cosine transforms, respectively.
The Laplace transform $F_{j, k}(s)$ of $f_{j, k}(t)$ is given by

$$
\begin{align*}
F_{j, k}(s) & :=\frac{1}{\xi_{0}^{-1}-1} \\
& =\frac{2}{h^{2}\left(\left(r_{\eta}^{2}+r_{\zeta}^{2}+s^{2}\right)+\left(r_{\eta}^{2}+r_{\zeta}^{2}+s^{2}\right)^{1 / 2}\left(r_{\eta}^{2}+r_{\zeta}^{2}+s^{2}+\frac{4}{h^{2}}\right)^{1 / 2}\right)} \tag{21}
\end{align*}
$$

Recall that

$$
r_{\eta}=\frac{2}{h} \sin \left(\frac{1}{2} h j \frac{\pi}{a}\right), \quad r_{\zeta}=\frac{2}{h} \sin \left(\frac{1}{2} h k \frac{\pi}{b}\right)
$$

were defined previously.

Thus, we are left with evaluating the temporal convolution for each transform coefficient. Its efficient evaluation will be the focus of the next section.

## 4. Convolution Algorithm

In this section we describe the algorithm for computing temporal convolutions. This algorithm was first presented in [7], where it was applied to non-reflecting boundary conditions for Schrödinger and wave equations. Here we give a brief description of the algorithm and provide the outline of an implementation in MATLAB [8].

From (21) it is clear that the function $s \mapsto F_{\eta, \zeta}(s)$ has singularities in

$$
\pm \alpha, \quad \alpha:=i \sqrt{r_{\eta}^{2}+r_{\zeta}^{2}} \quad \text { and in } \quad \pm \gamma, \quad \gamma:=i \sqrt{r_{\eta}^{2}+r_{\zeta}^{2}+4 / h^{2}}
$$

For convenience we drop the subscripts of $F_{j, k}$ and $f_{j, k}$ for the remainder of this section.

Consider the convolution

$$
\int_{0}^{t} f(t-\tau) g(\tau) d t
$$

which is to be computed on the grid $t=0, \Delta t, 2 \Delta t, \ldots, T=N_{t} \Delta t$ with step size $\Delta t$. Here $f$ and $g$ play different roles. As shown above we are interested in situations where the evaluation of $g(\tau)$ at $\tau=n \Delta t$ requires knowledge of the values of the convolution up to $(n-1) \Delta t$, so that the required values of $g(\tau)$ cannot be computed in advance. It is the Laplace transform $F(s)$ of the convolution kernel $f(t)$, rather than the kernel itself, which is known a priori and can be evaluated easily. Therefore the algorithm should use evaluations only of $F(s)$.
The algorithm presented below will only require $\mathcal{O}\left(N_{t} \log N_{t}\right)$ operations and $\mathcal{O}\left(\log N_{t}\right)$ memory. It approximates the kernel $f(t)$ by sums of exponentials locally on a sequence of fast-growing intervals $I_{\ell}$ covering $[\Delta t, T]$ :

$$
\begin{equation*}
I_{\ell}=\left[B^{\ell-1} \Delta t,\left(2 B^{\ell}-1\right) \Delta t\right], \tag{22}
\end{equation*}
$$

where $B>1$ is an integer and $\ell=1, \ldots, K$ such that $\left(2 B^{K}-1\right) \geq N_{t}$. The approximation of $f(t)$ on $I_{\ell}$ results from applying the trapezoidal rule to a parameterization of the contour integral for the inverse Laplace transform,

$$
\begin{equation*}
f(t)=\frac{1}{2 \pi i} \int_{\Gamma_{\ell}} F(\lambda) e^{t \lambda} d \lambda \approx \sum_{j=-N}^{N} w_{j}^{(\ell)} F\left(\lambda_{j}^{(\ell)}\right) e^{t \lambda_{j}^{(\ell)}}, \quad t \in I_{\ell}, \tag{23}
\end{equation*}
$$

with a suitably chosen complex contour $\Gamma_{\ell}$ to be described in detail below. The number of quadrature points on $\Gamma_{\ell}$ is chosen independent of $\ell$, but may depend on the kernel. It is much smaller than what would be required for a uniform approximation of the contour integral on $[0, T]$.

The numerical integration in (23) is done by applying the trapezoidal rule with equidistant steps to a parameterization of a Talbot contour [9, 12], which is given by

$$
\begin{equation*}
(-\pi, \pi) \rightarrow \Gamma \quad \theta \mapsto \sigma+\mu(\theta \cot (\theta)+i v \theta) \tag{24}
\end{equation*}
$$

where the parameters $\mu, v$ and $\sigma$ are such that the singularities of $F(s), \pm \alpha$ and $\pm \gamma$, lie to the left of the contour. We will use up to four shifted Talbot contours to enclose all the singularities of $F$, see Figures 6 to 9 .
We set $\sigma_{0}=0, \mu_{0}=8, \mu=\mu_{0} /\left(\left(2 B^{\ell}-1\right) \Delta t\right), v_{0}=0.6$ and $\beta=\pi \mu v_{0} / 2$, i.e. $\beta$ is the imaginary part of the intersection of the Talbot contour given by $v_{0}$ and $\mu$ with $\sigma=0$. The parameter $\mu$ depends only on $\ell$, whereas the parameters $v$ and $\sigma$ depend on the singularities of the kernel, $\pm \alpha$ and $\pm \gamma$. The parameters $\mu_{0}$ and $v_{0}$ were obtained by minimizing the error in approximation (23). For a more detailed discussion on the error for general $F$ see the references $[9,12]$ and for a discussion on the error for the Laplace transform $F$ of the convolution kernel under consideration here, which is the same as for the wave equation, we refer to [7, 10].
We choose $\Gamma$ to be one contour $\Gamma_{0}$ enclosing all four singularities if $\alpha<\beta$ and $\beta<(\gamma-\alpha) / 2$, setting $v=v_{0}(1+\alpha / \beta)$ and $\sigma=\sigma_{0}$.


Fig. 6. One contour enclosing all singularities

We choose two contours $\Gamma_{0}$ and $\widehat{\Gamma}_{0}$ if $\alpha \geq \beta$ and $\beta>(\gamma-\alpha) / 2$ where $\Gamma_{0}$ is given by $v=v_{0}(1+(\gamma-\alpha) /(2 \beta))$ and $\sigma=(\gamma+\alpha) / 2 \quad$ and $\widehat{\Gamma}_{0}$ is given by $v=v_{0}(1+(\gamma-\alpha) /(2 \beta))$ and $\sigma=-(\gamma+\alpha) / 2$.


Fig. 7. Two contours enclosing all singularities

This choice of $\Gamma_{\ell}$ can be written as the pseudo code given in Figure 10. There we use the abbreviation $\lambda(\mu, v, \sigma, N)$ for a vector of length $2 N-1$ whose entries are points on a Talbot contour $\Gamma$ given by the parameters $\mu, \nu$ and $\sigma$ and $\mathrm{w}(\mu, \nu, N)$ for a vector consisting of the quadrature weights $w_{i}$ corresponding to $\Gamma$, given in Equation (23). exp denotes the exponential function and .* the element by element product of two vectors.
We choose $\Gamma$ to be three contours $\Gamma_{0}$ enclosing $\pm \alpha, \Gamma_{1}$ enclosing $\gamma$ and $\widehat{\Gamma}_{1}$ enclosing $-\gamma$ if $\alpha<\beta$ and $\beta \geq(\gamma-\alpha) / 2$ where $\Gamma_{0}$ is given by $v=v_{0}(1+\gamma / \beta)$ and $\sigma=\sigma_{0}$ and $\Gamma_{1}$ is given by $v=v_{0}$ and $\sigma=\gamma$ and $\widehat{\Gamma}_{1}$ is given by $v=v_{0}$ and $\sigma=-\gamma$


Fig. 8. Three contours enclosing all singularities

We choose four contours $\Gamma_{0}, \widehat{\Gamma}_{0}, \Gamma_{1}$ and $\widehat{\Gamma}_{1}$ if $\alpha \geq \beta$ and $\beta \geq(\gamma-\alpha) / 2$ where $\Gamma_{0}$ is given by $v=v_{0}$ and $\sigma=\alpha$ and $\widehat{\Gamma}_{0}$ is given by $v=v_{0}$ and $\sigma=-\alpha$ and $\Gamma_{1}$ is given by $v=v_{0}$ and $\sigma=\gamma$ and $\widehat{\Gamma}_{1}$ is given by $v=v_{0}$ and $\sigma=-\gamma$.


Fig. 9. Four contours enclosing all singularities
For general boundary points $a<b$ in the integral we have

$$
\begin{aligned}
\int_{a}^{b} f(t-\tau) g(\tau) d \tau & =\int_{a}^{b} \frac{1}{2 \pi i} \int_{\Gamma} F(\lambda) e^{(t-\tau) \lambda} d \lambda g(\tau) d \tau \\
& =\frac{1}{2 \pi i} \int_{\Gamma} F(\lambda) e^{(t-b) \lambda} \underbrace{\int_{a}^{b} e^{(b-\tau) \lambda} g(\tau) d \tau}_{(*)} d \lambda
\end{aligned}
$$

where the inner integral $(*)$, henceforth denoted by $y(b, a, \lambda)$, is recognized as the solution at time $b$ of the scalar linear initial value problem

$$
\begin{equation*}
y^{\prime}=\lambda y+g, \quad y(a)=0 \tag{25}
\end{equation*}
$$

If $[t-b, t-a] \subset I_{\ell}$, then the contour integral over the Talbot contour $\Gamma=\Gamma_{\ell}$ is replaced with its trapezoidal rule approximation (23), which gives (omitting the superscripts $\ell$ for notational simplicity)

$$
\begin{align*}
\int_{a}^{b} f(t-\tau) g(\tau) d \tau & \approx \int_{a}^{b} \sum_{j=-N}^{N} w_{j} F\left(\lambda_{j}\right) e^{(t-\tau) \lambda_{j}} g(\tau) d \tau \\
& =\sum_{j=-N}^{N} w_{j} F\left(\lambda_{j}\right) e^{(t-b) \lambda_{j}} y\left(b, a, \lambda_{j}\right) . \tag{26}
\end{align*}
$$

```
\((\Lambda, E \Lambda F \Lambda W)=\) talbotcontour \(\left(c, \Delta t, d x, K, \alpha, \gamma, B, N, \mu_{0}, \nu_{0}\right)\)
for \(\ell=1, \ldots, K\)
\(\mu=\mu_{0} /\left(\Delta t *\left(2 * B^{\ell}-1\right) ; \kappa=\pi * \mu * \nu_{0} / 2\right.\)
    if \(\alpha<\kappa\)
        if \(\kappa<(\gamma-\alpha) / 2\)
            \(\Lambda_{\ell}=\lambda\left(\mu, \nu_{0} *(1+\alpha / \kappa), 0, N\right)\)
            \(W=\mathrm{w}\left(\mu, \nu_{0} *(1+\alpha / \kappa), N\right)\)
            \(E \Lambda F \Lambda W_{\ell}=\exp \left(\Lambda_{\ell} * d t * B^{\ell-1}\right) . * \mathrm{~F}\left(\Lambda_{\ell}, c, \alpha, \gamma, d x\right) \ldots\)
                * \(W * 1 /(2 * i * N)\)
            else
                    \(\Lambda_{\ell}=\left[\lambda\left(\mu, \nu_{0} *(1+\gamma / \kappa), 0, N\right), \lambda\left(\mu, \nu_{0}, \gamma, N\right), \lambda\left(\mu, \nu_{0},-\gamma, N\right)\right]\)
                    \(W=\left[\mathrm{w}\left(\mu, \nu_{0} *(1+\gamma / \kappa), N\right), \mathrm{w}\left(\mu, \nu_{0}, N\right), \mathrm{w}\left(\mu, \nu_{0}, N\right)\right]\)
                    \(E \Lambda F \Lambda W_{\ell}=\exp \left(\Lambda_{\ell} * d t * B^{\ell-1}\right) . * \mathrm{~F}\left(\Lambda_{\ell}, d, \alpha, \gamma, d x\right) . *\)
                    \(W * 1 /(2 * i * N)\)
        end
        else
            if \(\kappa>(\gamma-\alpha) / 2\)
                    \(\Lambda_{\ell}=\left[\lambda\left(\mu, \nu_{0} *(1+(\gamma-\alpha) / 2),(\gamma+\alpha) / 2, N\right), \ldots\right.\)
                        \(\left.\lambda\left(\mu, \nu_{0} *(1+(\gamma-\alpha) / 2),-(\gamma+\alpha) / 2, N\right)\right]\)
            \(W=\left[\mathrm{w}\left(\mu, \nu_{0} *(1+(\gamma-\alpha) / 2), N\right), \lambda\left(\mu, n u_{0} *(1+(\gamma-\alpha) / 2), N\right)\right]\)
            \(E \Lambda F \Lambda W_{\ell}=\exp \left(\Lambda_{\ell} * d t * B^{\ell-1}\right) .{ }^{*} \mathrm{~F}\left(\Lambda_{\ell}, c, \alpha, \gamma, d x\right) .{ }^{*} \ldots\)
                \(W * 1 /(2 * i * N)\)
        else
            \(\Lambda_{\ell}=\left[\lambda\left(\mu, \nu_{0}, \alpha, N\right), \lambda\left(\mu, \nu_{0},-\alpha, N\right), \lambda\left(\mu, \nu_{0}, \gamma, N\right), \ldots\right.\)
                \(\left.\lambda\left(\mu, \nu_{0},-\gamma, N\right)\right]\)
            \(W=\left[\mathrm{w}\left(\mu, \nu_{0}, N\right), \mathrm{w}\left(\mu, \nu_{0}, N\right), \mathrm{w}\left(\mu, \nu_{0}, N\right), \mathrm{w}\left(\mu, \nu_{0}, N\right)\right]\)
            \(E \Lambda F \Lambda W_{\ell}=\exp \left(\Lambda_{l} * d t * B^{\ell-1}\right) . * \mathrm{~F}\left(\Lambda_{\ell}, c, \alpha, \gamma, d x\right) \ldots\)
                    * \(W * 1 /(2 * i * N)\)
        end
        end
end
```

Fig. 10. Algorithm for the choice of Talbot contours

The $2 N+1$ differential equations (25) with $\lambda=\lambda_{j}$ are solved approximately by replacing the function $g$ with its piecewise linear approximation and then solving exactly. Setting $g_{n}=g(a+n \Delta t)$, we get approximations $y_{n} \approx y(a+n \Delta t)$ recursively via

$$
\begin{align*}
y_{n+1} & =e^{\Delta t \lambda} y_{n}+\Delta t \int_{0}^{1} e^{(1-\theta) \Delta t \lambda}\left(\theta g_{n+1}+(1-\theta) g_{n}\right) d \theta \\
& =y_{n}+\frac{e^{\Delta t \lambda}-1}{\Delta t \lambda}\left(\Delta t \lambda y_{n}+\Delta t g_{n}+\Delta t \frac{g_{n+1}-g_{n}}{\Delta t \lambda}\right)-\Delta t \frac{g_{n+1}-g_{n}}{\Delta t \lambda}  \tag{27}\\
& =y_{n}+\Phi(\Delta t \lambda)\left(\Delta t \lambda y_{n}+\Delta t g_{n}+\Delta t \frac{g_{n+1}-g_{n}}{\Delta t \lambda}\right)-\frac{g_{n+1}-g_{n}}{\lambda},
\end{align*}
$$

where $\Phi(s)=\left(e^{s}-1\right) / s$. The values of the vector $\varphi, \Phi$ evaluated in $\Lambda$, used by the function expint, Figure 11, are calculated once in the beginning, see the initialize function given in Figure 14. There phis denotes the function $s \mapsto \Phi(s)$ implemented in the package EXP4 described in [5].

To estimate the error, note that in total we approximate

$$
\int_{a}^{b} f(t-\tau) g(\tau) d \tau \approx \int_{a}^{b} f(t-\tau) g(\tau) d \tau
$$

where $f$ is the quadrature approximation to $f$ constructed using the Laplace inversion due to Talbot, whose error is well under control, and $g$ is the piecewise linear interpolant of $g$.
The approximations of the inverse Laplace transform and the solution of the initial value problems (25) can be combined into a fast convolution algorithm that requires $O\left(N_{t} \log _{B} N_{t}\right)$ arithmetical operations and $O\left(\log _{B} N_{t}\right)$ memory. For a detailed step by step explanation of the algorithm we strongly advise the reader to have a look at one of the references [7,10].
The general base- $B$ algorithm approximates the convolution as follows: in the $n$th step $\left(n=1, \ldots, N_{t}\right)$, let $t=n \Delta t$ approximate $g$ on $[t-\Delta t ; t]$ linearly. So we get

```
\(Y=\operatorname{expint}(Y, \Lambda, \varphi, g n, g n 1, \Delta t, K)\)
\% input
\(\% \quad Y, \Lambda, \varphi\) vectors of length \(K\) of complex vectors
\(\% \quad\) (i.e. \(\Lambda_{\ell}\) is a complex vector and \(1 \leq \ell \leq K\) )
\(\% \quad \Delta t\) real ; \(g n, g n 1\) complex ; \(K\) integer
\% output
\(\% \quad Y\) vector of length \(K\) of complex vectors
\(d g=g n 1-g n \quad ; \quad d g D d t=d g / \Delta t\)
for \(\ell=1, \ldots, K\)
    \(Y_{\ell}=Y_{\ell}+\varphi_{\ell} \cdot *\left(\Lambda_{\ell} \cdot * Y_{\ell}+g n+d g D d t . / \Lambda_{\ell}\right)-d g D d t . / \Lambda_{\ell}\)
end
```

Fig. 11. Pseudocode for the integration of differential equation (25)

$$
\begin{align*}
\int_{t-\Delta t}^{t} f(t-\tau) g(\tau) d \tau \approx & \int_{t-\Delta t}^{t} f(t-\tau) d \tau g(t-\Delta t) \\
& +\int_{t-\Delta t}^{t} f(t-\tau) \tau d \tau \frac{g(t)-g(t-\Delta t)}{\Delta t} \tag{28}
\end{align*}
$$

The integrals are approximated as the inverse Laplace transforms of $F(s) / s$ and $F(s) / s^{2}$, respectively:

$$
\begin{align*}
& \phi_{1}:=\int_{0}^{\Delta t} f(\Delta t-\tau) d \tau \approx \sum_{j=-N}^{N} w_{j} F\left(\lambda_{j}\right) / \lambda_{j} e^{\Delta t \lambda_{j}} \\
& \phi_{2}:=\int_{0}^{\Delta t} f(\Delta t-\tau) \tau d \tau \approx \sum_{j=-N}^{N} w_{j} F\left(\lambda_{j}\right) / \lambda_{j}^{2} e^{\Delta t \lambda_{j}} \tag{29}
\end{align*}
$$

where the weights $w_{j}$ and nodes $\lambda_{j}$ correspond to a Talbot contour with the parameters chosen for $t=\Delta t . \phi_{1}$ and $\phi_{2}$ are calculated once and are reused in every step, so it is favorable to calculate them with high accuracy, i.e using more points on $\Gamma$ than usual.

To approximate

$$
\int_{0}^{t-\Delta t} f(t-\tau) g(\tau) d \tau
$$

let $L$ be the smallest integer for which $t<2 B^{L} \Delta t$. For $\ell=1,2, \ldots, L-1$ determine integers $B \geq q_{\ell} \geq 1$ such that

$$
\tau_{\ell}=q_{\ell} B^{\ell} \Delta t \quad \text { satisfies } \quad t-\tau_{\ell} \in\left[B^{\ell-1} \Delta t,\left(2 B^{\ell}-1\right) \Delta t\right]
$$

Note that $q_{\ell}$ is increased by 1 every $B^{\ell}$ steps, and $t-\Delta t>\tau_{1}>\cdots>\tau_{L-1}>0$. Set $\tau_{0}=t-\Delta t$ and $\tau_{L}=0$. Then we split and approximate

$$
\begin{align*}
\int_{0}^{t-\Delta t} f(t-\tau) g(\tau) d \tau & =\sum_{\ell=1}^{L} \int_{\tau_{l}}^{\tau_{l-1}} f(t-\tau) g(\tau) d \tau  \tag{30}\\
& \approx \sum_{\ell=1}^{L} \sum_{j=-N}^{N} w_{j}^{(\ell)} F\left(\lambda_{j}^{(\ell)}\right) e^{\left(t-\tau_{\ell-1}\right) \lambda_{j}^{(\ell)}} y\left(\tau_{\ell-1}, \tau_{\ell}, \lambda_{j}^{(\ell)}\right) \tag{31}
\end{align*}
$$

where $w_{j}^{(\ell)}$ and $\lambda_{j}^{(\ell)}$ are the weights and quadrature points for the Talbot contour $\Gamma_{\ell}$ that corresponds to the base- $B$ approximation interval $I_{\ell}=\left[B^{\ell-1} \Delta t,\left(2 B^{\ell}-1\right)\right.$ $\Delta t]$ of (22). Note that $\left[t-\tau_{\ell-1}, t-\tau_{\ell}\right] \subset I_{\ell}$ for all $\ell$. The differential equations determining $y(t, \tau, \lambda)$ are advanced by one step of (27) for all values $\lambda$ on all Talbot contours for every time step $t \rightarrow t+\Delta t$. The operation counts and memory requirements are proportional to $N_{t} K_{t} N$ and $K_{t} N$, respectively, where the number of integration contours is bounded by $K_{t} \leq \log _{B} N_{t}$.


Fig. 12. Tessellation of the $t-\tau$ plane for $B=5$. For $\ell=2$ the maximal and minimal value of $t-\tau_{\ell}$ are indicated by arrows

The approximation (31) is calculated by the algorithm convolutionint given in Figure 13. Note that $E \Lambda F \Lambda W$ and $E \Lambda$ are vectors calculated once in the beginning by the initialize function given in Figure 14.

The algorithm that stores and organizes the solutions of all the differential Equations (25) according to the splitting (30) is given in Figure 15. There

- $Y$ is the solution of the differential equation, which is updated in every step by expint and has to be restarted with starting values 0 if $n$ is a multiple of $B^{\ell}$,
- $Y M$ stores the solution of the differential equation if it is completed, i.e it corresponds to the stair-shaped regions in Figure 12,
- YT contains the solution of (25) that are required by convolutionint and
- YA corresponds to the rectangular intermediate light gray regions in Figure 12, where the tessellation of the $t-\tau$ plane is given for $B=5$.
Further explanations are given in [7], Sections 2.4 and 2.5.


## 5. Complete Discretization

Many options are available for the spatial discretization of the electric wave equation inside $\Omega$ (taking into account the transition layer adjacent to the port, where Yee's scheme still has to be used). We assume that the mass matrix related

```
\((b, Y T)=\) convolutionint \((E \Lambda F \Lambda W, Y T, E \Lambda, L)\)
\(b=\operatorname{sum}\left(E \Lambda F \Lambda W_{1} .{ }^{*} Y T_{1}\right)\)
for \(k=2 \ldots L\)
    \(b=b+\operatorname{sum}\left(E \Lambda F \Lambda W_{k} \cdot{ }^{*} Y T_{k}\right)\)
    \(Y T_{k}=E \Lambda_{k} .{ }^{*} Y T_{k}\)
end
```

Fig. 13. Pseudocode for the evaluation of the convolution integral

```
\((\Lambda, E \Lambda F \Lambda W, Y, Y T, Y M, Y M t, Y A, Y A t, \varphi, E \Lambda, E \Lambda J, q, K, L)\)
    \(=\) initialize \(\left(c, d x, \Delta t, n t, B, N, \mu_{0}, \nu_{0}, \alpha, \gamma\right)\)
\% input
\% \(\quad c, d x, \Delta t, \mu_{0}, \nu_{0}\) real ; \(n t, B, N\) integer ; \(\alpha, \gamma\) complex
\% output
\% S, E \(\quad \mathrm{F} \Lambda W, Y, Y T, Y M, Y M t, Y A, Y A t, \varphi, E \Lambda, E \Lambda J\)
\(\% \quad\) vectors of complex vectors
\(\% \quad q\) real vector of variable size ; \(K, L\) integer
\(K=\operatorname{ceil}(\log ((n t+1) / 2) / \log (B))\)
\([\Lambda, E \Lambda F \Lambda W]=\) talbotcontour \(\left(c, \Delta t, d x, K, \alpha, \gamma, B, N, \mu_{0}, \nu_{0}\right) ;\)
for \(j=1: K\)
    \(Y A_{j}=Y M_{j}=Y T_{j}=Y_{j}=0 * \Lambda_{j} ; Y M t_{j}=[0,0] ; Y A t_{j}=[0,0]\)
    \(\varphi_{j}=\Delta t * \operatorname{phis}\left(\Delta t * \Lambda_{j}\right)\)
    \(E \Lambda_{j}=\exp \left(\Lambda_{j} * \Delta t\right)\)
    \(E \Lambda J_{j}=\exp \left(\Lambda_{j} * \Delta t * B^{j-1}\right)\)
end
\(q=[0] ; L=0\)
```

Fig. 14. Overview of required values necessary for the convolution algorithm, which are calculated in advance
to the dielectric coefficient $\epsilon$ will still be constant. Then the semi-discrete equation inside $\Omega$ reads

$$
\begin{equation*}
\frac{d^{2} \mathbf{u}_{h}}{d t^{2}}+\mathscr{T}_{h} \mathbf{u}_{h}=0 \tag{32}
\end{equation*}
$$

where $\mathscr{T}_{h}$ is a discrete version of curl $\mu^{-1}$ curl subject to Dirichlet boundary condition on the ports and scaled with the inverse $\epsilon$ mass matrix. Next, we use the explicit leap-frog scheme for time-stepping

```
\((Y, Y A, Y M, Y T, Y A t, Y M t, L, q)=\)
    yupdate \((Y, Y A, Y M, Y T, Y A t, Y M t, L, q, E \Lambda J, n, \Delta t, K, B)\)
\(\tau=[]\)
\(n 1=n+1\)
\(\ell=1 ; m=1\)
if \(2 B^{L}=n 1+1 ; L=L+1\); end
while \(\bmod \left(n 1+1, B^{\ell}\right)=0 \& \ell<L\)
    if \(l>\) length \((q) ; q=[q, 0]\) end
    \(q_{\ell}=q_{\ell}+1 ; \ell=\ell+1\)
end
\(\tau=d t *[n 1, q \cdot *(B\). \([1\) : length \((q)]), 0]\)
while \(\bmod \left(n 1, B^{(m-1)}\right)==0 \& m<K\)
    if \(\bmod \left(n 1, B^{m}\right)==0\)
        \(Y A_{m}=Y_{m} ; Y A t_{m}=\left[n 1 * \Delta t, Y M t_{m}(2)\right]\)
        \(Y M_{m}=Y_{m} ; Y M t_{m}=\left[n 1 * \Delta t, Y A t_{m}(2)\right]\)
        \(Y_{m}=0 * Y_{m}\)
    else
        \(Y M_{m}=Y_{m} ; Y M t_{m}=\left[n 1 * \Delta t, Y A t_{m}(1)\right]\)
    end
    \(m=m+1\)
end
for \(k=1 \ldots\) length \((\tau)-1\)
    if \(\tau_{k}=Y M t_{k}(1)\)
        \(Y T_{k}=Y M_{k}\)
        if \(\tau_{k+1} \neq Y M t_{k}(2)\)
            \(Y A_{k}=E \Lambda J . * Y A_{k} ; Y T_{k}=Y T_{k}+Y A_{k}\)
        end
    end
end
```

Fig. 15. Organization of the solution of differential equations

$$
\mathbf{u}_{h}(\mathbf{p},(n+1) \Delta t)=\left(2+\Delta t^{2} \mathscr{T}_{h}\right) \mathbf{u}_{h}(\mathbf{p}, n \Delta t)-\mathbf{u}_{h}(\mathbf{p},(n-1) \Delta t) .
$$

How can we incorporate the new non-reflecting boundary conditions in the context of leap-frog time-stepping? The non-reflecting boundary conditions as
given in Equations (20) are implicit in time and are used to update boundary values of $\mathbf{u}_{h}$ at the ports. Yet, the leap-frog time-stepping is explicit and it is highly desirable to have explicit non-reflecting boundary condition, too. To obtain them we have to modify the direct step in the convolution algorithm. Instead of interpolating differences of boundary and auxiliary values linearly as in Equation (28), we will use linear extrapolation at this stage. More precisely, we approximate, with $\phi_{1}$ and $\phi_{2}$ from Equation (29),

$$
\begin{equation*}
\int_{t}^{t+\Delta t} f(t-\tau) g(\tau) d \tau \approx \phi_{1} g(t)+\phi_{2} \frac{g(t)-g(t-\Delta t)}{\Delta t} \tag{33}
\end{equation*}
$$

The transition layer at a part of the port is shown in Figure 16. The solid edges are located in the interior of $\Omega$ and their nodal values (represented by white arrows on solid lines) are to be updated in the course of leap-frog timestepping. To do this, the leap-frog scheme needs auxiliary values from edges located in the port plane $\Gamma$ and from $x$-edges in the transition layer (black arrows on dashed lines in Figure 16). These are computed using the convolution algorithm, i.e


Fig. 16. Interface layer with auxiliary boundary values

$$
\begin{aligned}
u_{h}^{y}(0, y, z, t+\Delta t)= & \mathscr{Y}^{-1}\left[\Phi_{1}(j, k) \mathscr{Y}\left(u_{h}^{y}(-h, \cdot, \cdot, t)-u_{h}^{y}(0, \cdot, \cdot, t)\right)(j, k)\right. \\
& +\frac{\Phi_{2}(j, k)}{\Delta t}\left(\mathscr{Y}\left(u_{h}^{y}(-h, \cdot, \cdot, t)-u_{h}^{y}(0, \cdot, \cdot, t)\right)(j, k)\right. \\
& \left.-\mathscr{Y}\left(u_{h}^{y}(-h, \cdot, \cdot, t-\Delta t)-u_{h}^{y}(0, \cdot, \cdot,, t-\Delta t)\right)(j, k)\right) \\
& +\underbrace{\int_{0}^{t} f_{j, k}(t+\Delta t-\tau) \mathscr{Y}\left(u_{h}^{y}(-h, \cdot, \cdot, t)-u_{h}^{y}(0, \cdot, \cdot, t)\right)(j, k) d \tau}_{\text {calculated using the fast convolution algorithm }}](y, z),
\end{aligned}
$$

$$
\begin{aligned}
u_{h}^{z}(0, y, z, t+\Delta t)= & \mathscr{Z}^{-1}\left[\Phi_{1}(j, k) \mathscr{Z}\left(u_{h}^{z}(-h, \cdot, \cdot, t)-u_{h}^{z}(0, \cdot, \cdot, t)\right)(j, k)\right. \\
& +\frac{\Phi_{2}(j, k)}{\Delta t}\left(\mathscr{Z}\left(u_{h}^{z}(-h, \cdot, \cdot, t)-u_{h}^{z}(0, \cdot, \cdot, t)\right)(j, k)\right. \\
& \left.-\mathscr{Z}\left(u_{h}^{z}(-h, \cdot, \cdot, t-\Delta t)-u_{h}^{z}(0, \cdot, \cdot, t-\Delta t)\right)(j, k)\right) \\
& +\underbrace{\int_{0}^{t} f_{j, k}(t+\Delta t-\tau) \mathscr{Z}\left(u_{h}^{z}(-h, \cdot, \cdot, t)-u_{h}^{z}(0, \cdot, \cdot, t)\right)(j, k) d \tau}](y, z) .
\end{aligned}
$$

calculated using the fast convolution algorithm
where $\Phi_{1}$ and $\Phi_{2}$ are given by

$$
\begin{equation*}
\Phi_{1}(j, k)=\sum_{l=-N}^{N} w_{l} \frac{F_{j, k}\left(\lambda_{l}\right)}{\lambda_{l}} e^{\Delta t \lambda_{l}} \quad \text { and } \quad \Phi_{2}(j, k)=\sum_{l=-N}^{N} w_{l} \frac{F_{j, k}\left(\lambda_{l}\right)}{\lambda_{l}^{2}} e^{\Delta t \lambda_{l}} \tag{29}
\end{equation*}
$$

The components of the field in the boundary layer orthogonal to the boundary (black sharp arrows on dashed lines pointing in $x$-direction in Figure 16) are updated using the leapfrog scheme in the transition layer, which requires boundary and auxiliary values only. Thus, as stated in Section 3, Equation (17) is redundant.

Using the definition of $\delta_{h}^{x}$ from (11), we can rewrite the boundary condition.

$$
\begin{aligned}
u_{h}^{y}(0, y, z, t+\Delta t)= & \mathscr{Y}^{-1}\left[\Phi_{1}(j, k) \mathscr{Y}\left(-h \delta_{h / 2}^{x} u_{h}^{y}(-h / 2, \cdot, \cdot, t)\right)(j, k)\right. \\
& +\frac{\Phi_{2}(j, k)}{\Delta t}\left(\mathscr{Y}\left(-h \delta_{h / 2}^{x} u_{h}^{y}(-h / 2, \cdot, \cdot, t)\right)(j, k)\right. \\
& \left.-\mathscr{Y}\left(-h \delta_{h / 2}^{x} u_{h}^{y}(-h / 2, \cdot, \cdot, t-\Delta t)\right)(j, k)\right) \\
& \left.+\int_{0}^{t} f_{j, k}(t+\Delta t-\tau) \mathscr{Y}\left(-h \delta_{h / 2}^{x} u_{h}^{y}(-h / 2, \cdot, \cdot, t)\right)(j, k) d \tau\right](y, z)
\end{aligned}
$$

$$
\begin{aligned}
u_{h}^{z}(0, y, z, t+\Delta t)= & \mathscr{Z}^{-1}\left[\Phi_{1}(j, k) \mathscr{Z}\left(-h \delta_{h / 2}^{x} u_{h}^{z}(-h / 2, \cdot, \cdot)\right)(j, k)\right. \\
& +\frac{\Phi_{2}(j, k)}{\Delta t}\left(\mathscr{Z}\left(-h \delta_{h / 2}^{x} u_{h}^{z}(-h / 2, \cdot, \cdot, t)\right)(j, k)\right. \\
& \left.-\mathscr{Z}\left(-h \delta_{h / 2}^{x} u_{h}^{z}(-h / 2, \cdot, \cdot, t-\Delta t)\right)(j, k)\right) \\
& \left.+\int_{0}^{t} f_{j, k}(t+\Delta t-\tau) \mathscr{Z}\left(-h \delta_{h / 2}^{x} u_{h}^{z}(-h / 2, \cdot, \cdot, t)\right)(j, k) d \tau\right](y, z)
\end{aligned}
$$

Remark: Sine and cosine transform are implemented using fast transform algorithms. The fast sine transform can be implemented straightforward using the standard fast Fourier transform that comes with MATLAB. The usual cosine transform as given for example in Section 5.6 by Jain [6], uses a scaling of the first coefficient different from the one we use in Equations (7) and (8), so it has to be modified. The reordering given in [6] remains valid, though.

Figure 17 gives an overview of the algorithm for the time integration of Maxwell's equations.

## 6. Numerical Experiments

To validate our non-reflecting boundary conditions we calculate the evolution of an electric wave in a homogeneous lossless waveguide $\tilde{\Omega}=[-\infty ; \infty] \times[0 ; \pi] \times[0 ; \pi]$ with perfectly conducting walls. The computational domain is given by $\Omega=[0 ; \pi]$ $\times[0 ; \pi] \times[0 ; \pi]$. Thus we are using our non-reflecting boundary conditions at $x=0$ and $x=\pi$. We compute an approximate solution $\mathbf{u}$ for the electric wave equation (1) in $\Omega \cup \Omega_{1} \cup \Omega_{2}$ subject to the initial condition

$$
\mathbf{u}(0)=\mathbf{u}_{0} \quad \text { and } \quad \frac{d}{d t} \mathbf{u}(0)=0
$$

where the divergence-free initial value $\mathbf{u}_{0}$ at $t=0$ is given by

$$
\begin{aligned}
u_{0}^{x}(x, y, z, 0)= & \alpha \exp \left(-\left((x-\pi / 2)^{2}+(y-\pi / 2)^{2}+(z-\pi / 2)^{2}\right) / w_{0}\right)\left(2(y-\pi / 2) / w_{0}\right) \\
u_{0}^{y}(x, y, z, 0)= & \alpha \exp \left(-\left((x-\pi / 2)^{2}+(y-\pi / 2)^{2}+(z-\pi / 2)^{2}\right) / w_{0}\right)\left(2(x-\pi / 2) / w_{0}\right. \\
& \left.+2(z-\pi / 2) / w_{0}\right) \\
u_{0}^{z}(x, y, z, 0)= & \alpha \exp \left(-\left((x-\pi / 2)^{2}+(y-\pi / 2)^{2}+(z-\pi / 2)^{2}\right) / w_{0}\right)(2 y-\pi / 2) / w_{0}
\end{aligned}
$$

Here $\alpha=5$ and $w_{0}=0.05$ are parameters set to fit $\mathbf{u}_{0}$ to the computational domain. In the discrete scheme, $\mathbf{u}_{0}$ is interpolated onto the edges of the grid. Then another $L^{2}$-orthogonalization is carried out, in order to ensure that the discrete initial value $\mathbf{u}_{h}(0)$ is approximately orthogonal to the kernel of the discrete curl. This is essential for obtaining meaningful solutions of Maxwell's equations.

```
\(B, N, \mu_{0}, \nu_{0}\) parameters for the convolution algorithm
\(\Delta t, n t\) step size and number of steps for time discretization
\(d x, d y, d z, s x, s y, s z\) mesh width and geometry size
\(\alpha, \gamma\) singularities of the convolution kernel for "sin cos" coefficients and
    "cos sin" coefficients
( \(S, E \Lambda F \Lambda W, Y, Y T, Y M, Y M t, Y A, Y A t, \varphi, E \Lambda, E \Lambda J, q, K, L\) )
    \(=\) initialize \(\left(c, d x, \Delta t, n t, B, N, \mu_{0}, \nu_{0}, \alpha, \gamma\right)\)
\(\Phi_{1}, \Phi_{2}\) matrices calculated from Equation (29)
initialize discretization in the interior
\(g_{0}, g_{1}\) calculated from \(\mathcal{Z}, \mathcal{Y}\) transforms of differences in transition layer
\(Y=\operatorname{expint}(Y, S, \varphi, g 0, g 1, \Delta t)\)
\((Y, Y A, Y M, Y T, Y A t, Y M t, L, q)=\)
    yupdate \((Y, Y A, Y M, Y T, Y A t, Y M t, L, q, E \Lambda J, 0, \Delta t, K, B)\)
for \(n=1 \ldots N_{t}\)
    advance leap-frog scheme in computational domain \(\Omega\) from \(n \Delta t\) to ( \(n+\)
    1) \(\Delta t\) using values in auxiliary boundary points at time \(n \Delta t\)
    \((b, Y T)=\) convolutionint \(E \Lambda, E \Lambda F \Lambda W, Y T, L)\)
    update values in auxiliary boundary points to \((n+1) \Delta t\)
    calculate \(g_{n+1}\) from \(\mathcal{Z} \mathcal{Y}\) transforms of differences in transition layer
    \(Y=\operatorname{expint}\left(Y, S, \varphi, g_{n}, g_{n+1}, d t\right)\)
    \((Y, Y A, Y M, Y T, Y A t, Y M t, L, q)=\)
        yupdate \((Y, Y A, Y M, Y T, Y A t, Y M t, L, q, E \Lambda J, n, \Delta t, K, B)\)
end
```

Fig. 17. Complete time-stepping for Maxwell's equations in $\Omega$ using convolution based non-reflecting boundary conditions

The second initial condition is incorporated by formally setting

$$
\mathbf{u}_{h}(-\Delta t)=\mathbf{u}_{h}(0)-\frac{1}{2} \Delta t^{2} \mathscr{C}_{h} \mathbf{u}_{h}(0) .
$$

We refer to Section 2 for the definition of $\mathscr{C}_{h}$.
We measure the error introduced by the non-reflecting boundary conditions by comparing the discrete solution with a reference solution calculated on the larger domain $\Omega_{r e f}=[-\pi ; 2 \pi] \times[0 ; \pi] \times[0 ; \pi]$. Hence, we can be certain that no spurious reflections pollute the reference solution before $t=2 \pi$. Any deviation of both solutions must be due to the approximation error of the inverse Laplace transform and the error introduced by the different ways of time-stepping used inside the computational domain and on the boundary.

Calculating on a uniform grid with 32 and 64 grid points in each direction (i.e. $h=\pi / 32$ and $h=\pi / 64$ ) and setting the parameters of the convolution algorithm $B=5, N=15$ the evolution of the $l_{2}$ norm of the error is shown in Figure 18 for different time step sizes, $\Delta t=h / 2, h / 4$ and $h / 8$.
We see that the error only depends on the time step size $\Delta t$. This example further illustrates that our algorithm is of second order in time as can be expected. For this choice of parameters the dominating error is that of the time integration. For a discussion of the error introduced by the approximation of the inverse Laplace transform we refer to [7, 10]. We point out that the deviation is zero before the waves reach the ports.

The energy of the electric wave is given as the sum of magnetic energy and electric energy.

$$
E(n \Delta t):=E_{\mathrm{mag}}(n \Delta t)+E_{\mathrm{el}}(n \Delta t)
$$

where

$$
\begin{align*}
E_{\operatorname{mag}}(n \Delta t):= & h^{3}\left(\sum_{j, k, l}\left(u^{x}(j h, k h, l h, n \Delta t+\Delta t)-u^{x}(j h, k h, l h, n \Delta t-\Delta t)\right)^{2} /\left(4 \Delta t^{2}\right)\right. \\
& +\left(u^{y}(j h, k h, l h, n \Delta t+\Delta t)-u^{y}(j h, k h, l h, n \Delta t-\Delta t)\right)^{2} /\left(4 \Delta t^{2}\right) \\
& \left.+\left(u^{z}(j h, k h, l h, n \Delta t+\Delta t)-u^{z}(j h, k h, l h, n \Delta t-\Delta t)\right)^{2} /\left(4 \Delta t^{2}\right)\right) \tag{34}
\end{align*}
$$



Fig. 18. Evolution of $l_{2}$ Norm of the error in $\Omega$ for different $h$ and $\Delta t$


Fig. 19. Energy versus time for different $h$ and $\Delta t$. The right plot is a zoom of the left one as indicated

$$
\begin{align*}
E_{\mathrm{el}}(n \Delta t):= & h^{3}\left(\sum_{j, k, l}(\operatorname{curl} \operatorname{curl} \mathbf{u})_{x}(j h, k h, l h, n \Delta t) u^{x}(j h, k h, l h, n \Delta t)\right. \\
& +(\operatorname{curl} \mathbf{c u r l} \mathbf{u})_{y}(j h, k h, l h, n \Delta t) u^{y}(j h, k h, l h, n \Delta t)  \tag{35}\\
& \left.+(\mathbf{c u r l} \operatorname{curl} \mathbf{u})_{z}(j h, k h, l h, n \Delta t) u^{z}(j h, k h, l h, n \Delta t)\right) .
\end{align*}
$$

Figure 19 displays the evolution of the energy over a long time interval $[0,20 \pi]$ for $h=\pi / 32$ and $h=\pi / 64$ and $\Delta t=h / \sqrt{3}, \Delta t=h / 2$ and $\Delta t=h / 2$. We point out that we do not see any additional restrictions by the boundary condition on the stability limit for the time step size $\Delta t$ which is $\Delta t=h / \sqrt{3}$ for the leapfrog scheme in these special cases.
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