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Non-Volatile Processor Based on MRAM for Ultra-Low-Power
IoT Devices

SOPHIANE SENNI, LIONEL TORRES, GILLES SASSATELLI,
and ABDOULAYE GAMATIE, LIRMM, UMR CNRS 5506, University of Montpellier

Over the past few years, a new era of smart connected devices has emerged in the market to enable the
future world of the Internet of Things (IoT). A key requirement for IoT applications is the power consumption
to allow very high autonomy in the case of battery-powered systems. Depending on the application, such
devices will be most of the time in a low-power mode (sleep mode) and will wake up only when there is a
task to accomplish (active mode). Emerging non-volatile memory technologies are seen as a very attractive
solution to design ultra-low-power systems. Among these technologies, magnetic random access memory
is a promising candidate, as it combines non-volatility, high density, reasonable latency, and low leakage.
Integration of non-volatility as a new feature of memories has the great potential to allow full data retention
after a complete shutdown with a fast wake-up time. This article explores the benefits of having a non-volatile
processor to enable ultra-low-power IoT devices.
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Emerging architectures;
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1. INTRODUCTION

The interest of promoting smart systems thanks to interconnected objects is growing
fast to build up what is known as the Internet of Things (IoT). It is assumed that
50 billion objects will be connected in 2020 [Karnouskos et al. 2014]. IoT devices essen-
tially do three actions: sense, process, and send. First, the object captures information
from the external environment. It can be, for instance, movement, temperature, sound,
location (via Global Positioning System (GPS)), or heart rate. Second, the device stores
the measured data and does some minor computation. Finally, it sends data to a data
center wirelessly. As a result, IoT objects have to comprise three main components:
sensor, processing unit, and communication unit.

These kinds of devices are typically battery powered. Moreover, they have to be
operational for a very long duration (several months or even years). Therefore, the
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energy consumption is definitely a critical constraint. Generally, an IoT object is most
of the time inactive, staying in low-power mode (sleep mode) and waiting for the next
work to achieve. This can be periodic or dependent on external events that will wake up
the device. As a result, sleep mode power will consume the largest amount of energy and
battery life. Today, several microcontrollers (MCUs) targeting low-power applications
are available in the market. Commercial MCUs actually implement not only one but
several power-down modes with different wake-up times, depending on from which low-
power mode the MCU returns to the active mode. Thus, depending on the applications,
system designers have to make a tradeoff considering the power consumption in both
active and sleep modes, the wake-up time, and the ratio of time spent in active/sleep
modes to ensure energy efficiency.

Within this context of energy efficiency, emerging non-volatile memory (NVM) tech-
nologies have raised a new interesting computing paradigm known as normally-off
computing [Ando et al. 2014]. This is the ability for systems to be normally powered
off (there is no operation to do) and momentarily powered on (there is a need to op-
erate). Magnetic random access memory (MRAM) is seen by international technology
roadmap for semiconductors (ITRS) [ITRS 2013] as one of the most promising NVM, as
it shows excellent scalability and low access time compared to existing NVM such as
Flash memory and other emerging NVM technologies such as phase-change random
access memory (PCRAM) and resistive random access memory (or Oxyde-based RAM
(OxRAM)). Currently, working memories of a processor, such as registers and static
random access memory (SRAM), use volatile complementary metal oxide semiconduc-
tor (CMOS) transistors to retain information. If the system is powered down, then
these kinds of memories lose data and a fairly long time (up to a few milliseconds
[STM32L1 2016]) is necessary to restore information after a new power-up. Integrating
the non-volatility feature will allow systems to keep data available, even after a power-
down, thus significantly reducing the wake-up time. For battery-powered devices such
as IoT objects, it will give the possibility to go into sleep mode more frequently, with
zero leakage power since no power is required to retain the state of the system.

This article explores the opportunity of having a non-volatile processor by the inte-
gration of MRAM at register and main memory levels. Two capabilities introduced by
the non-volatility are investigated. First, the instant on/off , which allows a recovery of
the state of the processor after a power-down. Second, the rollback giving the possibility
to restore a previous valid state of the processor, for instance, in the case of an execu-
tion error (soft errors) or a power failure. The main objective is to present the rollback
principle and not to describe how those errors are detected. The cost in terms of perfor-
mance and energy to save/restore the state of the processor is estimated. Considering
the open-source Amber core [Santifort 2010], a 32-bit RISC1 embedded processor, the
main contributions of this article are summarized as follows:

(1) With two applications running on the processor, the following abilities were
validated:
—Save/restore the complete state of the processor to demonstrate the instant-on/off

ability.
—Restore a previous valid state of the processor (rollback) at runtime.

(2) Performance and energy of the save/restore procedures were estimated for several
NVMs, including MRAM. In addition, to take advantage of the instant-on/off , the
condition on the minimum time a non-volatile processor has to stay in sleep mode
has been analyzed.

The rest of the article is organized as follows: Section 2 provides basic information on
MRAM and then details the two MRAM technologies considered in this work. Section 3

1Reduced Instruction Set Computer.
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Fig. 1. Conventional MRAM [Andre et al. 2005].

exhibits an overview of the interests of MRAM for IoT devices according to the study
of this article and the current state-of-the-art. Section 4 first describes both instant
on/off and rollback capabilities and then shows simulation results of a complete
backup/recovery of the state of the Amber core. Section 5 gives performance and
energy estimations of the backup/recovery phases, and it discusses the performance
and energy implications of integrating MRAM into a processor for both active and
sleep modes. Section 6 reviews related work on non-volatile logic circuits. Section 7
concludes this article and shows the perspectives.

2. MRAM: BASICS AND TECHNOLOGIES

2.1. Basics

A MRAM bit is a magnetic tunnel junction (MTJ) consisting of two ferromagnetic lay-
ers separated by a thin insulating barrier. The information is stored as the magnetic
orientation of one of the two layers, called the free layer (FL). The other layer, called the
reference layer, provides the fixed reference magnetic orientation required for reading
and writing. The tunnel magnetoresistance effect [Moodera et al. 1995] causes MTJ
resistance to depend significantly on the relative orientation of the two magnetic lay-
ers: The antiparallel state provides much larger resistance than the parallel state. It
enables the magnetic state of the FL to be sensed thanks to a current flowing through
the MTJ. Hence, stored information can be read. Five methods have been proposed to
switch the orientation of the FL: toggle [Engel et al. 2005], thermally assisted switching
(TAS) [Prejbeanu et al. 2007], spin transfer torque (STT) [Khvalkovskiy et al. 2013],
and voltage-induced switching, and the most recent method is called spin orbit torque
(SOT) [Gambardella and Miron 2011]. Toggle-MRAM has a very high switching en-
ergy, and its scalability is limited. Hence, it is not considered for the remaining of
this article. Although MeRAM (i.e., voltage-induced switching) and SOT-MRAM show
very promising performance, they are always at experimental level and need further
development. On the contrary, TAS-MRAM and STT-MRAM are quite mature since
test chips already exist [Noguchi et al. 2013; Ikegami et al. 2014; Noguchi et al. 2015;
Crocus 2016]. Therefore, only these two technologies are considered for the rest of the
article.

A conventional MRAM, shown in Figure 1, uses a simple way to program the MTJ
where a sufficient magnetic field is generated thanks to a combination of two cur-
rent flows applied simultaneously through a row and a column of an MTJ array. Two
problems arose with this method. First, large current is needed to generate sufficient
magnetic field to reverse the magnetization of the FL. Second, this approach suffers

ACM Journal on Emerging Technologies in Computing Systems, Vol. 13, No. 2, Article 17, Publication date: November 2016.
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Fig. 2. Thermally assisted switching MRAM [Prejbeanu et al. 2013].

from selectivity problem: Some of the bits sharing the same row or column of the cell
being programmed might be exposed to sufficient magnetic field and be switched un-
intentionally. This effect is one consequence of process variability. The magnetic field
necessary to reverse the magnetization is not exactly the same for all the bits [Lewotsky
2013].

2.2. Thermally Assisted Switching

The aim of the TAS concept was to improve the downsize scalability of MRAM. The con-
cept was developed by the Spintec laboratory, and TAS-MRAM is currently commercial-
ized by Crocus Technology [Crocus 2016]. TAS-based MTJ uses an anti-ferromagnetic
layer to block the magnetic orientation of the FL under a threshold temperature. To
switch the bit cell, a select transistor provides a flow of current to heat the MTJ
above the blocking temperature, thereby enabling storage of new information thanks
to application of a magnetic field. Heating the FL allows TAS-MRAM to use a smaller
magnetic field and hence less current than toggle MRAM to write the bit cell, since a
single conductive line is sufficient to generate the required magnetic field. Blocking the
FLs state using a coupling anti-ferromagnetic layer also significantly improves data
stability, even scaling the technology node. As a result, TAS-MRAM makes it possible to
reduce the switching energy while ensuring excellent data retention. This new method
also solves the selectivity issue, since the MTJ has to be heated before writing.

Figure 2 shows a complete TAS write operation. Assuming the MTJ stores a 0 state
(parallel state), the first step in the TAS method is to heat the FL by flowing a current
through the MTJ to reach the blocking temperature (heating step in Figure 2). The
second step is to generate an external magnetic field to switch the FL while heating
the MTJ (switching step in Figure 2). Once the FL switches to the 1 state, the CMOS
transistor responsible for the heating process is switched off whereas the MTJ remains
under the external magnetic field (cooling step in Figure 2).

2.3. Spin Transfer Torque

STT-MRAM appeared with the need to reduce the switching energy consumption of
MRAMs. Unlike the previous MRAMs, which use an external magnetic field to program
a bit cell, STT-MRAM write operations are based on another physical phenomenon to
switch the magnetic orientation of the FL called STT. The idea is that the FL can
be switched by direct transfer of the spin angular momentum from spin-polarized
electrons. In this way, a highly spin-polarized current flowing through the MTJ causes
a torque applied by the injected electron spins on the magnetization of the FL. Applying
sufficient current will cause sufficient torque to switch the bit cell, thereby enabling
information to be written. Figure 3 depicts the STT effect.

Figure 3(a) shows the transition from an antiparallel to a parallel state. In this case,
electrons go through the fixed layer first, and the fixed layer acts as a polarizer. Thus,
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Fig. 3. Spin transfer torque effect: (a) illustration of the transition from an antiparallel to a parallel state,
and (b) the transition from a parallel to an antiparallel state [Khvalkovskiy et al. 2013].

electrons are spin polarized in the magnetic orientation of the fixed layer. Once the
insulating barrier (MgO) is crossed, the spin-polarized electrons exert torque on the
magnetization of the FL until a magnetic orientation reversal occurs. A similar effect
is depicted in Figure 3(b) for the transition from a parallel to an antiparallel state. In
this case, electrons go through the FL first. While the majority of the electrons will be
spin polarized in the magnetic orientation of the FL, a minority of electrons will still
be spin polarized in the opposite direction of the FL. These minority electrons will be
reflected at the barrier interface and will exert torque on the magnetization of the FL.

Two kinds of magnetization of the magnetic layers can be found in STT-MRAM:
in-plane and perpendicular. In-plane magnetization is also used in toggle-MRAM and
TAS-MRAM, in which the magnetic orientation is parallel to the plan of the MTJ,
whereas in perpendicular magnetization, the magnetic orientation is perpendicular to
the plan of the MTJ. Perpendicular STT-MRAM was introduced to further reduce the
switching current of the MTJ and to improve scalability.

3. INTEREST OF MRAM FOR MCU AND IOT DEVICES: OVERVIEW

Based on the study made in this article and the state-of-the-art of MRAM research,
this section aims at giving a clear overview of the key benefits of MRAM for MCUs
and globally for future IoT devices. The discussion will focus on the main challenges
considered in any system-on-chip (SoC) designs: high performance, low power, and
small physical footprint.

3.1. High Performance

In embedded systems, high performance capability is desired for two main reasons:

(1) Meet the timing constraints to execute tasks of a given application.
(2) Finish the work faster to spend less time in active mode (i.e., remain most of the

time in low power sleep mode to minimize energy consumption).

Compared to other NVM technologies, MRAM demonstrates competitive access time
to replace SRAM at cache and memory levels. Even if the current state-of-the-art still
shows better performance for SRAM, MRAM access time is sufficiently low to be used
in low-power IoT devices that do not target very high frequencies. For instance, ultra-
low-power MCUs proposed by STMicroelectronics and NXP do not exceed a 100MHz
operating frequency. On the other hand, Jan et al. [2014] demonstrated a fully func-
tional 8Mb perpendicular STT-MRAM chip with sub-5ns writing operations.

Furthermore, MRAM is able to integrate the logic part of the MCU by using hybrid
CMOS/MTJ flip-flops (FFs). As noted in this article, the CMOS part of the FFs allows
us to meet the high performance requirement of the applications while the magnetic

ACM Journal on Emerging Technologies in Computing Systems, Vol. 13, No. 2, Article 17, Publication date: November 2016.
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Table I. Performance Comparison between Flash and MRAM

Technology NOR Flash NAND Flash TAS-MRAM STT-MRAM

Read time <80ns 20µs <35ns <10ns
Program time 10µs/byte 200µs/byte <35ns ∼10ns

(0.4µs/byte in page mode)
Erase time 1s/block 1ms/block — —

(Block size = 128kB)
Read/Write voltage ∼5V / ∼10V ∼5V / >10V — <1V / ∼1V

part makes the device completely non-volatile with interesting capabilities such as
instant-on/off and rollback.

3.2. Low Power

In addition to its good performance, MRAM can clearly help IoT devices to minimize
their power consumption and extend the battery lifetime. This is possible thanks to:

(1) The ultra-low leakage of MRAM. The leakage power is only consumed by the pe-
ripheral circuitry used to read/write the MTJ elements.

(2) The non-volatility of MRAM, which gives the possibility to further reduce the power
consumption of the device during sleep mode.

Basically, the total power consumption of an IoT device can be defined with Equa-
tion (1), where Pactive, Psleep, and Pwakeup are respectively the power consumption during
active mode, sleep mode, and wake-up transition:

Ptotal = Pactive + Psleep + Pwakeup. (1)

The weight of each element in the total power consumption strongly depends on the
applications. For some applications, the system will spend most of its time in sleep
mode. Therefore, a low sleep-power consumption is more critical. On the other hand,
for applications such as data loggers, the device will often switch between active and
sleep modes. In that case, the wake-up energy has to be reduced.

MRAM is definitely advantageous for the first kind of application. While current
MCUs need to preserve memory contents and the state of the registers to resume
the execution state, using MRAM allows us to completely power off the digital logic
(including the memory and registers) without losing the state of the system. Hence,
for applications spending a very long time in sleep mode, the energy savings could be
significant.

Regarding the second kind of application, a more detailed analysis is required to eval-
uate the benefits of MRAM. The main consideration that has to be taken into account is
the active/sleep mode duty cycle. As will be reported in this work, a backup penalty has
to be considered when using MRAM. Therefore, analyzing the active/sleep mode period
with a study similar to that in Section 5.2.4 is necessary. The evaluation in Section 5.2.4
showed encouraging results. However, to strengthen the high potential of MRAM for
future devices, another analysis has to consider real data measurements from MCU
products, IoT applications, and a real non-volatile processor design implementing the
instant-on/off , which is part of the future work.

Additionally, data logging applications that need to record data measurements (e.g.,
from a sensor) in NVM could really benefit from using MRAM instead of Flash mem-
ory. Indeed, Flash memory is power hungry and time-consuming, as will be pointed
out in Sections 5.1 and 5.2. For comparison purposes, Table I provides data on the per-
formance of both Flash and MRAM technologies [Micheloni et al. 2010; Crippa et al.
2008; Dirik 2009; Meena et al. 2014; Nowak et al. 2016; Crocus 2016]. Moreover, this
article shows that MRAM is suitable for backing-up/restoring the execution state of the
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system, whereas this is not practical with Flash due to its low performance and high
programming energy. As a result, a full RAM and register retention is required for Flash
systems, resulting in higher static power consumption during sleep mode. In addition,
Flash memory suffers from a quite poor endurance (typically from 104 to 106 erase
cycles [Meena et al. 2014]), resulting in a small lifetime, while MRAM demonstrates
a very high endurance (about 1015 cycles [Huai et al. 2015]), making this technology
more appropriate for applications that frequently have to record data in NVM.

3.3. Small Physical Footprint

Compared to existing memory technologies, MRAM offers a pretty high density. Its bit
cell structure, consisting of one CMOS transistor and one MTJ, makes this technology
denser than SRAM and as dense as DRAM. The current state-of-the-art shows that the
MRAM drawback is the high read/write circuitry area. This is due to the large CMOS
transistors required to generate sufficient write current. As a result, the current de-
signs of hybrid CMOS/MTJ FFs are bigger than standard CMOS FFs by a ratio of 1.5
to 3 [Chabi et al. 2014]. However, recent experiments from the industry have demon-
strated successful write operations of STT-MRAM with only a 7.5µA current [Nowak
et al. 2016]. This low switching current allows us to further reduce the peripheral cir-
cuitry area thanks to smaller CMOS transistors. This definitely shows the potential of
MRAM to further improve the energy and area efficiency of this NVM technology.

Another advantage of MRAM is its “above Integrated Circuit (IC)” integration pro-
cess, which allows the MTJ to be stacked above the CMOS part of a digital circuit.
A recent experiment on this topic evaluated the chip area reduction for a 2Mbit STT-
MRAM test chip [Koike et al. 2016]. This capability allows new kind of architectures,
known as logic-in-memory [Das et al. 2014; Pala et al. 2015], where memory is very
close to the logic to increase both performance and area efficiency.

4. INSTANT ON/OFF AND ROLLBACK FEATURES

After giving an overview of the Amber-embedded processor core, this section will focus
on the description of both instant on/off and rollback concepts. Then validation of
a complete backup/recovery of the state of the Amber core via register-transfer level
(RTL) simulation will be shown. Simulations have been done with two applications:
dhrystone 2.1 [Weicker 1984], which is included with the source code of the Amber
core, and blowfish, a cipher algorithm proposed from the MiBench benchmark suite
[Guthaus et al. 2001]. The registers of the processor are duplicated to emulate the
non-volatile registers and save the state of the system. Then, control logic is added to
enable the rollback capability.

4.1. Amber Core

The Amber core used in this work is an ARM-compatible 32-bit RISC processor fully
compatible with the old ARMv2a instruction set architecture. There are two versions
of the Amber core. The first is Amber 23, which has a three-stage pipeline, a unified
instruction and data cache, and a 32-bit wishbone memory bus interface. The second is
Amber 25 with a five-stage pipeline, separate instruction and data caches, and a 128-
bit wishbone memory interface. In this work, Amber 23 is used, as it has the simplest
architecture. Figure 4 depicts the architecture of the considered processor.

4.2. Instant On/off

The instant on/off function consists in saving a complete state of the processor before a
power-down and then restoring the state after a new power-up. The state of a processor
is contained in both registers and main memory. At the least, it is required to include
the non-volatility into these two memory components to maintain the system state after

ACM Journal on Emerging Technologies in Computing Systems, Vol. 13, No. 2, Article 17, Publication date: November 2016.
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Fig. 4. Amber 23 core architecture.

a power-down. In our study, 1,644 FFs contain the state of the Amber processor core,
including the register file, the pipeline registers, and some other internal registers.

The architecture considered in this study embeds a small cache memory. The latter
does not need to be necessarily non-volatile to perform a backup/restore of the system
state. A system without a cache will not affect the instant-on/off principle presented
in this work. However, performance penalties have to be considered if a volatile cache
is embedded. If the writing policy is a write-through,2 then the backup performance is
unchanged. Regarding the restore mode, a warm-up period has to be taken into account
after a power-up to restore data from main memory to cache memory. If the writing
policy is a write-back,3 then all cache blocks marked as “dirty” have to be written back
to the main memory before a power-down to preserve the state of the processor. Thus,
in this case, both backup and restore performances are degraded.

Figure 5 compares the original architecture of the Amber processor and the required
architecture for a non-volatile processor with instant-on/off capability.

Figure 6(a) shows a non-volatile FF architecture based on MRAM, which can be
typically used to design non-volatile registers. It consists of a standard CMOS FF for
the volatile part and a MTJ for the non-volatile part. By means of a multiplexor, the
input state of the CMOS FF is either the output state of the previous stage of the circuit
(ff_d in the figure) or the state of the MTJ (MQ in the figure). Also, a write circuit allows
us to store the state of the CMOS FF into the non-volatile MTJ.

Figure 6(b) depicts the timing diagram of the non-volatile FF. When the write signal
ff_mw is activated for sufficient time (i.e., write latency), volatile data (ff_d) are stored

2A scheme in which writes always update both cache and main memory, ensuring that data are always
consistent between the two.
3A scheme that handles writes by updating values only to the block in the cache and then writing the
modified block to the lower level of the hierarchy when the block is replaced.
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Fig. 5. Amber architecture with instant-on/off computing: (a) original Amber architecture and (b) Amber
architecture with non-volatile MRAM.

Fig. 6. MRAM-based non-volatile flip-flop: (a) architecture and (b) timing diagram.
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Fig. 7. Rollback principle.

in a non-volatile context (Rmtj). Restoring this non-volatile context is performed by
activating the signal ff_mre and then the signal ff_mr.

Assuming the processor uses this kind of non-volatile FF and the main memory is
non-volatile, then the instant on/off procedure is as described in Algorithm 1.

ALGORITHM 1: Instant-on/off Procedure
(1) For each FF, save the current state by writing the value from the CMOS FF into the MTJ;
(2) Power down the processor. As the main memory is non-volatile, data are preserved;
(3) Power up the processor. As the main memory is non-volatile, data are available;
(4) For each FF, restore the backup data by reading the value from the MTJ into the CMOS FF.

4.3. Rollback

The rollback is the ability to return to a previously valid state of the processor in
the case, for instance, of an execution error or a power failure. We assume that an
error detection mechanism is available in the processor architecture to identify errors
during execution as proposed, for instance, in Yu et al. [2008] or Wali et al. [2016]. The
principle of the rollback is shown in Figure 7.

Checkpoints can be created to save the state of the system either periodically or
at strategic instants during the execution of the application. Then, if a system failure
occurs, there is the possibility to come back to the last checkpoint. A checkpoint consists
of a backup of both registers and main memory. Indeed, after each checkpoint, the main
memory contents will most probably be modified. Therefore, to avoid inconsistency in
memory, it is necessary to add an additional memory (called checkpoint memory in
the rest of the article) to keep a backup of the memory contents. To make it easier,
the main memory is duplicated. One memory will be used for the normal execution,
whereas the other one will be used to store the checkpoint. In a real application, the
checkpoint memory size is smaller than the main memory. This size depends on both
the application and the checkpointing period. An alternative solution to perform a
checkpoint at memory level is the use of a double context non-volatile SRAM cell as
proposed in Jovanovic et al. [2015]. Hence, it is possible to optimize the silicon area
overhead.

As for instant-on/off , the cache memory does not need to be necessarily non-volatile
to implement the rollback at the cost of performance penalties for backup (in the case
of write-back policy) and restore (cache warmup). If a rollback is performed at runtime
(i.e., without powering down/restarting the processor), then the cache has to be flushed
when restoring a checkpoint to avoid inconsistency between cache and memory.

Figure 8 compares the original architecture of the Amber processor and the required
architecture for a non-volatile processor with both instant-on/off and rollback
capabilities.

Assuming the processor uses MRAM-based FFs as described in Figure 6(a) and the
main memory is duplicated, then the rollback procedure is as described in Algorithm 2.
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Fig. 8. Amber architecture with instant-on/off computing and rollback capability: (a) original Amber archi-
tecture and (b) Amber architecture with non-volatile MRAM and checkpoint memory for rollback.

ALGORITHM 2: Rollback Procedure
(1) Create checkpoints during the execution of the application;
(2) A system failure is detected;
(3) Stall the processor;
(4) Restore the last checkpoint which consists in;

- Restoring the state of the FFs by reading the value from the MTJ into the CMOS flip-flop;
- Restoring the main memory contents by copying data from the checkpoint memory to the

main memory;
(5) Take the execution of the application up again.

4.4. RTL Simulation

This section aims at validating the rollback function via RTL simulation. It is recalled
that the objective is to validate the possibility to completely save/restore the state of
the processor. For the logic implementation, all the registers storing the state of the
Amber core are duplicated as described in Figure 9. The original registers, named
volatile registers in the figure, are used for the normal execution while the duplicated
ones, named non-volatile registers in the figure, store the state of the core.

The main memory is also duplicated to allow a backup of the memory contents. As
the objective is only to validate the rollback functionality, a non-synthesizable main
memory model is used for fast simulation purpose. At the beginning of the application,
both main memory and checkpoint memory contain the same data. Then, during the
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Fig. 9. Logic implementation of the registers.

Fig. 10. Checkpointing and rollback.

execution of the application, only the main memory contents are modified. At the next
checkpoint, only the main memory locations that were modified during the execution
are copied into the checkpoint memory (Figure 10). Thus, copying all the contents of
the main memory at each checkpoint is avoided. For that, all writes into the main
memory between two checkpoints are tracked by storing all the corresponding memory
addresses into a small buffer (Figure 11). In the case of a system failure before the next
checkpoint, all the memory addresses present in this buffer correspond to the main
memory locations to be restored for a rollback. Data are restored from the checkpoint
memory to the main memory. If the address buffer is full before the next checkpoint,
then a creation of a checkpoint is forced.

Figure 12 shows the simulation results of the blowfish application. In Figure 12(a),
Electronic Code Book encryption mode is executed where a checkpointing/rollback is
demonstrated. In a similar way in Figure 12(b), validation is made executing other
encryption modes (CBC, CFB, and OFB modes). The rollback mechanism has also been
validated with the dhrystone 2.1 application (the simulation result is not shown for the
sake of brevity).
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Fig. 11. Checkpointing and rollback: address buffer for memory changes tracking.

Fig. 12. Validation of the rollback capability (terminal outputs of the blowfish application).
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Fig. 13. Checkpoint count for different address buffer size (blowfish application).

Table II. Non-Volatile Flip-Flops Performance

Latency (ns) Energy (pJ)

Technology Restore Back-up Restore Back-up
STT-MRAM 0.2 4 0.012 0.5

[Chabi et al. 2014]
TAS-MRAM 0.13 16 0.012 5.2

[Jovanovic et al. 2015]
OxRAM 6 70 1.4 28

[Jovanović et al. 2014]
PCRAM 1004 100 2 125

[Choi et al. 2013]

As mentioned above, the checkpoint memory is much smaller than the main memory
if a real system is considered. The size will depend on the application. Figure 13
give us an idea of the memory overhead for the blowfish application. An encryption
operation followed by a decryption operation are executed. The figure shows how many
checkpoints are carried out for different address buffer sizes. The number of checkpoints
corresponds to the number of time the buffer becomes full. As observed in the results,
for a 1,024-entry buffer size, only two checkpoints are forced. If we consider this buffer
size, then the checkpoint memory size has to be only 4kBytes.

5. MRAM-BASED NON-VOLATILE PROCESSOR: PERFORMANCE AND ENERGY

Many FFs based on MRAM were proposed in the literature to enable the design of
non-volatile circuits such as in Na et al. [2013] and Zhao et al. [2014]. In order to
estimate overall performance of the MRAM-based non-volatile processor, we consider
information from the current state-of-the-art of MRAM-based FFs. For comparison
purposes, the cases of OxRAM-based FFs and PCRAM-based FFs are also evaluated.
Table II shows the time and the energy to backup/restore the state of a FF for the
different NVMs.

4Note that the related work on PCRAM-based non-volatile flip-flop has clearly reported the backup time
(i.e., 100ns) but not the restore time. Therefore, this work assumes that the backup and restore times are
the same.
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Considering all the parameters, MRAM-based FFs show the best performance. STT-
MRAM has the smallest latency and energy for the backup. On the other hand, TAS-
MRAM shows better performance to restore the non-volatile data.

These FFs are designed to have a dual-storage facility (hybrid). The CMOS stage of
the FF uses cross-coupled inverters (latch) to store one data bit in its electrical (volatile)
form. On the other hand, the magnetic stage uses an MTJ (in the case of MRAM) to
store one non-volatile data bit.

In the rest of the section, the performance and energy implications of integrating
MRAM into a processor architecture are discussed for each power mode, that is, active
and sleep modes, and for the transitions between these modes.

5.1. Performance

5.1.1. Active Mode. Depending on the application, it could be very useful for the system
to run at a higher speed in the active mode so it can return quickly to low-power mode.
However, running at high frequency also increases the active power. The designer has
to analyze the best case for the application, taking into account other factors such as
the frequency at which the system needs to switch between the active and the sleep
mode.

Use of fast-access registers into the processor is necessary if high-speed operation is
required. Hybrid CMOS/MTJ FFs are suitable to build fast-access non-volatile registers
thanks to their dual-storage facility. The CMOS stage storing data in its volatile form
is used during normal execution of the system. The MTJ state is only used when there
is a need to back up or restore the system state. Therefore, building the registers using
these hybrid CMOS/MTJ FFs will not affect the performance of the processor in active
mode.

5.1.2. Back-up. If required, then external Flash memory is used in commercial MCUs
to restore the program and data when going out from low-power mode to active mode.
It can also be used to log data before entering sleep mode if these data have to be used
later in the application. This logging phase can take several milliseconds due to the
long erase/program procedure of Flash memory. As this memory is usually external,
additional latency will increase the backup process due to data transfer through the
serial communication interface.

Thanks to its low access latency compared to Flash, MRAM is suitable to be inte-
grated in both registers and main memory, allowing a small backup time. Since the
main memory is assumed to be non-volatile, a backup of the state of the processor
corresponds to a backup of the registers. Therefore, depending on the NVM technology
used, the backup time of the processor is the backup time of the FF (see Table II).

5.1.3. Wake-up. The wake-up time is a key parameter for ultra-low-power devices.
It informs us if the system can return from low-power mode to active mode quickly
enough to accomplish the task at hand. Existing low-power MCUs include several low-
power modes with different wake-up times so the customer can choose the appropriate
configuration for a given application. The components that have a significant influence
on the wake-up time if they are turned off are the embedded memories, that is, the
registers and the main memory. Not retaining data into embedded memories requires
the system to load data from external Flash memory at each power-up, which is time-
and energy-consuming.

In the case of MRAM-based registers, the wake-up time of the processor corresponds
to the time to restore the registers states after a power-up. Assuming the main memory
is non-volatile, data are already available in this memory after a power-up. Hence, the
wake-up time is the latency to restore the FF state (see Table II). In an actual system,
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Fig. 14. Back-up energy (logarithmic scale).

it is also important to consider a delay for the power supply and clock stabilization
times.

5.2. Energy

5.2.1. Active Mode. Depending on the amount of time the device remains in active
mode and the frequency at which the MCU is running, the energy consumption can be
more or less important. The active power consumption can be decreased if the MCU
is running at low frequency. But the time to process data will increase. On the other
hand, running at higher frequency will allow us to quickly return to low-power mode
at the cost of higher active power consumption.

As for performance, using hybrid CMOS/MTJ FFs for registers into the processor
will not affect the active energy consumption since this is the CMOS part that is used
during normal operation.

5.2.2. Back-up. In addition to the long time it takes to log data, the backup phase using
Flash memory is power hungry. The required current to erase and program Flash can
vary from 4 to 12mA [Borgeson et al. 2012]. Besides, Flash memory still requires
operation voltages of more than 10V [Meena et al. 2014].

Figure 14 estimates the backup energy of the Amber core when implementing non-
volatile MRAM-, OxRAM-, and PCRAM-based registers. As already mentioned in Sec-
tion 4.2, 1,644 FFs have to be saved to retain the state of the Amber core. Therefore,
the backup energy is estimated as the energy to write into the MTJ (in the case of
MRAM) times the number of FFs. As observed in Figure 14, use of STT-MRAM leads
to around 800pJ backup energy, whereas the backup energy reaches about 9nJ when
TAS-MRAM is used. Use of OxRAM and PCRAM show respectively backup energies of
46nJ and 206nJ.

5.2.3. Wake-up. When estimating the average energy consumption of a system switch-
ing between active and sleep modes, the wake-up energy has to be considered. In
current MCUs, this transition energy can be significantly high if returning to active
mode requires data recovery from non-volatile memory (Flash). If the contents of both
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Fig. 15. Wake-up energy (logarithmic scale).

registers and main memory are not retained during low-power mode, then the boot pro-
cess to run the program will also consume valuable energy. Wang et al. [2012] showed
that the energy consumption to restore 1,607 FFs from off-chip Flash (on-chip Flash) is
1.3µJ (0.6µJ). Maintaining the registers and the main memory contents will decrease
the wake-up time and so the wake-up energy. However, the leakage power in low-power
mode will increase because of the current needed to enable data retention.

Figure 15 shows the wake-up energy for the Amber core if non-volatile FFs based on
MRAM, OxRAM, or PCRAM are used. This energy corresponds to the read energy of
the MTJ (in the case of MRAM) times the number of FFs. The results show a wake-up
energy of 20pJ, 2.3nJ, and 3.3nJ respectively for MRAM (both STT and TAS), OxRAM,
and PCRAM.

5.2.4. Sleep Mode. The leakage current is clearly an important factor for devices spend-
ing most of their time in low-power mode. The deeper the system sleeps (most compo-
nents being turned off), the lower it consumes energy, but the longer it takes to return
to active mode. Presence of leakage current in existing low-power MCUs is mainly due
to the volatility of embedded memories. As already mentioned, it is necessary to keep
these components turned on to allow fast wake-up time.

Integrating MRAM into the registers and the main memory for processors gives us
the valuable advantage of removing power consumption when the system remains in
sleep mode. As the leakage current increases dramatically with the decreasing size of
the CMOS transistor, the non-volatility of MRAM is a very attractive feature that has
the potential to be integrated not only at the storage level but also at main memory,
cache memory, and the register level.

Figures 16(a) and (b) depict the profiles of the energy consumption respectively
for a classical MCU without instant-on/off capability and a non-volatile MCU with
instant-on/off capability. In these figures, switching between active and sleep modes
is assumed to be periodic. Pactive (Tactive) corresponds to the power consumption (time)
in active mode. Pleakage (Tsleep) is the power consumption (time) in sleep mode. Twakeup

is the wake-up time. For the system related to Figure 16(a), we assume that data into
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Fig. 16. Energy profile: (a) without instant-on/off (b) with instant-on/off.

the registers and the main memory are retained during sleep mode. Hence, we also
assume there is no backup energy when switching from active mode to sleep mode.

As mentioned above, the active energy consumption is not changed when replacing
CMOS-based registers by hybrid CMOS/MTJ registers. Therefore, the active power
consumption is the same for both figures. The most visible energy gain when comparing
the two figures is during sleep mode. Enabling the instant-on/off feature thanks to
MRAM removes power consumption during this mode. However, an energy overhead
is observed due to the required backup phase before entering sleep mode. Therefore,
if MRAM is used (Figure 16(b)), the system will be more energy efficient if the backup
phase consumes lower energy than the leakage energy normally consumed during
the sleep mode in Figure 16(a). Thus, the time spent in sleep mode (Tsleep) has to be
significant enough. The condition to reduce the total energy consumption when using
MRAM is given by Equation (2) as follows:

(Pactive + Pleakage) × Tbackup + Ebackup < Pleakage × Tsleep. (2)

As a result, the condition that has to be verified on the time Tsleep is given by Equa-
tion (3) as follows:

Tsleep >
(Pactive + Pleakage) × Tbackup + Ebackup

Pleakage

. (3)

This condition on Tsleep has been determined for the Amber core used in this work.
The processor has been synthesized using a 65nm CMOS low-power High Threshold
Voltage (HVT) process. On the basis of the synthesis results, the dynamic power and
the leakage power are respectively equal to 173mW (at 40MHz) and 12mW. Using the
backup time and energy estimated in this article for the four considered NVMs, the
time Tsleep to reduce the total power consumption when using instant-on/off has to be
higher than 130ns, 968ns, 4.9µs, and 18.7µs if the FFs are respectively based on STT-
MRAM, TAS-MRAM, OxRAM, and PCRAM. These small time values, in the case of
the Amber core and specifically when using MRAM, allows the processor to frequently
go into sleep mode and thus shows the great potential of using MRAM to significantly
reduce the total energy consumption of a system.

Assuming such a non-volatile processor using non-volatile FFs for the registers, it is
important to note that writing at the same time into all the non-volatile parts of the
FFs during the backup phase can lead to a high peak current, which is not appreciated
for the system. If we consider the write current of the STT-MRAM used in this work,
which is about 100µA, then the peak current to write into the 1,644 FFs of the Amber

ACM Journal on Emerging Technologies in Computing Systems, Vol. 13, No. 2, Article 17, Publication date: November 2016.



Non-Volatile Processor Based on MRAM for Ultra-Low-Power IoT Devices 17:19

processor core exceeds 160mA. Therefore, in practice, the backup would be performed
gradually.

6. RELATED WORK

Emerging NVMs have attracted a large part of the research community on the study of
non-volatile logic circuits. Use of these memories for data storage and logic devices were
and continue to be investigated due to the high interest it arouses for nanoelectronic
systems such as field-programmable gate arrays (FPGA) and processors. Thanks to
their CMOS-compatibility, emerging NVMs allow us to design hybrid CMOS/NVM
logic elements capable of retaining their current state even after a power-down of the
system. This section aims at giving an overview of the studies that have been done on
non-volatile logic circuits.

6.1. Non-Volatile Logic Elements

Many studies explored the feasibility of designing non-volatile logic elements such as
FFs and made a comparison with the counterpart CMOS-based circuits. Na et al.
[2013] studied STT-MRAM-based FFs evaluating two different structures (merged
latch and sensing circuit (MLS) and separated latch and sensing circuit (SLS)) and
several sensing and write circuits for the non-volatile part. Zhao et al. [2014] investi-
gated non-volatile logic gates and possible design optimizations using compact models
of STT-MRAM and OxRAM NVM technologies. In addition, a non-volatile full-adder
based on these two NVMs has been validated by simulation by Zhang et al. [2013] and
compared with its counterparts based on CMOS only. Jabeur et al. [2014] evaluated
a non-volatile FF based on the recent SOT-MRAM technology and compared it with a
STT-MRAM-based FF. Within the context of energy-harvesting and IoT applications,
Wang et al. [2010] and Jovanović et al. [2014] proposed a non-volatile FF respectively
based on ferroelectric RAM (FeRAM) and OxRAM and validated by simulation the
possibility to save/restore the logic state after a power-off of the device. Jovanovic et al.
[2015], whose results have been used in this work for TAS-MRAM-based FFs, have
made an exhaustive performance/energy analysis of a set of hybrid CMOS/MTJ cells
that can be used for both data storage and logic devices in SoCs. Chabi et al. [2014],
Jovanović et al. [2014], and Choi et al. [2013], whose results have been also used in this
article, proposed respectively a hybrid CMOS/STT-MRAM FF, hybrid CMOS/OxRAM
FF, and hybrid CMOS/PCRAM FF to allow system power-off in sleep mode.

6.2. Non-Volatile Reconfigurable Logic

Studies have been conducted to also explore the benefits of integrating emerging NVM
into reconfigurable logic systems such as FPGAs. Major issues of such circuits are the
low-power efficiency due to the high leakage current and logic density due to the use
of SRAM for the configuration storage. Moreover, the volatility of SRAM forces the
system to be reprogrammed at power-up from external Flash memory leading to a
long start latency. Guillemenet et al. [2010] evaluated an FPGA architecture based on
TAS-MRAM technology. In 2010, a full non-volatile FPGA was developed using 130nm
CMOS technology and Crocus 120nm TAS-MRAM [Holland 2010]. Zhao et al. [2009],
Paul et al. [2011], Ahari et al. [2014], and Turkyilmaz et al. [2014] respectively explored
the use of STT-MRAM, PCRAM, and RRAM into FPGAs.

The main benefits of including emerging NVMs into reconfigurable circuits are
the ability to turn off the system and save total power consumption thanks to the
non-volatility. Moreover, a fast start-up time is possible in comparison with classical
SRAM-based FPGAs. Previous studies also demonstrated new features using emerging
NVMs for the configuration storage such as run-time reconfiguration and multi-context
configuration capabilities.
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6.3. Non-Volatile Processors

Processor architectures have also been targeted by the research community to eval-
uate the benefits of designing non-volatile processors including emerging NVM into
the registers. Wang et al. [2012] presented the first fabricated non-volatile processor
(130nm CMOS process) based on ferroelectric FFs with a 3µs wake-up time. The next
year, Khanna et al. [2013, 2014] introduced a full non-volatile logic-based 32-bit micro-
controller SoC (130nm CMOS process) also using FeRAM technology. Instead of using
non-volatile FFs, small FeRAM-based memory arrays are distributed throughout the
SoC to back up the FFs data. A complete area/performance/energy evaluation has been
made that showed a 384ns wake-up time capability. These works demonstrated the
feasibility of designing non-volatile processors with fast save/restore times and zero
leakage standby mode. However, FeRAM does not have the same potential as MRAM,
which shows faster access latency, lower access energy, and higher density [Meena
et al. 2014]. A non-volatile microprocessor unit based on STT-MRAM has been evalu-
ated by Koike et al. [2013] using a 90nm CMOS process. Simulation results showed a
3µs save/restore time for the pipeline register. Nonetheless, the design simulated was
simplified by implementing only 12 instructions and the capacities of the instruction/
data memories were reduced to 32 words × 32 bits. A fully non-volatile 16-bit MCU
using 90nm standard CMOS and three-terminal SpinRAM technology has been demon-
strated in Sakimura et al. [2014]. Regarding the context of energy harvesting devices,
Ma et al. [2015] presented a simulation platform to explore the design space for a non-
volatile processor with different architectures and different input power sources. Xie
et al. [2015] proposed a checkpointing scheme to avoid inconsistency in memory when
restoring a previous valid state of a processor after a power failure.

6.4. Discussion

All the previous works clearly highlight the high interest of designing non-volatile
systems to reduce the total energy consumption but also to integrate new interesting
features thanks to the non-volatility. Although these studies validated the ability to
save/restore the system state at device and circuit levels, they only consider power fail-
ures for rollback. As a result, previous papers only demonstrated a restore operation
following a power-down of the processor. Therefore, the restore operation is the same
for both instant-on/off and rollback. In this study, execution failures due to soft errors
are also considered. This article demonstrates a rollback procedure at runtime, that is,
without powering down the processor, and analyzes the memory overhead for the roll-
back procedure. In addition, this work analyzes the backup/restore performance/energy
for several emerging memory technologies based on results from the state-of-the-art.

7. CONCLUSION

So far, emerging non-volatile memories are present in many studies to explore new
computing paradigms in various systems such as reconfigurable logic devices, proces-
sors, and data storage. Aptitude to bring non-volatility at a deep level in a SoC, for
example, at the register level, has the potential to drastically reduce the total power
consumption of devices thanks to the instant-on-off capability. This article investigated
the use of MRAM to design a non-volatile processor within the context of the internet of
things. Validation of a complete backup/recovery of the state of a full 32-bit RISC-like
processor has been performed via RTL simulation with two applications. The possi-
bility to restore a previous valid state of the processor (rollback) at runtime has also
been validated considering the context of an execution error (soft errors). Based on the
results of a previous work that exhaustively characterized several hybrid CMOS/MTJ
cells, performance and energy estimations of the backup/restore phases have been done.
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Furthermore, the energy profile of a system switching between an active and a sleep
mode has been analyzed to determine in which case the instant-on/off capability allows
better energy efficiency. For future work, a real design of a full non-volatile processor
using a design kit for MRAM is envisaged to accurately evaluate the performance,
energy, and area overhead.
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volatile flip-flop in 28nm FDSOI.
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