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Nonadiabatic molecular dynamics simulation of photoexcitation
experiments for the solvated electron in methanol
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Nonadiabatic quantum molecular dynamics simulations have been performed to simulate the
pump-and-probe photoexcitation experiments of the ground state equilibrium solvated electron in
methanol carried out by Barbaraet al. @Chem. Phys. Lett.232, 135~1995!#. We have characterized
both the time evolution of the quantum solute, the solvated electron, and the solvation response of
the classical methanol bath. The quantum energy gap provides an excellent tool to gain insight into
the underlying microscopic details of the solvation process. The solvent response is characterized
for both processes by a fast Gaussian component and a biexponential decay. The present results
suggest that the residence time of the solvated electron in the first excited state is substantially
longer than inferred from the cited experiments. The experimentally observed fast exponential
portion of the relaxation more likely corresponds to the adiabatic solvent response than to the
lifetime of the excited state electron. By comparing to photoexcitation simulations in water, it is
shown that the simulated excited state lifetime is about three times longer in methanol than in water,
predicting a less substantial increase than a recent calculation based on nonadiabatic coupling
elements alone. Hydrogen-bonding statistical analysis provides interesting additional details about
the dynamics. We find that the hydrogen-bonding network is significantly different in the first
solvent shell around the electron in ground and first excited states, the distribution around the latter,
larger and more diffuse, ion resembling more that of the pure liquid. Transformation of the
corresponding hydrogen bonding structures takes place on a 1 pstime scale. ©1999 American
Institute of Physics.@S0021-9606~99!51922-3#
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I. INTRODUCTION

Since its discovery1 and later identification,2 the solvated
electron has been the subject of continuous studies by
scientific community. During these years, the curiosity
experimentalists has focused on numerous aspects of ex
electrons in liquids, starting from structure, steady-state
tical absorption spectroscopy, and more recently empha
ing different dynamical properties.3–26 Although there are
interesting alternative theoretical approaches to explain
properties of the equilibrium solvated electrons,27–29 the lo-
calized cavity model has become widely accepted. Amo
others, molecular dynamics simulation studies based o
fully molecular model lead to a description of the solvat
electron as a single entity sitting in a solvent trap and
also successful in reproducing a series of experimental
servations on solvated electrons in water.30–36A more recent
infrared spectroscopy study on negatively charged w
clusters ~hydrated electron clusters! and subsequent hig
level ab initio calculations are also consistent with th
picture.37–39 Similarly, density functional calculations o
methanol cluster anions indicate that even relatively sm
clusters of polar molecules are able to localize an exc
electron in a well-defined spatial region surrounded by pr
erly oriented solvent molecules.40

a!Electronic mail: turi@para.chem.elte.hu
10950021-9606/99/110(22)/10953/10/$15.00
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The mechanistic question of considerable recent inte
has asked how the electron initially localizes and how t
state relaxes. Schematically, the ionization of a neat p
liquid leads to high energy delocalized electrons which,
continuously losing energy, first localize in a solvent vo
and consequently relax both electronically and configu
tionally. While excess electron creation in neat liquids, sta
ing from multiphoton ionization,22–24 is a complex issue,
electron solvation represents a fairly simple element of
process where the microscopic details of solvent–solute
teractions can be investigated. As such, the solvated elec
system may provide uncluttered understanding of import
aspects of the physics of solvent phase chemical reactio

The last 10 years has seen tremendous improvemen
both experimental and theoretical techniques applicable
this example. The availability of short laser pulses with tim
resolution of 100 fs or shorter enabled detailed investigati
of the dynamics of the solvated electron well into the sub
cosecond regime. The pump-and-probe technique mad
possible to obtain reasonably good resolution transient s
tra even in the fastest solvent, water.15–21 The theoretical
methods and approaches of the nonadiabatic chemical
cesses have experienced a similarly rapid developm
Nonadiabatic molecular dynamics techniques treating
solute quantum mechanically, while describing the bath c
sically, are now widely employed for nonadiabatic co
3 © 1999 American Institute of Physics
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densed phase processes.41–46 Since nonadiabatic molecula
dynamics techniques can be readily implemented for
electron–classical solvent system, electron solvation has
come a particularly important test of the nonadiabatic me
ods. A series of simulations on the hydrated electron pro
to be extremely useful, for example, in developing a deta
picture of the mechanistic steps for electron solvation
water.30–36

The quest for a complete understanding of electron
vation is not over. Experimental work of the last few yea
on excess electrons in methanol has again brought up se
relevant questions.12–14 Pulse radiolysis experiments on e
cess electrons in methanol were among the first studie
electron solvation.3–6,9–11 Since the early days, intense d
bate has continued about the possible mechanisms of
solvation dynamics of photoinduced electrons. The pict
emerging from early experiments, a simple two-st
model,9,13 involving thermalization followed by solvent re
laxation in the ground state, was challenged by ot
works.10–12,14One of these is a multiphoton ionization stud
of neat methanol at room temperature by Pe´pin et al. em-
ploying a pump–probe laser technique.12 The developed hy-
brid model includes a continuous blueshifting mechanism
combination with a state-to-state electronic relaxation s
Based on the same set of experimental data, a subseq
numerical analysis has indicated that an alternative me
nism, proposed originally for electron hydration32 compris-
ing thermalization prior to a branching between localizat
in ground and first excited states, is equally consistent w
experiment.47 The solvation problem was illuminated from
different side by the three-pulse femtosecond laser exp
ments~transient hole burning! of Barbaraet al.14 They have
proposed that after excitation of an equilibrium ground st
electron to its first excited state, the relaxation takes place
a rapid, nonradiative electronic transition to the ground s
on a time scale comparable to water, followed by a relativ
long ~order of 10 ps! blueshift associated with ground sta
solvent relaxation. Analysis of alternative, photoionizatio
data13 has identified a similar longer time scale spectrosco
response with an excited state lifetime rather than w
ground state solvation.

Recently a number of adiabatic molecular dynam
simulations have been performed on the excess electro
the methanol system.48–53In particular, Turiet al.have char-
acterized the structure, spectroscopy, and dynamics of
solvated equilibrium electron in methanol.49 The solvated
equilibrium electron is localized in a roughly spheric
ground electronic state of 2.5 Å radius surrounded by six
seven methanol molecules in the first solvent shell. T
simulation reproduced the ground state optical absorp
spectrum of the solvated electron reasonably well. Molecu
details of the simulations pointed to the crucial role of s
vent fluctuations. Further inspection revealed that while b
rotational and translational motions of the solvent stron
influence the fluctuations of the individual energy levels
the solvated electron, primarily translational motions det
mine the fluctuations of the energy gap and, thus, also
shape of the optical absorption spectrum.50 We have also
demonstrated via adiabatic ground state simulations of n
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equilibrium relaxation following electron creation in initiall
neat methanol and electron annihilation in equilibriu
ground state solvated electron system that, in this case
linear response~LR! theory breaks down seriously.51 A re-
cent adiabatic simulation study on the photoexcitation
periment resulted in a different, nonetheless not conflict
conclusion, predicting that linear response holds well for s
vation dynamics following photoexcitation.52 Based on
analysis of nonadiabatic couplings in the excited state and
the earlier analysis of solvation dynamics, it was also c
cluded that the nonadiabatic transition from the excited to
ground state takes place on a 10 ps time scale.52,53

The purpose of the present paper is to gain insight i
the molecular details of the dynamics of electron solvation
methanol and to test the implications of earlier simplifi
analysis.52,53 To this end, we consider nonadiabatic quantu
molecular dynamics simulation of an excess electron
methanol. In particular, we simulate the three-pulse ultra
photoexcitation experiment of Barbaraet al.14 Our first goal
is, thus, to compare theory and experiment, and directly e
cidate the molecular mechanism responsible for the exp
mental observations. Second, we compare the results
nonadiabatic simulations to the predictions based on a
batic models, including the applicability of linear respon
theory for solvation dynamics and the time scales of the
dividual events in relaxation. We also relate the present
sults to those obtained for the similar problem in water b
in experiment and simulation.

In Sec. II we introduce the details and procedures of
simulation model. Section III contains the primary numeric
results of the present work, a qualitative characterization
the nonadiabatic trajectories~Sec. III A!, and the microscopic
details of electron solvation and solvation dynamics~Sec.
III B !. The lifetime of the excited state solvated electron a
the time evolution of the hydrogen-bonding network are
vestigated in Secs. III C and III D. Section IV concludes t
study.

II. METHODS

In the present work we perform nonadiabatic molecu
dynamics computer simulations on an excess electron
methanol to model the photoexcitation experiments of B
baraet al.14 Although the calculations are similar to those f
the photoexcitation of the hydrated ground state electro33

obvious differences in the applied models require at lea
brief review of the methodology.

We carried out molecular dynamics simulations in t
microcanonical ~NVE! ensemble for an excess electro
placed in liquid methanol at 298 K, employing standard p
riodic conditions and the minimum image convention.54 The
complexity of the investigated system excludes the poss
ity of a fully quantum mechanical treatment. Accordingl
the solvent bath is treated classically, while the excess e
tron is regarded separately as a quantum mechanical ob

The methanol bath consists of 200 flexible metha
molecules in a cubic simulation box of 23.82 Å length~cor-
responding to the experimental neat solvent density of 0.
g/ml at 298 K!. The interactions between the methanol m
ecules are prescribed by the H1 intermolecular potentia
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Haughneyet al.55 To allow for intramolecular motions of the
solvent molecules we have added the intramolecular po
tial of Pálinkás et al.56 to the intermolecular potential. Th
interaction between the excess electron and the meth
molecules is described by the modified pseudopotentia
Zhu and Cukier.48,49,57The pseudopotential is expressed a
sum of four major contributions: a simple electrostatic p
tential between the partial charges of the methanol molec
and the electron, a polarization contribution due to the in
ence of the excess electron on the electron cloud of the
vent molecules, a repulsion term originating from the
thogonality requirement of the Pauli principle, and
exchange interaction term. The evaluation of all interactio
~including solvent–solute interactions! is performed with a
spherical cutoff centered on the oxygen site smoothed b
tapering function from 9.5 Å to the final cutoff distance of 1
Å, equivalent to that used in other works.31–35,49–53We note
that the use of a simulation without charge compensation
is conventional for ordinary ionic solutions, is consiste
with investigation of a highly dilute system of localize
charges.

In the present work, we employ the nonadiabatic dyna
ics algorithm developed by Websteret al.46 The method
combines a stochastic surface hopping algorithm58 with the
nonadiabatic scattering theory of Pechukas,59 providing a
mixed quantum-classical dynamics formalism which co
serves energy without the need ofa posteriorivelocity res-
caling. Since the electrons are not constrained to remain
single electronic surface in our nonadiabatic model, state
state transitions between potential surfaces are possible
consequence of the breakdown of the Born–Oppenhei
approximation. The time evolution of the solvent molecu
is governed by a force which is a sum of a classical fo
from the solvent molecules and a quantum force originat
from the quantum particle. Evaluation of the quantum fo
is the most important feature of the applied molecular
namics algorithm leading to an iterative procedure within
simulation time step which takes the possibility of nonad
batic transitions into explicit account.46 The adiabatic spec
trum at a given solvent configuration is evaluated on a3

grid in a plane-wave representation using an efficient ite
tive and block Lanczos procedure.46 The integration of the
equations of motion is performed using the Ver
algorithm60 for the solvent with 1 fs time step.

Although recent studies have illustrated the significan
of electronic coherence loss,61–63 in the present study we
choose to drop coherence at the end of every time step.
assumption behind our choice is similar to that in hydra
electron simulations, namely, that quantum coherence de
on the time scale of the classical dynamics time steps.30,31,33

In subsequent work, we will explore the coherence issue
its effect on the predicted dynamical properties.

The calculations here were carried out in the followi
way. First, we placed a free electron into an equilibriu
classical solvent bath. After a 30 ps period of relaxation a
equilibration of the system, the equilibrium trajectory for t
ground state solvated electron was followed for an appro
mately 40 ps long period. We selected 15 configuratio
from the equilibrium trajectory with at least 2.5 ps betwe
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consecutive configurations according to the following cri
rion. Applying a linear shift of 0.25 eV to the simulate
energy gaps, analogous to earlier work,49,64 the energy gap
between the ground state and the first or second excited
in the selected simulated configurations (1.3460.01 eV) is
then resonant with the energy of theexperimentalpump laser
~780 nm!.5 Figure 1 shows the simulated optical absorpti
band for the solvated ground state electron in methanol w
the corresponding subbands of the first three poss
transitions.49 As can be inferred from the intensities of th
first and second optical subbands of the spectrum, at
resonant energy, the pump laser can excite the ground
electron directly to the second excited state, as well. To
count for this possibility, in three of the 15 chosen trajec
ries, the second excited state is resonant with the pump la
In the next step, the electron was placed in the correspon
excited electronic state in the selected configuration, and
following nonequilibrium nonadiabatic dynamics were fo
lowed for a minimum of 5 ps for each trajectory.

III. RESULTS AND DISCUSSION

The following sections report the primary features of t
present study. First, we examine the time evolution of
nonadiabatic trajectories. The results will be placed in
context of earlier nonadiabatic simulations for electron h
dration. We will also gain insight into the macroscopica
observable kinetics by focusing on ensemble averages f
the 15 nonadiabatic trajectories. Comparison between exp
ment and theory will also be performed in terms of the ph
toexcitation experiments of Barbaraet al.14 The microscopic
details of the solvation including the relaxation of the solve
and the hydrogen-bonding network will be examined at
end of the section.

A. Time evolution of the individual trajectories

Figures 2–4 show three characteristic nonadiabatic
jectories for the photoexcited solvated electron in methan
Negative times belong to the last equilibrium portions of t

FIG. 1. Equilibrium absorption spectrum~solid line! of the ground state
solvated electron in methanol. The individual subbands of threes–p tran-
sitions are indicated by dotted lines. The excitation energy of the simula
of the photoexcitation experiment is shown by the arrow.
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ground state before photoexcitation takes place. Att50 fs
the laser pump instantaneously excites the ground state
tron into its first~Figs. 2 and 3! or second excited state~Fig.
4!, followed by the nonadiabatic dynamics.

The starting points of the nonadiabatic trajectories ma
fest the characteristic features of the ground state solv
electron. The ground state having more-or-less well-defi
spherical symmetry49 is well separated from three quasid
generatep states. Of all the states besides the ground st
for the model used, only the first excited state spends a
nificant amount of time in the bound region of the ener
spectrum relative to the vacuum level, while the other twp
states are of slightly positive energy. We should note tha
unbound state~such as the second or the thirdp state! is not
necessarily a delocalized or continuum state as was il
trated for an excess electron in pure water configuration36

Moreover, a previous simulation indicated the ground st
and the first three excited states of the solvated electro
methanol appear to be localized with a radius of gyrat

FIG. 2. Time evolution of the eigenvalues of the solvated electron eig
states~alternating solid and dashed lines! for a typical photoexcitation tra-
jectory. The occupied state is illustrated by the triangles. Note that
electron is promoted to the first excited state att50.

FIG. 3. Time evolution of the eigenvalues of the solvated electron eig
states for a less typical photoexcitation trajectory. Note the relatively s
lifetime of the excited state and the very fast downward-upward-downw
transition sequence at about 700 fs. Symbols are the same as in Fig.
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between 2.4 and 3.8 Å.49 The higher lying states of indefinite
symmetry are well above the vacuum level and were fou
to be delocalized.49 Although the bottom of the conductio
band and also the vertical excitation energies are likely in
curate in the present model, this problem could likely
remedied by explicitly including solvent polarizability. In th
present study we do not use these continuum states; the
shown only for completeness. The presence of substa
energy level fluctuations is evident in the figures, and ori
nates from the solvent fluctuations. When the electron is
its ground state, all electronic states show similar patte
fluctuating largely in parallel.

At t50, the electron is promoted to one of its excite
states, resonant with the energy of the pump laser. The
stantaneously altered electron distribution then perturbs
configuration of the solvent, previously equilibrated to t
ground state electron. The solvent response, seen earlie
water,33 consists mainly of solvent diffusion away from th
center of mass along the long axis and into the nodal reg
of the newly formedp-type electronic wave function, result
ing in significant changes in the energetics of the syste
Although the energy of the occupied excited state does
relax significantly in half of the examined cases, the chan
of the unoccupied states is dramatic, a result of the fact
the excitation is vertical in the solvent coordinates. The
tails of the following solvent relaxation, described briefl
just above, have been discussed for the corresponding ca
the hydrated electron elsewhere.33 As in the aqueous case
the energy of the unoccupied ground state initially ris
sharply, then takes on a slower increase. Thus, at first gla
one can predict at least two time scales for the relaxation
the energy gapE12E0 . We shall examine this issue in mor
detail in the next sections. The unoccupied states above
occupied excited state also undergo a rapid increase in
ergy, thus breaking the quasidegeneracy of thep states. Simi-
larity of the polar nature of the solvent molecules in meth
nol and water provides a reasonable explanation for
qualitative similarity of the observed behavior of the ind
vidual energy eigenvalues in the two solvents.33

Figure 2 shows a typical trajectory with relatively slo
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-
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FIG. 4. Time evolution of the eigenvalues of the solvated electron eig
states for a typical photoexcitation trajectory in which the electron is p
moted to the second excited state att50. Symbols are the same as in Fig.
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relaxation of the occupied first excited state, slow rise of
ground state, and sharper rise of the second and third~unoc-
cupied! excited state eigenvalues. The nonadiabatic tra
tion takes place 1830 fs after the photoexcitation when
energy gap has decreased to about 0.2 eV. Once the ele
undergoes radiationless transition, the occupied ground s
energy drops initially very quickly and then more slowl
indicating the solvent response to the perturbation cause
the newly formed ground state solute. Simultaneously
unoccupiedp state moves up to join the other two unocc
pied p states leading to a sharp increase of the energy
between the ground and first excited state energy levels
less typical trajectory is shown in Fig. 3. The energy g
relaxation is very efficient, and after 690 fs radiationle
transition occurs and places the electron into the gro
state. The electron, however, staying only 1 fs in the grou
state is promoted back to the first excited state, where it s
50 fs more until it relaxes to the ground state for good.
another trajectory, there is a somewhat longer~10 fs! tran-
sient period after which the electron jumps back again to
excited state. A third type of trajectory is shown in Fig.
with the electron promoted into its second excited state.
initial radiationless transition from the second to the fi
excited state takes place very rapidly, less than 270 fs a
the excitation. The subsequent nonadiabatic relaxation to
ground state is about an order of magnitude longer proc
being completed in an additional 2.2 ps. It is immediat
apparent that the excited state residence times seen he
methanol are much longer than those observed via sim
methods for the aqueous case~average 730 fs!.33 We con-
sider this question more quantitatively in Sec. III B.

B. Nonadiabatic transitions, quantum energy gap, and
the solvation dynamics

We saw the general behavior of the time evolution of
individual energy levels of the solvated electron in Sec. III
In the following we examine the connection between
time evolution of the quantum energy gap and the propen
of the excess electron to make radiationless nonadiab
transitions. The issue has more general implications in c
cally evaluating the impact of solvation dynamics on exci
state relaxation. Next we elaborate the question in a m
quantitative manner in terms of equilibrium and nonequil
rium response functions, and the LR theory.

Figure 5 shows the ensemble averaged time evolutio
the quantum energy gap between the ground state and
first excited state of the solvated electron in methanol follo
ing excitation and radiationless transition. The solid line
lustrates the photoexcitation event taking place att50.
Negative times correspond to the energy gap for the equ
rium ground state electron, whereas at positive times
electron stays in its first excited state. Note that ensem
averaging for excited state relaxation tends to give poo
statistics at larger times, since the survival times are differ
for different trajectories, and one eventually drops those
jectories from the statistics where the electron relaxes b
to the ground state. The transition occurs atDE51.34 eV.
The energy gap dramatically decreases in the first few ten
femtoseconds and then takes on a decrease of slower
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Due to this slower decay, it is only after 1.5 ps when t
energy gap begins to approach its equilibrium value, 0
eV.52 Although the quantum energy gap relaxes much slow
in methanol than in water, the Stokes shift remains en
mous, corresponding to more than 80% of the initial exci
tion energy. The dashed line in Fig. 5 provides informati
on the relaxation of the energy gap after the radiationl
transition takes the electron back to the ground state.
placet50 at the time step where the nonadiabatic transit
occurs. Negative times, thus, correspond to the excited s
electron, while positive times belong to the solvated elect
once more in its ground state. One can easily see that
average energy gap where the electronic transition ta
place is about 0.23 eV for the present model, less than for
model aqueous electron.33 The ensemble averaged ener
gap at the transition agrees with the equilibrium gap of 0
eV with the electron in the first excited state.52 This agree-
ment suggests that, on average, the excited state solvati
complete by the time the electronic relaxation occurs. W
consider this issue further below. After the radiationless tr
sition the solvent adjusts to the new electronic distribution
the ground state. The effect is clearly manifest in the d
matic increase of the quantum energy gap at the outset.
to the moderate rise of the gap after the first hundred fs,
equilibrium energy gap of 1.49 eV is only slowly approach
after 2 ps.

It is particularly noteworthy that the ensemble averag
energy gap evolutions shown in Fig. 5 are equivalent~after
normalization! to the nonequilibrium response functions
the solvent. Nevertheless separate examination of the
sponse functions proves to be instructive especially in te
of the LR approximation. LR states that small perturbatio
from equilibrium should decay in the same manner as eq
librium fluctuations do. Mathematical formulation of the lin
ear response theory connects the equilibrium solvent
sponse function with the nonequilibrium response funct
stating their equivalence65,66

C~ t !5S~ t !. ~1!

FIG. 5. Ensemble averaged dynamical evolution of the quantum energy
between the ground and the first excited states. Solid line: electron init
in ground state;t50 defined at the photoexcitation event. Dashed lin
initial first excited state;t50 at the radiationless transition to the groun
state.
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In the context of the present study, the equilibrium
sponse functionC(t) characterizes the equilibrium solve
dynamics and its effect on the quantum energy gap of
solvated electron

C~ t !5
^dDE~0!dDE~ t !&

^dDE2&
, ~2!

wheredDE(t)5(DE(t)2^DE&) represents the deviation o
the quantum energy gap at timet from its equilibrium aver-
age value. Thus, the equilibrium response function is a tim
correlation function of the fluctuations of the quantum e
ergy gap. The corresponding nonequilibrium respo
function is expressed in terms of nonequilibrium average
the quantum energy gap indicated by the overbar

S~ t !5
DE~ t !2DE~`!

DE~0!2DE~`!
. ~3!

Figure 6 shows the equilibrium solvent response fu
tion for the up transition and two different nonequilibriu
response functions pertinent to the present problem, one
lowing the upward transition of the equilibrium ground sta
electron and the other following the downward transition
the excited state electron. TheC(t) for the up transition has
been calculated from a 110 ps long equilibrium ground s
solvated electron trajectory.49,50,52

Although theS(t) functions show different characteris
tics, especially in the first hundred fs, they possess sim
qualitative features. Both functions can be described by
sum of a Gaussian and two exponentials with similar ti
constants~100 fs and 1 ps!. We find that the biexponentia
part follows a much slower decay in methanol extend
approximately an order of magnitude longer than in
aqueous case.33 We have found similar dynamical features
adiabatic simulations following electron creation and ann
lation in methanol.51 We observe that the major part of th
solvent relaxation is over within the first 0.3–0.5 ps. Th
time scale is in good accord with the experimentally o

FIG. 6. Nonequilibrium solvent response functions following the upw
~upper solid line! and the downward transitions~bold line! of the solvated
electron in methanol. The fits to the nonequilibrium response functions
shown by dashed lines. The equilibrium energy gap autocorrelation func
for the up transition is shown by dotted line~see Refs. 49 & 52!.
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served 0.5 ps fast spectral evolution.14 Based on this obser
vation, we suggest, similarly to an earlier equilibrium stu
on electron solvation in methanol,52 that the 0.5 ps compo
nent of the experiment corresponds to the relatively fa
adiabatic response of the solvent, rather than to the lifet
of the excited state. We also note that due to the limi
length of the nonadiabatic trajectories, we have not been
to observe the longer time scale solvent relaxation~7 ps time
constant! suggested in Ref. 52.

The difference of the twoS(t) functions concentrated
mainly for the first 0.5 ps~Fig. 6! is due to the ultrafast
inertial part of the response. While the Gaussians de
within 10 and 30 fs for the down and up transitions, resp
tively, the inertial part for the down transition makes up f
about half of the complete response as opposed to the
significant contribution~approximately 15%! for the up tran-
sition. The relative amplitude of the Gaussian portion
thus, significantly smaller in methanol for the up transiti
than in water~38%!33 in reasonable accord with the resul
predicted in classical solvation dynamics studies
methanol.67,68 The origin of the large inertial part for the
down transition is considered below.

The most significant difference, however, appears
tween theC(t) and S(t) functions for the up transition. A
previous study employing adiabatic simulations of the eq
librium ground and excited state solvated electron in met
nol concluded that LR theory holds well for the excitation
a ground state electron to the first excited state and the
diationless transition of an excited state electron to
ground state.52 There, this was concluded based on the agr
ment betweenC(t) functions calculated for equilibrium
ground and excited states. At the same time, we have n
previously,49 that in methanol~in contrast to water! the sol-
vent relaxation occurs on multiple time scales which inclu
fluctuations in the 10’s of ps regime. Such slow fluctuatio
are necessarily challenging to sample. Hence, of the poss
reasons for the difference between the corresponding e
librium and nonequilibrium functions obtained here, we su
pect that the statistical inaccuracy of the present sample o
trajectories may be the most important source of the un
pectedly poor agreement following photoexcitation. Nev
theless, the distinctly larger departure from the linear
sponse result for the relaxation following the nonadiaba
transition~Fig. 6! suggests that there is, in fact, a systema
deviation between them. That this might be expected is s
ported by the fact that the excited state lifetime is sign
cantly shorter than the longest time scale solvent dynamic52

Further support for this view comes from hydrogen bo
dynamics considered below in Sec. III D.

C. Lifetime of the excited states

In the following section we estimate the lifetime of th
excited state and compare the data to that obtained f
experiment.14 To this end, first we introduce the surviva
probability function which is calculated at timet as the ratio
of the number of trajectories where the electron occupies
excited state~either first or second! to the total number of
trajectories~Fig. 7!. To provide a more facile discussion an
motivate the understanding of the underlying details, we a

re
n
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introduce the transition densityf(t) shown in the inset in
Fig. 7. The transition density~or transition rate! is the time
derivative of the negative of the survival probability fun
tion.

Figure 7 illustrates the survival probability of the excite
state electron for the trajectories of the present study.
dashed line in Fig. 7 shows a numerical fit of a nonline
parameter estimation procedure~see below! to the histogram
of the survival probability. The statistical representation
the data is similar to that for the aqueous excited state e
tron in Ref. 33. The number of discrete steps in Fig. 7 equ
15, the number of trajectories run in the present simulat
The excited state lifetimes span a wide range between
and 4271 fs. Similarly to the qualitative shape for the wa
case,33 the survival probability decreases slowly at sh
times (t,500 fs) with a negative curvature up to the infle
ion at about 2 ps, and decays exponentially at longer tim
Correspondingly, the transition density has a maximum
the inflexion of the original distribution function and de
creases monotonically to zero at larger times~see the inset in
Fig. 7!. It is interesting to note that more than half of the
transitions occur between 1600 and 2100 fs. The aver
lifetime of the excited state is about 2050 fs computed fr
the transition density, approximately three times the co
sponding value for the model of the excited state aque
electron.33 Significantly longer excited state lifetime is pre
dicted in methanol from adiabatic simulations compar
only the nonadiabatic coupling matrix elements connect
the two states for water and methanol.53

To estimate the lifetime of the equilibrium excited sta
electron one needs a functional relation between the tra
tion density, the population of the excited state, and the tim
dependent energy gap. In the followingad hoc model we
assume first order kinetics with the transition density prop
tional to the population of the excited state. Inversely p
portional dependence of the transition density on the qu
tum energy gap, found to apply for water,33 gives poor
agreement with the simulated data here. Hence we prop

FIG. 7. Survival probability for the excited state solvated electron in me
nol. The histogram represents the fraction of the trajectories where the
tron occupies an excited state. The fitted dashed line is a result of a no
ear parameter estimation procedure. The inset shows the correspo
transition density@f(t)# for the downward transition.
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the following differential equation employing a simple seri
expansion in the gapU(t) up to the third power:

dP~ t !

dt
5

2P~ t !

t1U~ t !1t2U~ t !21t3U~ t !3 , ~4!

whereU(t) is taken from the fit to the time evolution of th
ensemble average of the quantum energy gap following p
toexcitation~Fig. 5!, normalized to the equilibrium value o
the energy gap. We employed numerical integration of
~4! in a nonlinear parameter estimation procedure to fit
simulated survival probability data. We note that Eq.~4! al-
lows for a stronger dependence of the transition rate on
quantum energy gap for methanol with significant contrib
tion from the third-order term~t15320 fs, t2'0 fs, t3

5340 fs! than was observed for water.33 The fit shown in
Fig. 7 is acceptable, while the inset presents the calcula
transition density. The estimated asymptotic lifetime of t
equilibrium excited state electron is obtained as the sum
the three estimated parameters of Eq.~4! @as t→`, U(t)
→1, and, thus, Eq.~4! simplifies to first-order kinetics#.
Thus, the equilibrium nonradiative excited state lifetime af
the gap reached its equilibrium value turns out to be o
about 660 fs, significantly less than the average lifetime
the excited state and comparable to the 450 fs found
water.33 This small difference can still be considered qu
sizeable considering the 2.5 times larger equilibrium gap
water than that for methanol. Had the energy gap in wa
been the same size as in methanol and were the trans
probability for water to follow the same inversely propo
tional model of Ref. 33, then the corresponding excited s
lifetime in methanol would exceed that in water by appro
mately a factor of 4 similarly to the average excited st
lifetime.

The present findings are consistent with the transi
hole-burning experiment of Barbaraet al.14 regarding at least
two aspects. Comparison of the present study and exp
mental works14 on excited state electron solvation in meth
nol to both experiments69 and simulations33 on photoexcited
hydrated electrons predicts significantly slower dynamics
methanol than in water. Furthermore, the qualitative agr
ment with experiment is especially encouraging with resp
to the time scale of the complete relaxation~starting from the
photoexcitation through excited state dynamics and gro
state dynamics!. The experimentally observed 6 ps tim
scale14 agrees reasonably well with the sum of the 2 ps
cited state lifetime and the approximately 1 ps time scale
ground state solvation of the present study. If one consid
the observation that the use of the classical flexible mode
the solvent molecules, being able to accept any amoun
energy from the relaxing electron, leads to significan
faster energy disposal than in a more realistic model w
quantized vibrational modes,31,33 then the agreement is eve
more satisfying. Significant differences, however, exist b
tween the simulated results and the experimentally de
oped model for excited state solvation. The experimen
work suggests a relatively short excited state lifetime~0.5 ps!
followed by an order of magnitude longer ground state s
vation of 5.4 ps time constant. We, on the other hand, p
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FIG. 8. Fraction of hydrogen-bonded methanol molecules in the first solvent shell around the solvated electron participating in one and two hydro
to other MeOH molecules~f 1 and f 2 , respectively! for up and down transitions, as a function of time. The plots on the left side illustrate the hydro
bonding dynamics after photoexcitation~up transition!, whereas those on the right side show the dynamics following the radiationless~down! transition.
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posed in Sec. III B that the experimentally observed 0.5
fast spectral evolution may be explained in terms of exci
state solvation dynamics.

D. Hydrogen-bonding dynamics

The experimentally observable solvation dynamics i
direct manifestation of the molecular motions. The mic
scopic details of the solvation dynamics following photoe
citation of a ground state equilibrium hydrated electron w
thoroughly discussed previously.33 Here we carry out a sta
tistical analysis for the hydrogen-bonding network of the s
vent. The examination of the time evolution of the hydroge
bonding system is relevant for two reasons. First, it provi
an interesting alternative route to elucidate the solvent
namics from the perspective of the molecular interactions
the solvent. Second, the fact that the hydrogen-bonding
tems of liquid water and methanol are different was invok
in comparisons of the experimentally measured time sc
of electron solvation in polar liquids.14,47 Therefore such in-
teractions may well be informative when viewed directly.

The method we pursue here is similar to that employ
in our earlier adiabatic simulation study of electron creat
in methanol.51 First, we define hydrogen bonds, using tw
geometric parameters. Two methanol molecules are con
ered to be hydrogen bonded if the corresponding O...H
tance is less than 2.5 Å and the O–H...O hydrogen-bond
angle is larger than 150°. This definition proved to be eff
tive in earlier liquid simulation studies and gave good agr
ment with an alternative energetic definition.70 The unified
site model of the methyl group does not allow evaluation
the significance of the possible C–H...O hydrogen-bond
s
d
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interactions.40,70 We calculate the ensemble average of t
fraction of the molecules which participate in zero, one, tw
or more than two hydrogen bonds~f 0 , f 1 , f 2 , and f 3 , re-
spectively! to other solvent molecules. The analysis is p
formed as a function of time. Another interesting aspect
pears if one considers the different solvation shells aro
the solvated electron. The first solvation shell is defined
include all solvent molecules which are closer to the cen
of mass of the electron than 5 Å. We draw the second s
between 5 and 10 Å, and also examine the remaining pa
the solvent as well. We also have to keep in mind that, si
the excited state electron is not spherically symmetric,
amination of the fraction of the hydrogen bonded molecu
in the individual solvent shells is more informative than th
of the occupation numbers.

We focus the analysis on two different initial condition
~a! the photoexcitation event or~b! the radiationless transi
tion. This separation is essentially similar to that illustrat
in Fig. 5 for the energy gap. Figure 8 illustrates the tim
evolution of the hydrogen-bonding fraction of the methan
molecules. The second and third solvation shells~not shown!
exhibit no particularly distinctive details, with the distribu
tion of the hydrogen bonds roughly equivalent with that
the pure methanol liquid~f 2'0.6, f 1'0.3, f 0'0.05!.51,55

The patterns are substantially different for the first solv
shell. For short times after the up transition, and at la
times after the down transition, the hydrogen bonding dis
butions approach that for the ground state equilibrium s
vated electron. That is, the tendency is opposite compare
pure methanol liquid, with a significantly larger fraction o
single hydrogen bonded moleculesf 1 in the first coordina-
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tion shell. We pointed out earlier51 that this finding is a direct
reflection of the increased number of dangling hydrogen
the first solvent shell orienting toward the negatively charg
solvated electron. What is more interesting is the evolut
of the hydrogen-bonding distribution between the grou
state and the excited state. Following photoexcitation,
excited state electron distribution distorts the solvent ca
with associated changes in the hydrogen bonding distr
tion. After 2 ps, the fraction of the solvent molecules w
two hydrogen bonds to other MeOH molecules alm
doubles, whilef 1 decreases significantly. The resulting d
tribution around the excited state solute resembles more
of the neat liquid than that of the ground state solute. T
origin of this particular difference between the hydroge
bonding topology around the ground state electron and
first excited state electron in the first solvent shell can
explained by the more diffuse nature of the excited st
charge orienting the solvent molecules, analogous to the
vation of large classical ions. The time evolution of t
hydrogen-bonding distribution following the radiationle
down transition exhibits similar features, but roughly r
versed in time. It takes less than 1 ps forf 1 to exceedf 2 .
The remaining relaxation of the hydrogen-bonding netw
follows more slowly, approaching the ground state distrib
tion. We note here that the hydrogen bonding dynamics
lowing up and down transitions show different amplitud
This also supports earlier observations that the excited s
configurations may not fully sample the equilibrium distrib
tion leading to the observed faster dynamics after nona
batic relaxation than following the up transition. The rough
2 ps time scale to adjust the hydrogen-bonding network fu
to the new electron distribution is common to both up a
down transitions. The presence of these ps time s
changes, evident in all distributions, points to the import
role hindered translation plays in solvent relaxation follo
ing photoexcitation and nonradiative transition.

IV. CONCLUSIONS

We have performed nonadiabatic quantum molecular
namics simulations to gain insight into the microscopic d
tails underlying recent photoexcitation experiments on s
vated electrons in methanol. The solvated electron prob
provides an excellent opportunity to study the coupling
tween the quantum states of the solute and the dielectric
mechanical response of the solvent. The time evolution
the quantum energy gap has been recognized as a sen
tool to monitor solvent response after perturbations in sim
studies.33 In methanol, the solvent response follows som
what different patterns following photoexcitation of th
ground state electron and following radiationless transit
of the excited state electron. Although we concluded t
insufficient statistical accuracy probably prevents us fr
testing the validity of linear response as suggested in ano
study,52 we found that the qualitative features of the respo
functions are informative. The response functions consis
a fast Gaussian inertial part and a biexponential decay.
time scale of the biexponential part is similar to the init
exponential component found in experiments.14 The present
work suggests that the original interpretation identifying t
in
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decay with the lifetime of the excited state electron should
supplanted, and that the experimentally observed 0.5 ps
part14 corresponds to excited state solvent response as
gested on the basis of less direct evidence earlier.52 We also
pointed out reasonably good agreement between
experimental14 and simulated time scales necessary for
complete relaxation of the ground state electron after pho
excitation and radiationless transition. The simulated lifeti
of the solvated electron turns out to be much longer~ap-
proximately three times! than the corresponding simulate
quantity for the hydrated electron.

Employing a gap dependent rate equation for the non
diative transition rate, we estimate the lifetime for the eq
librium excited state solvated electron in methanol to
shorter by approximately a factor of 3 than the average
cited state lifetime. Further, the dependence of the nonr
ative transition rate on the quantum energy gap is predic
to be both stronger and more complex in methanol than
water.33

A novel time-dependent hydrogen-bonding analysis
the solvent molecules revealed significant differences in
hydrogen-bonding network around the ground state so
compared to the excited state solute in the first solvat
sphere. The distribution around the excited state is found
resemble more closely that of the pure liquid, in accord w
classical simulations of large ions. Dynamical analysis h
shown that the time scales of the solvent response funct
qualitatively reflect the hydrogen-bonding dynamics. The
creased complexity of these dynamics in methanol compa
to water demonstrates that the multiple time scales cha
terizing nonaqueous solvents can have important con
quences for excited state dynamics.
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