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To Ruth, Amos and Naomi

## Preface

This monograph develops an algorithmic theory of nonlinear discrete optimization. It introduces a simple and useful setup which enables the polynomial time solution of broad fundamental classes of nonlinear combinatorial optimization and integer programming problems in variable dimension. An important part of this theory is enhanced by recent developments in the algebra of Graver bases. The power of the theory is demonstrated by deriving the first polynomial time algorithms in a variety of application areas within operations research and statistics, including vector partitioning, matroid optimization, experimental design, multicommodity flows, multiindex transportation and privacy in statistical databases.

The monograph is based on twelve lectures which I gave within the Nachdiplom Lectures series at ETH Zürich in Spring 2009, broadly extending and updating five lectures on convex discrete optimization which I gave within the Séminaire de Mathématiques Supérieures series at Université de Montréal in June 2006. I thank the support of the Israel Science Foundation and the support and hospitality of ETH Zürich, Université de Montréal, and Mathematisches Forschungsinstitut Oberwolfach, where parts of the research underlying the monograph took place.

I am indebted to Jesus De Loera, Raymond Hemmecke, Jon Lee, Uriel G. Rothblum and Robert Weismantel for their collaboration in developing the theory described herein. I am also indebted to Komei Fukuda for his interest and very helpful suggestions, and to many other colleagues including my co-authors on articles cited herein and my audience at the Nachdiplom Lectures at ETH.

Finally, I am especially grateful to my wife Ruth, our son Amos, and our daughter Naomi, for their support throughout the writing of this monograph.
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## 1 Introduction

Discrete optimization problems are fundamental to every area of science and engineering. The mathematical modeling of a real-life problem as a discrete optimization problem consists of representing the feasible scenarios by integer points in some high dimensional space and the cost or utility associated with these scenarios by a real-valued function on this space. The problem is then to efficiently compute an optimal point which enables to identify an optimal scenario. The general mathematical nonlinear discrete optimization problem can be setup as follows.

Nonlinear discrete optimization problem. Given a set $S \subseteq \mathbb{Z}^{n}$ of integer points, an integer $d \times n$ matrix $W$, and a real-valued function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$, find $x \in S$ which minimizes or maximizes the objective function $f(W x)$, that is, solve the following:

$$
\min \{f(W x): x \in S\} \quad \text { or } \quad \max \{f(W x): x \in S\} .
$$

Several explanatory notes are in order here. The problem is discrete since the feasible points are integer. The dimension $n$ is always a variable part of the input. The composite form $f(W x)$ of the objective function results in no loss of generality: taking $d:=n$ and $W:=I_{n}$ the identity matrix, the objective becomes an arbitrary function $f(x)$ on $S$. While discrete optimization problems are typically computationally very hard and often intractable, this composite form enables a finer classification of efficiently solvable problems. We determine broad classes of triples $S, W, f$ for which the problem can be solved in polynomial time (usually deterministically but sometimes randomly or approximately). The composite form is also natural and useful in modeling: the problem can be interpreted as multicriterion or multiplayer optimization, where row $W_{i}$ of the matrix gives a linear function $W_{i} x$ representing the value of feasible point $x \in S$ under criterion $i$ or its utility to player $i$, and the objective value $f(W x)=f\left(W_{1} x, \ldots, W_{d} x\right)$ is the "centralized" or "social" balancing of the $d$ criteria or $d$ player utilities.

The function $f$ is sometimes the restriction to $\mathbb{Z}^{d} \subset \mathbb{R}^{d}$ of a function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ defined on the entire space. We assume most of the time that $f$ is presented by a comparison oracle that, queried on $x, y \in \mathbb{Z}^{d}$, asserts whether or not $f(x) \leq f(y)$. Therefore, we do not have a problem with the fact that the actual values of $f$ may be real (possibly nonrational) numbers. This is a very broad presentation that reveals little information on the function and makes the problem harder to solve, but is very expressive and allows for flexibility in using the algorithms that we develop. Often, we assume that the function possesses some additional structure such as being convex or separable on the variables.

The weight matrix $W$ is typically assumed to have a fixed number $d$ of rows. In particular, with $d:=1, W:=w \in \mathbb{Z}^{n}$ and $f$ the identity on $\mathbb{R}$, the objective function $f(W x)=w x=\sum_{i=1}^{n} w_{i} x_{i}$ is linear, which is the case considered in most literature on discrete optimization and is already hard and often intractable. The matrix $W$ is given explicitly, and the computational complexity of the problem depends on the encoding of its entries (binary versus unary).

The computational complexity of the nonlinear discrete optimization problem most heavily depends on the presentation of the set $S$ of feasible points. Accordingly, the algorithmic theory splits into two major branches as follows.

The first branch of the theory is nonlinear integer programming, where the feasible set $S$ consists of the integer points which satisfy a system of linear inequalities given explicitly by an integer matrix $A$ and a right-hand side vector $b$ :

$$
S:=\left\{x \in \mathbb{Z}^{n}: A x \leq b\right\} .
$$

The second branch of the theory is nonlinear combinatorial optimization, where the feasible set $S \subseteq\{0,1\}^{n}$ consists of $\{0,1\}$-valued vectors and is often interpreted as the set $S=\left\{\mathbf{1}_{F}: F \in \mathcal{F}\right\}$ of indicators of a family $\mathcal{F} \subseteq 2^{N}$ of subsets of a ground set $N:=\{1, \ldots, n\}$ with $\mathbf{1}_{F}:=\sum_{j \in F} \mathbf{1}_{j}$, where $\mathbf{1}_{j}$ is the $j$ th standard unit vector in $\mathbb{R}^{n}$. The set $S$ is presented implicitly through some given compact structure or by a suitable oracle. A typical compact structure is a graph, where $S$ is defined to be the set of indicators of subsets of edges that satisfy a given combinatorial property, such as being a matching or a forest. Typical oracles include a membership oracle, that queried on $x \in\{0,1\}^{n}$, asserts whether or not $x \in S$, and a linear-optimization oracle, that queried on $w \in \mathbb{Z}^{n}$ solves the linear optimization problem $\max \{w x: x \in S\}$ over the feasible set $S$.

We are interested, throughout, in the situation where the feasible set $S$ is finite. This holds by definition in combinatorial optimization, where $S \subseteq\{0,1\}^{n}$. It also holds in most natural integer programming applications; moreover, typically the feasible set can be made finite by more careful modeling. As demonstrated in Section 1.3.3, nonlinear discrete optimization over infinite sets is quite hopeless even in one variable. Nonetheless, we do allow the input set to be infinite, and our algorithms are required to identify this situation in polynomial time as well.

Therefore, throughout this monograph, and in all formal statements, an algorithm is said to solve a nonlinear discrete optimization problem if, for any given $S$, it either finds an optimal solution $x \in S$ or asserts that $S$ is infinite or empty.

There is a massive body of knowledge and literature on linear discrete optimization including linear combinatorial optimization and linear integer programming. But lately, there has been tremendous progress on nonlinear discrete optimization as well. The purpose of this monograph is to provide a comprehensive, unified treatment of nonlinear discrete optimization that incorporates these new developments. Our goal is twofold: first, to enable users of discrete optimization to benefit from these new developments and the recently attained polynomial time solvability of broad fundamental classes of nonlinear discrete optimization problems; second, to stimulate further research on these fascinating important classes of problems, their mathematical structure, computational complexity, and numerous applications.

### 1.1 Outline of the monograph

The main body of the monograph can be divided into three parts: Chapter 2 on convex discrete maximization, Chapters 3-5 on nonlinear integer programming, and Chapter 6 on nonlinear combinatorial optimization. The three parts, and in fact the individual chapters
as well, can be quite easily read independently of each other, just browsing now and then for relevant definitions and results as needed.

The monograph can also be divided into theory versus applications. The applications are discussed in Sections 1.2, 2.5, 4.3, 5.2, and 6.3, which can be read independently of the theoretical development. All other sections of Chapters 2-6 develop the theory and can be read independently of the applications sections.

The next introductory, Section 1.2, describes two prototypical examples of classes of combinatorial optimization and integer programming problems. These and other applications motivate the theory developed herein and are discussed in more detail and solved under various assumptions in the later applications sections. We conclude the introduction in Section 1.3 with some preliminary technical issues.

In Chapter 2, we consider convex discrete maximization, that is, the problem $\max \{f(W x): x \in S\}$ with $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ convex. The methods used in this chapter are mostly geometric. We provide several polynomial time algorithms for convex maximization in various situations. These results apply to both combinatorial optimization and integer programming branches of our theory. The main result of this chapter is Theorem 2.16 which enables convex maximization in polynomial time using the edge directions of the polytope $\operatorname{conv}(S)$. We also discuss various direct applications including matroids and vector partitioning problems.

In Chapters 3-5, we study nonlinear integer programming, that is, optimizing a (non)linear function over a set $S$ given by inequalities, mostly of the form:

$$
\begin{equation*}
S:=\left\{x \in \mathbb{Z}^{n}: A x=b, l \leq x \leq u\right\} \tag{1.1}
\end{equation*}
$$

for some integer matrix $A$, right-hand side $b$, and $l, u \in \mathbb{Z}_{\infty}^{n}$ with $\mathbb{Z}_{\infty}:=\mathbb{Z} \uplus\{ \pm \infty\}$. The methods used here are mostly algebraic. These chapters proceed as follows.

In Chapter 3, we introduce the Graver basis of an integer matrix and show that it can be used to optimize in polynomial time linear and various nonlinear objective functions over sets of the form (1.1). The main result of this chapter is Theorem 3.12 which enables the polynomial time minimization of separable convex functions over sets of form (1.1). This in particular implies that the Graver basis enables linear integer programming in variable dimension in polynomial time. Combining this with the results of Chapter 2, we further show that the Graver basis also enables convex maximization over sets of form (1.1) in polynomial time.

In Chapter 4, we introduce the theory of $n$-fold integer programming. This theory, which incorporates the results of Chapter 3, enables the first polynomial time solution of very broad fundamental classes of linear and nonlinear integer programming problems in variable dimension. In particular, Theorems 4.10 and 4.12 enable, respectively, maximization and minimization of broad classes of convex functions over $n$-fold programs in polynomial time. In fact, as shown in Chapter 5, every integer program is an $n$-fold integer program. We discuss some of the numerous applications of this powerful theory including linear and nonlinear multicommodity transportation and transshipment problems. Discussion of further applications to multiway tables is postponed to Chapter 5. We also show that similar methods enable the first polynomial time solution, in Theorem 4.19, of the important and extensively studied stochastic integer programming problem.

In Chapter 6, we discuss multiway tables. Such tables occur naturally in any context involving multiply-indexed variables and are used extensively in operations research and statistics. We prove the universality Theorem 5.1 which shows that every integer program is a program over $l \times m \times 3$ tables and conclude the universality Theorem 5.12 of $n$-fold integer programming. These results provide powerful tools for establishing the presumable limits of polynomial time solvability of table problems. We discuss applications of the $n$-fold integer programming theory of Chapter 4 and the universality theorems to multiindex transportation problems and privacy in statistical databases. We also introduce and discuss the Graver complexity of graphs and digraphs, new important and fascinating invariants.

Finally, in Chapter 6, we discuss nonlinear combinatorial optimization, that is, the problem $\min \{f(W x): x \in S\}$ with $f$ arbitrary and $S \subseteq\{0,1\}^{n}$ presented compactly or by an oracle. We solve the problem in polynomial time for several combinatorial structures $S$ using various methods. In particular, we provide, in Theorems 6.8, 6.12, and 6.23, respectively, a deterministic algorithm for matroids, a randomized algorithm for two matroid intersections, and an approximative algorithm for independence systems. This approximation is of an unusual flavor and the quality of the approximative solution is bounded in terms of certain Frobenius numbers derived from the entries of the weight matrix $W$. We also establish an exponential lower bound on the running time needed to solve the problem to optimality. We conclude with some concrete applications including experimental design in statistics and universal Gröbner bases in computational algebra.

### 1.2 Two prototypical classes of examples

We now describe one prototypical class of examples of combinatorial optimization problems and one prototypical class of examples of integer programming problems, discussed in Sections 1.2 .1 and 1.2.2, respectively. The special cases of these problems with linear objective functions are classical and had been studied extensively in the literature. The nonlinear optimization extensions are solved under various assumptions later in the monograph as applications of the theory which we develop.

### 1.2.1 Nonlinear matroid problems

## Matroids and spanning trees

A matroid is a pair $M=(N, \mathcal{B})$, where $N$ is a finite ground set, typically taken to be $N:=\{1, \ldots, n\}$, and $\mathcal{B}$ is a nonempty family of subsets of $N$, called bases of the matroid, such that for every $B, B^{\prime} \in \mathcal{B}$, and $j \in B \backslash B^{\prime}$, there is a $j^{\prime} \in B^{\prime}$ such that $B \backslash\{j\} \cup\left\{j^{\prime}\right\} \in \mathcal{B}$. All bases turn out to have the same cardinality, called the rank of $M$. A subset $I \subseteq N$ is called independent in the matroid if $I \subseteq B$ for some $B \in \mathcal{B}$. The family of independent sets of $M$ is denoted by $\mathcal{J}$ and determines $M$.

A basic model is the graphic matroid of a graph $G=(V, N)$ : its ground set is the set $N$ of edges of $G$; its independent sets are subsets of edges forming forests; its bases are inclusion-maximal forests. In particular, if $G$ is connected then its bases are the spanning trees. A broader model is the vectorial matroid of a matrix $A$ over a field $\mathbb{F}$ : its ground
set is the set $N$ of indices of columns of $A$; its independent sets are subsets of indices of columns of $A$ which are linearly independent over $\mathbb{F}$; its bases are the subsets of indices of columns of $A$ forming bases of the column space of $A$. Graphic matroids are very special vectorial matroids over $\mathbb{R}$ : given a graph $G=(V, N)$ with set of edges $N$, orient its edges arbitrarily and let $D$ be the $V \times N$ incidence matrix of the resulting digraph, which is defined by $D_{v, e}:=-1$ if edge $e \in N$ leaves vertex $v \in V, D_{v, e}:=1$ if $e$ enters $v$, and $D_{v, e}:=0$ otherwise. Then the graphic matroid of $G$ is precisely the vectorial matroid of $D$.

A matroid can be presented either through a compact given structure, such as graph or matrix for graphic or vectorial matroid, or by a suitable oracle. Two natural oracles are a basis oracle that, queried on $B \subseteq N$, asserts whether or not $B \in \mathcal{B}$, and an independence oracle, that queried on $I \subseteq N$, asserts whether or not $I \in \mathcal{J}$. Both oracles are easily realizable from a graph or matrix presentation.

The classical linear optimization problem over a matroid is the following: given matroid $M=(N, \mathcal{B})$ and weight vector $w \in \mathbb{Z}^{n}$, find a basis $B \in \mathcal{B}$ of maximum weight $w(B):=\sum_{j \in B} w_{j}$. Letting $S:=\left\{\mathbf{1}_{B}: B \in \mathcal{B}\right\} \subseteq\{0,1\}^{n}$ be the set of indicators of bases, the problem can be written in the form $\max \{w x: x \in S\}$.

This classical problem can be easily solved even when the matroid is presented by an independence oracle, by the following well-known greedy algorithm that goes back to [32]: initialize $I:=\emptyset$; while possible, pick an element $j \in N \backslash I$ of largest weight $w_{j}$ such that $I:=I \uplus\{j\} \in \mathcal{J}$, set $I:=I \uplus\{j\}$, and repeat; output $B:=I$. Further details on classical matroid theory can be found in [98].

This is a good point to illustrate the sensitivity of the complexity of a problem to the presentation of the feasible set. A basis oracle presentation of a matroid does not admit a polynomial time solution even with linear objective $w:=0$. Indeed, for each $B \subseteq N$ let $M_{B}:=(N,\{B\})$ be the matroid with single basis $B$. Any algorithm that makes less than $2^{n}-1$ oracle queries leaves at least two subsets $B, B^{\prime} \subset N$ unqueried, in which case, if the oracle presents either $M_{B}$ or $M_{B^{\prime}}$ then it replies "no" to all queries, and the algorithm cannot tell whether the oracle presents $M_{B}$ or $M_{B^{\prime}}$ and hence cannot tell whether the optimal basis is $B$ or $B^{\prime}$.

We proceed to define the general, nonlinear, optimization problem over a matroid. The data for the problem consist of a matroid $M=(N, \mathcal{B})$, an integer $d \times n$ weight matrix $W$, and a function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$. Each column $W^{j}$ of $W$ can be interpreted as vectorial utility of element $j \in N$ in the ground set, and each row $W_{i}$ can be interpreted as a linear form representing the values of the ground set elements under criterion $i$. So $W_{i, j}$ is the value of element $j$ under criterion $i$. The objective value of independent set or basis $F \subseteq N$ is the balancing $f(W(F)):=f\left(W \mathbf{1}_{F}\right)$ by $f$ of the utility of $F$ under the $d$ given criteria. So the problem is as follows.

Nonlinear matroid optimization. Given a matroid $M=(N, \mathcal{B})$ on ground set $N:=$ $\{1, \ldots, n\}$, an integer $d \times n$ matrix $W$, and a function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$, solve

$$
\max \{f(W x): x \in S\}
$$

with $S \subseteq\{0,1\}^{n}$ the set of (indicators of) bases or independent sets of $M$ :

$$
S:=\left\{\mathbf{1}_{B}: B \in \mathcal{B}\right\} \quad \text { or } \quad S:=\left\{\mathbf{1}_{I}: I \in \mathcal{J}\right\} .
$$

Here is a concrete example of a nonlinear matroid optimization application.
Example 1.1 (maximum norm spanning tree, see Figure 1.1). Let $d$ be a positive integer and $1 \leq p \leq \infty$. Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be the $l_{p}$ norm $f:=\|\cdot\|_{p}$ on $\mathbb{R}^{d}$ given by $\|y\|_{p}^{p}=$ $\sum_{i=1}^{d}\left|y_{i}\right|^{p}$ for $1 \leq p<\infty$ and $\|y\|_{\infty}=\max _{i=1}^{d}\left|y_{i}\right|$. Let $G$ be a connected graph with set of edges $N:=\{1, \ldots, n\}$. Let $W$ be an integer $d \times n$ weight matrix with $W_{i, j}$ the value of edge $j$ under criterion $i$. The problem is to find a spanning tree $T$ of $G$ with utility vector of maximum $l_{p}$ norm $\left\|\sum_{j \in T} W^{j}\right\|_{p}$ and is the nonlinear matroid optimization problem over the graphic matroid of $G$.

## Data:

> S in $\{0,1\}^{6}$ consists of spanning trees in graph $\mathrm{K}_{4}$ $\mathrm{~W}=$| 3 | 1 | 2 | 0 | -1 | -2 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| -2 | 0 | -1 | 1 | 2 | 3 |$\quad \begin{aligned} & \text { Criterion/player 1 } \\ & \text { Criterion/player 2 }\end{aligned}$

$f$ is given by $f(y)=|y|^{2}=y_{1}{ }^{2}+y_{2}{ }^{2}$ balancing criteria

The nonlinear problem is $\max \left\{f(W x): x\right.$ in $\{0,1\}^{6}$ spanning tree $\}$

## Solution and Value:

optimal tree is $\mathrm{x}=\left(\begin{array}{lllll}0 & 0 & 0 & 1 & 1\end{array}\right)$

$$
\text { with } W x=(-36) \text { and } f(W x)=45
$$



Figure 1.1: Maximum norm spanning tree example

The nonlinear matroid optimization problem is solved in Section 2.5.2 for convex $f$ and under suitable assumptions in Section 6.1.2 for arbitrary $f$. This in particular applies to nonlinear spanning tree problems as in Example 1.1. One concrete application area is in model fitting in experimental design [10] and is discussed in Section 6.3.2. Another useful application is a polynomial time algorithm for computing the universal Gröbner basis of any system of polynomials with a finite set of common zeros in fixed number of variables [6], [85] and is discussed in Section 6.3.3.

## Matroid intersections and independence systems

We proceed to introduce two broad extensions of nonlinear matroid optimization.

Nonlinear matroid intersection. Given $k$ matroids $M_{i}=\left(N, \mathcal{B}_{i}\right)$ on common $n$ element ground set $N$, integer $d \times n$ matrix $W$, and function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$, solve

$$
\max \{f(W x): x \in S\}
$$

with $S \subseteq\{0,1\}^{n}$ the set of common bases or common independent sets:

$$
S:=\left\{\mathbf{1}_{B}: B \in \mathcal{B}_{1} \cap \cdots \cap \mathcal{B}_{k}\right\} \quad \text { or } \quad S:=\left\{\mathbf{1}_{I}: I \in \mathcal{J}_{1} \cap \cdots \cap \mathcal{J}_{k}\right\} .
$$

For $k \geq 3$, even the linear problem is hard: the NP-hard traveling salesman problem is reducible to linear three-matroid intersection, see Section 2.5.2.

For $k=2$, the nonlinear (two) matroid intersection problem is solved under suitable assumptions in Section 2.5.2 for convex $f$ and in Section 6.1.3 for arbitrary $f$.

The set of common independent sets of several matroids is a special case of the following generic monotonically closed down structure. An independence system (sometimes termed simplicial complex) is a nonempty set $S \subseteq\{0,1\}^{n}$ such that $z \in\{0,1\}^{n}$ and $z \leq x \in S$ imply $z \in S$. We also consider the following problem.

Nonlinear independence system optimization. Given independence system $S \subseteq\{0,1\}^{n}$, integer $d \times n$ matrix $W$, and $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$, solve $\max \{f(W x): x \in S\}$.

This is a very broad problem - any reasonable set of $\{0,1\}$-vectors can be closed down to become an independence system - and so is very hard to solve. In Section 6.2, we provide, under suitable restrictions, an approximative solution to this problem whose quality is bounded by certain Frobenius numbers derived from the entries of $W$ and show that finding a true optimal solution requires exponential time.

### 1.2.2 Nonlinear multicommodity flows

## Multiindex transportation problems

The classical transportation problem concerns the minimum cost routing of a discrete commodity subject to supply, demand, and channel capacity constraints. The data for the problem is as follows. There are $m$ suppliers and $n$ consumers. Supplier $i$ supplies $s_{i}$ units, and consumer $j$ consumes $c_{j}$ units. For each supplier $i$ and consumer $j$, there is a capacity (upper bound) $u_{i, j}$ on the number of units that can be routed from $i$ to $j$ and a cost $w_{i, j}$ per unit routed from $i$ to $j$. A transportation is a nonnegative integer $m \times n$ matrix $x$, with $x_{i, j}$ the number of units to be routed from $i$ to $j$, that satisfies the capacity constraints $x_{i, j} \leq u_{i, j}$ and the supply and consumption constraints $\sum_{j=1}^{n} x_{i, j}=s_{i}, \sum_{i=1}^{m} x_{i, j}=c_{j}$ for all $i, j$. So the set of feasible transportations is the set of nonnegative integer matrices with row sums $s_{i}$, column sums $c_{j}$, and entry upper bounds $u_{i, j}$, given by

$$
\begin{equation*}
S:=\left\{x \in \mathbb{Z}_{+}^{m \times n}: \sum_{j=1}^{n} x_{i, j}=s_{i}, \sum_{i=1}^{m} x_{i, j}=c_{j}, x_{i, j} \leq u_{i, j}\right\} . \tag{1.2}
\end{equation*}
$$

The transportation problem is to find a transportation $x$ of minimum total cost $w x:=$ $\sum_{i=1}^{m} \sum_{j=1}^{n} w_{i, j} x_{i, j}$, that is, the linear integer programming problem:

$$
\begin{equation*}
\min \left\{w x: x \in \mathbb{Z}_{+}^{m \times n}, \sum_{j} x_{i, j}=s_{i}, \sum_{i} x_{i, j}=c_{j}, x_{i, j} \leq u_{i, j}\right\} \tag{1.3}
\end{equation*}
$$

It is well known [54] that the matrix defining the system of inequalities in (1.3) is totally unimodular, implying that the underlying polytope is integer, that is,

$$
\begin{align*}
\operatorname{conv}(S) & =\operatorname{conv}\left\{x \in \mathbb{Z}_{+}^{m \times n}: \sum_{j} x_{i, j}=s_{i}, \sum_{i} x_{i, j}=c_{j}, x_{i, j} \leq u_{i, j}\right\} \\
& =\left\{x \in \mathbb{R}_{+}^{m \times n}: \sum_{j} x_{i, j}=s_{i}, \sum_{i} x_{i, j}=c_{j}, x_{i, j} \leq u_{i, j}\right\} \tag{1.4}
\end{align*}
$$

Since the minimum of a linear function over a polytope is attained at a vertex, (1.4) implies that problem (1.3) can be solved in polynomial time by linear programming [59], [87] (see Section 2.3.4 for a more detailed discussion of totally unimodular systems).

We proceed to discuss a fundamental and much more difficult extension of the problem. The multiindex transportation problem, introduced by Motzkin in [75], is the problem of finding a minimum cost multiindexed nonnegative integer array $x=\left(x_{i_{1}, \ldots, i_{d}}\right)$ with specified sums over some of its lower dimensional subarrays (termed margins in statistics). For simplicity, we discuss now only the case of triple-index problems with line-sum constraints and postpone discussion of the general case to Section 5.2.1. The data for the triple-index, line-sum problem of format $l \times m \times n$ consists of $m n+l n+l m$ line sums, that is, nonnegative integer numbers:

$$
v_{*, j, k}, \quad v_{i, *, k}, \quad v_{i, j, *}, \quad 1 \leq i \leq l, 1 \leq j \leq m, 1 \leq k \leq n,
$$

replacing the supplies and consumptions of the classical problem, and an integer $l \times m \times n$ cost array $w$. The problem is the linear integer programming problem:

$$
\min \left\{w x: x \in \mathbb{Z}_{+}^{l \times m \times n}, \sum_{i} x_{i, j, k}=v_{*, j, k}, \sum_{j} x_{i, j, k}=v_{i, *, k}, \sum_{k} x_{i, j, k}=v_{i, j, *}\right\}
$$

The matrix which defines the system of inequalities of the triple-index transportation problem is not totally unimodular. Therefore, the underlying polytope is typically not integer, and, as the next example shows, we have strict containment:

$$
\begin{aligned}
& \operatorname{conv}\left\{x \in \mathbb{Z}_{+}^{l \times m \times n}, \sum_{i} x_{i, j, k}=v_{*, j, k}, \sum_{j} x_{i, j, k}=v_{i, *, k}, \sum_{k} x_{i, j, k}=v_{i, j, *}\right\} \\
& \subsetneq\left\{x \in \mathbb{R}_{+}^{l \times m \times n}, \sum_{i} x_{i, j, k}=v_{*, j, k}, \sum_{j} x_{i, j, k}=v_{i, *, k}, \sum_{k} x_{i, j, k}=v_{i, j, *}\right\} .
\end{aligned}
$$

Example 1.2 (real-feasible integer-infeasible tri-index transportation). Consider the $6 \times$ $4 \times 3$ transportation problem with the following line sums:

$$
\left(v_{i, j, *}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right), \quad\left(v_{i, *, k}\right)=\left(\begin{array}{ccc}
1 & 1 & 0 \\
1 & 1 & 0 \\
1 & 0 & 1 \\
1 & 0 & 1 \\
0 & 1 & 1 \\
0 & 1 & 1
\end{array}\right), \quad\left(v_{*, j, k}\right)=\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right)
$$

It can be shown that the following fractional point is the unique feasible one:

$$
\begin{gathered}
\left(x_{i, j, 1}\right)=\frac{1}{2}\left(\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad\left(x_{i, j, 2}\right)=\frac{1}{2}\left(\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right) \\
\left(x_{i, j, 3}\right)=\frac{1}{2}\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right) .
\end{gathered}
$$

As suggested by Example 1.2 and the preceding discussion, the linear multiindex problem is NP-hard and hence presumably computationally intractable. In fact, in Section 5.1 we show that the problem already over $l \times m \times 3$ arrays is universal: every integer programming problem is an $l \times m \times 3$ transportation problem.

More generally, we consider the nonlinear multiindex problem stated as follows (with the precise definition of a list of hierarchical margins postponed to Section 5.2.3).

Nonlinear multiindex transportation problem. Given list $v$ of hierarchical integer margins for $m_{1} \times \cdots \times m_{d}$ arrays and a function $f: \mathbb{Z}^{m_{1} \times \cdots \times m_{d}} \rightarrow \mathbb{R}$, solve $\min \left\{f(x): x \in \mathbb{Z}_{+}^{m_{1} \times \cdots \times m_{d}}, x\right.$ has the given margins $\left.v\right\}$.

In spite of the hardness of even the linear problem indicated above, we solve the (non)linear multiindex problem under suitable assumptions in Sections 5.2.1 and 5.2.3.

## Multicommodity transshipment problems

Another broad extension of the transportation problem is the multicommodity transshipment problem. This is a very general flow problem which seeks minimum cost routing of several discrete commodities over a digraph subject to vertex demand and edge capacity constraints. The problem data is as follows (see Figure 1.2 for a trivial example). There is a digraph $G$ with $s$ vertices and $t$ edges. There are $l$ types of commodities. Each commodity has a demand vector $d^{k} \in \mathbb{Z}^{s}$ with $d_{v}^{k}$, the demand for commodity $k$ at vertex $v$ (interpreted as supply when positive and consumption when negative). Each edge $e$ has a capacity $u_{e}$ (upper bound on the combined flow of all commodities on it). A multicommodity transshipment is a vector $x=\left(x^{1}, \ldots, x^{l}\right)$ with $x^{k} \in \mathbb{Z}_{+}^{t}$ for all $k$ and $x_{e}^{k}$ the flow of commodity $k$ on edge $e$, satisfying the capacity constraint $\sum_{k=1}^{l} x_{e}^{k} \leq u_{e}$ for each edge $e$ and demand constraint $\sum_{e \in \delta^{+}(v)} x_{e}^{k}-\sum_{e \in \delta^{-}(v)} x_{e}^{k}=d_{v}^{k=1}$ for each vertex $v$ and commodity $k$ (with $\delta^{+}(v), \delta^{-}(v)$ the sets of edges entering and leaving vertex $v$ ).

The cost of transshipment $x$ is defined as follows. There are cost functions $f_{e}, g_{e}^{k}$ : $\mathbb{Z} \rightarrow \mathbb{Z}$ for each edge and each edge-commodity pair. The transshipment cost on edge $e$ is

## Data:

## Digraph G

Two commodities:red and green
Edge capacities $u_{e}$ ulimited
Edgecosts $\mathrm{f}_{\mathrm{e}}\left(\mathrm{x}^{1}{ }_{\mathrm{e}}+\mathrm{x}^{2}{ }_{\mathrm{e}}\right):=\left(\mathrm{x}^{1}{ }_{\mathrm{e}}+\mathrm{X}^{2}{ }_{\mathrm{e}}\right)^{2}$ and $\mathrm{g}^{1}{ }_{\mathrm{e}}\left(\mathrm{x}^{1}{ }_{\mathrm{e}}\right):=\mathrm{g}^{2}{ }_{\mathrm{e}}\left(\mathrm{x}^{2}{ }_{\mathrm{e}}\right):=0$
Vertex demands:

$$
\begin{aligned}
& \mathrm{d}^{1}:=\left(\begin{array}{lll}
3 & -1 & -2
\end{array}\right) \\
& \mathrm{d}^{2}:=\left(\begin{array}{lll}
-3 & 2 & 1
\end{array}\right)
\end{aligned}
$$

## Solution:

$$
\begin{aligned}
& \mathrm{X}^{1}=\left(\begin{array}{lll}
3 & 2 & 0
\end{array}\right) \\
& \mathrm{X}^{2}=\left(\begin{array}{lll}
0 & 2 & 3
\end{array}\right)
\end{aligned}
$$

## Cost:

$(3+0)^{2}+(2+2)^{2}+(0+3)^{2}=34$


Figure 1.2: Multicommodity transshipment example
$f_{e}\left(\sum_{k=1}^{l} x_{e}^{k}\right)+\sum_{k=1}^{l} g_{e}^{k}\left(x_{e}^{k}\right)$ with the first term being the value of $f_{e}$ on the combined flow of all commodities on $e$, and the second term being the sum of costs that depends on both the edge and the commodity. The total cost is

$$
\sum_{e=1}^{t}\left(f_{e}\left(\sum_{k=1}^{l} x_{e}^{k}\right)+\sum_{k=1}^{l} g_{e}^{k}\left(x_{e}^{k}\right)\right)
$$

The cost can in particular be convex such as $\alpha_{e}\left|\sum_{k=1}^{l} x_{e}^{k}\right|^{\beta_{e}}+\left.\sum_{k=1}^{l} \gamma_{e}^{k}\left|x_{e}^{k}\right|\right|_{e} ^{k}$ for some nonnegative integers $\alpha_{e}, \beta_{e}, \gamma_{e}^{k}, \delta_{e}^{k}$, which takes into account the increase in cost due to channel congestion when subject to heavy traffic or communication load [88] (with the standard linear special case obtained by $\beta_{e}=\delta_{e}^{k}=1$ ).

So we have the following very general nonlinear multicommodity flow problem.
Nonlinear multicommodity transshipment problem. Given a digraph $G$ with $s$ vertices and $t$ edges, $l$ commodity types, demand $d_{v}^{k} \in \mathbb{Z}$ for each commodity $k$ and vertex $v$, edge capacities $u_{e} \in \mathbb{Z}_{+}$, and cost functions $f_{e}, g_{e}^{k}: \mathbb{Z} \rightarrow \mathbb{Z}$, solve

$$
\min \sum_{e}\left(f_{e}\left(\sum_{k=1}^{l} x_{e}^{k}\right)+\sum_{k=1}^{l} g_{e}^{k}\left(x_{e}^{k}\right)\right)
$$

subject to $\quad x_{e}^{k} \in \mathbb{Z}_{+}, \quad \sum_{e \in \delta^{+}(v)} x_{e}^{k}-\sum_{e \in \delta^{-}(v)} x_{e}^{k}=d_{v}^{k}, \quad \sum_{k=1}^{l} x_{e}^{k} \leq u_{e}$.

This problem, already with linear costs, is very difficult. It is NP-hard for two commodities over the bipartite digraphs $K_{m, n}$ (oriented from one side to the other) and for variable number $l$ of commodities over $K_{3, n}$. Nonetheless, we do solve the (non)linear problem in polynomial time in two broad situations in Sections 4.3.1 and 4.3.2. In particular, our theory provides the first solution for the linear problem with two commodities over $K_{3, n}$ and with $l$ commodities over the tiny graph $K_{3,3}$.

### 1.3 Notation, complexity, and finiteness

We conclude our introduction with some notation and preliminary technical issues.

### 1.3.1 Notation

We use $\mathbb{R}, \mathbb{R}_{+}, \mathbb{Z}, \mathbb{Z}_{+}$, for the reals, nonnegative reals, integers, and nonnegative integers, respectively. We use $\mathbb{R}_{\infty}:=\mathbb{R} \uplus\{ \pm \infty\}$ and $\mathbb{Z}_{\infty}:=\mathbb{Z} \uplus\{ \pm \infty\}$ for the extended reals and integers. The absolute value of a real number $r$ is denoted by $|r|$ and its sign by $\operatorname{sign}(r) \in\{-1,0,1\}$. The $i$ th standard unit vector in $\mathbb{R}^{n}$ is denoted by $\mathbf{1}_{i}$. We use $\mathbf{1}:=$ $\sum_{i=1}^{n} \mathbf{1}_{i}$ for the vector with all entries equal to 1 . The support of $x \in \mathbb{R}^{n}$ is the index set $\operatorname{supp}(x):=\left\{i: x_{i} \neq 0\right\}$ of nonzero entries of $x$. The indicator of subset $I \subseteq N:=$ $\{1, \ldots, n\}$ is the vector $\mathbf{1}_{I}:=\sum_{i \in I} \mathbf{1}_{i}$, so $\operatorname{supp}\left(\mathbf{1}_{I}\right)=I$. Vectors are typically regarded as columns unless they are rows of a matrix or otherwise specified. When vectors in a list are indexed by subscripts $w_{i} \in \mathbb{R}^{n}$, their entries are indicated by pairs of subscripts, as $w_{i}=\left(w_{i, 1}, \ldots, w_{i, n}\right)$. When vectors in a list are indexed by superscripts $x^{j} \in \mathbb{R}^{n}$, their entries are indicated by subscripts, as $x^{j}=\left(x_{1}^{j}, \ldots, x_{n}^{j}\right)$. The integer lattice $\mathbb{Z}^{n}$ is naturally embedded in $\mathbb{R}^{n}$. The space $\mathbb{R}^{n}$ is endowed with the standard inner product which, for $w, x \in \mathbb{R}^{n}$, is given by $w x:=\sum_{i=1}^{n} w_{i} x_{i}$. Vectors $w$ in $\mathbb{R}^{n}$ will also be regarded as linear functions on $\mathbb{R}^{n}$ via the inner product $w x$. Thus, we refer to elements of $\mathbb{R}^{n}$ as points, vectors, or linear functions, as is appropriate from the context. The $l_{p}$ norm on $\mathbb{R}^{n}$ is defined by $\|x\|_{p}^{p}:=\sum_{i=1}^{n}\left|x_{i}\right|^{p}$ for $1 \leq p<\infty$ and $\|x\|_{\infty}:=\max _{i=1}^{n}\left|x_{i}\right|$. The rows of a matrix $W$ are denoted by $W_{i}$, the columns by $W^{j}$, and the entries by $W_{i, j}$. The inner product of matrices lying in the same matrix space is $W \cdot X:=\sum_{i} \sum_{j} W_{i, j} X_{i, j}$. For matrix $W$, we use $\|W\|_{\infty}:=\max _{i, j}\left|W_{i, j}\right|$. Additional, more specific notation is introduced wherever needed, recalled in later occurrences and appropriately indexed.

### 1.3.2 Complexity

Explicit numerical data processed by our algorithms is assumed to be rational, and hence algorithmic time complexity is as in the standard Turing machine model, see, for example [55], [64]. When numerical data is used implicitly, such as in the case of a function $f$ presented by a comparison oracle, whose precise values are irrelevant, we can and are being sloppy about whether these values are rationals or reals.

The input to our algorithms typically consists of integer numbers, vectors, matrices, and finite sets of such objects. The binary length of an integer $z \in \mathbb{Z}$ is the number of bits in its binary encoding, which is $\langle z\rangle:=1+\left\lceil\log _{2}(|z|+1)\right\rceil$ with the extra bit for the sign. The length of a rational number presented as a fraction $r=\frac{p}{q}$ with $p, q \in \mathbb{Z}$ is
$\langle r\rangle:=\langle p\rangle+\langle q\rangle$. The length of an $m \times n$ matrix $A$, and in particular of a vector, is the $\operatorname{sum}\langle A\rangle:=\sum_{i, j}\left\langle a_{i, j}\right\rangle$ of the lengths of its entries. Note that the length of $A$ is no smaller than the number of its entries, that is, $\langle A\rangle \geq m n$. Thus, $\langle A\rangle$ already accounts for $m n$ and hence we usually do not account for $m, n$ separately. Yet, sometimes, especially in results related to $n$-fold integer programming, we do emphasize $n$ as part of the input. Similarly, the length of a finite set $E$ of numbers, vectors or matrices, is the sum of lengths of its elements, and hence, since $\langle E\rangle \geq|E|$, accounts for its cardinality as well.

Sometimes we assume part of the input is encoded in unary. The unary length of an integer $z \in \mathbb{Z}$ is the number $|z|+1$ of bits in its unary encoding, again, with an extra bit for the sign. The unary length of rational number, vector, matrix, or finite sets of such objects is defined again as the sums of lengths of their numerical constituents and is again no smaller than the number of such constituents.

Both binary and unary lengths of any $\pm \infty$ entry of any lower or upper bound vector $l, u$ over the set $\mathbb{Z}_{\infty}=\mathbb{Z} \uplus\{ \pm \infty\}$ of extended integers are constant.

An algorithm is polynomial time if its running time is polynomial in the length of the input. In every formal algorithmic statement, we indicate the length of the input by explicitly listing every input object and indicating if it affects the running time through its unary length or binary length. For example, saying that "an algorithm runs in time polynomial in $W$ and $\langle A, b\rangle$ ", where $W$ is a weight matrix and $A, b$ define the feasible set $S$ through an inequality system, means that the time is polynomial in the unary length of $W$ and the binary length of $A, b$.

Often, as in [44], [72], parts of the input, such as the feasible set $S$ or the objective function $f$, are presented by oracles. The running time then counts also the number of oracle queries. An oracle algorithm is polynomial time if its running time, including the number of oracle queries and the length of manipulated numbers including answers to oracle queries, is polynomial in the input length.

### 1.3.3 Finiteness

We typically assume that the objective function $f$ in a nonlinear discrete optimization problem is presented by a mere comparison oracle. Under such broad presentation, if the feasible set $S$ is infinite then the problem is quite hopeless even in dimension $n=1$. To see this, consider the following family of simple univariate nonlinear integer programs with convex functions $f_{u}$ parameterized by $0 \leq u \leq \infty$ as follows:

$$
\max \left\{f_{u}(x): x \in \mathbb{Z}_{+}\right\}, \quad f_{u}(x):= \begin{cases}-x & \text { if } x<u \\ x-2 u & \text { if } x \geq u\end{cases}
$$

Consider any algorithm attempting to solve the problem and let $u$ be the maximum value of $x$ in all queries made by the algorithm to the oracle of $f$. Then the algorithm cannot distinguish between the problem with $f_{u}$ having unbounded objective values and the problem with $f_{\infty}$ having optimal objective value 0 .

So as already noted, we are interested in the situation where the set $S$ is finite. We define the radius $\rho(S)$ of a set $S \subseteq \mathbb{Z}^{n}$ to be its $l_{\infty}$ radius, which is given by

$$
\rho(S):=\sup \left\{\|x\|_{\infty}: x \in S\right\} \quad \text { with } \quad\|x\|_{\infty}:=\max \left\{\left|x_{i}\right|: i=1, \ldots, n\right\}
$$

So $\rho(S)$ is the smallest $\rho \in \mathbb{Z}_{\infty}$ for which the box $[-\rho, \rho]^{n}$ contains $S$. When dealing with arbitrary, oracle presented, sets $S \subseteq \mathbb{Z}^{n}$, mostly in Chapter 2, the radius may affect the running time of some algorithms, but we do not require that it is an explicit part of the input, and get along without knowing it in advance.

In combinatorial optimization, with $S \subseteq\{0,1\}^{n}$, we always have $\rho(S) \leq 1$. In integer programming, with $S=\left\{x \in \mathbb{Z}^{n}: A x \leq b\right\}$ given by inequalities, mostly in standard form $S=\left\{x \in \mathbb{Z}^{n}: A x=b, l \leq x \leq u\right\}$, the binary length of $\rho(S)$ is polynomially bounded in the binary length $\langle A, b, l, u\rangle$ of the data by Cramer's rule, see, for example [90]. Therefore, in these contexts, the radius is already polynomial in the data and does not play a significant role in Chapters 3-5 on integer programming and in Chapter 6 on combinatorial optimization.

Finally, we note again that, throughout, and in all formal statements, an algorithm is said to solve a nonlinear discrete optimization problem if, for any given $S$, it either finds an optimal solution $x \in S$, or asserts that $S$ is infinite or empty.

## Notes

Background on the classical theory of linear integer programming can be found in the book [90] by Schrijver. More recent sources on integer programming containing also material on nonlinear optimization and on mixed integer programming, where some of the variables are integer and some are real, are the book [14] by Bertsimas and Weismantel and survey [49] by Hemmecke, Köppe, Lee, and Weismantel. Development of an algorithmic theory of integer programming in fixed dimension using generating functions can be found in the book [9] by Barvinok. The algorithmic theory of integer programming in variable dimension developed here has some of its origins in the work of Sturmfels described in his book [95]. Among the numerous sources on cutting methods for integer programming, let us mention the classical paper [18] by Chvátal on Gomory cuts, the paper [73] by Lovász and Schrijver and survey [65] by Laurent and Rendl on more recent semidefinite cutting methods, and the survey [21] by Cornuéjols on cutting methods for mixed integer programming. Background on the classical theory of linear combinatorial optimization can be found in the trilogy [91] by Schrijver. Geometric development of the algorithmic equivalence of separation and optimization via the ellipsoid method and its many applications in combinatorial optimization can be found in the books [44] by Grötschel, Lovász and Schrijver, and [72] by Lovász.

Let us note that many of the polynomial time algorithms that result from the theory developed in this monograph have running times which are polynomials of very large degree. Therefore, an important role of our theory is to enable to identify that a (non)linear discrete optimization problem can be at all solved in polynomial time. Then there is hope that a more efficient, ad-hoc algorithm can be designed for such a problem. In particular, there is much room for improvements in the polynomial running times for some of the many applications discussed herein.

## 2 Convex Discrete Maximization

In this chapter, we study the convex discrete maximization problem, namely,

$$
\begin{equation*}
\max \{f(W x): x \in S\} \tag{2.1}
\end{equation*}
$$

with convex function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$, integer $d \times n$ matrix $W$, and set $S \subseteq \mathbb{Z}^{n}$.
While the dimension $n$ is variable as always, the number $d$ of rows of $W$, which may represent $d$ criteria or player utilities, is fixed. Note that even for fixed $d=1$ the problem includes linear integer programming which is generally NP-hard.

In most of this chapter, we assume that we can do linear optimization over $S$ to begin with. So we assume that $S \subseteq \mathbb{Z}^{n}$ is presented by a linear-optimization oracle that, queried on $w \in \mathbb{Z}^{n}$, solves the linear optimization problem $\max \{w x: x \in S\}$ over $S$, that is, either finds an optimal solution or asserts that $S$ is infinite or empty.

The geometry of the set $S$ in $\mathbb{R}^{n}$ and its image $W S:=\{W x: x \in S\}$ under the projection by $W$ in $\mathbb{R}^{d}$ plays a central role here. In Section 2.1, we discuss this image and the fibers of points under the projection by $W$, outline a general strategy for convex maximization, and demonstrate the difficulties involved. In Section 2.2, we consider the simpler situation, where the radius $\rho(S)$ of the feasible set and the weight matrix $W$ are unary encoded, and solve the problem using the ellipsoid method. In Section 2.3, we consider the more involved situation, where $\rho(S)$ and $W$ are binary encoded. In Section 2.3.1, we discuss necessary preliminaries on edge directions and zonotopes. We proceed in Section 2.3.2 to prove Theorem 2.16 which is the main result of this chapter and uses edge directions of conv $(S)$ to solve the convex maximization problem over $S$ in polynomial time. In Section 2.3.3, we reconsider the case of unary-encoded data and provide an alternative solution, using the algorithm of Theorem 2.16 based on zonotopes, which avoids the ellipsoid method. In Section 2.3.4, we apply the algorithm of Theorem 2.16 for efficient convex maximization over totally unimodular systems using the circuits of the underlying matrix. In Section 2.4, we focus on combinatorial optimization and use Theorem 2.16 to show that convex maximization over a set $S \subseteq\{0,1\}^{n}$ can be done in polynomial time even when $S$ is presented by a mere membership oracle. We conclude in Section 2.5 with some direct applications to vector partitioning and nonlinear matroid and matroid intersection problems. The results of this chapter are incorporated in Chapters 3-5 and enable efficient convex integer programming with many more applications discussed in Sections 4.3 and 5.2.

The following table enables quick navigation among some of the theorems in this chapter that provide polynomial time solution of the convex maximization problem (2.1). Additional results are in the applications, Section 2.5. The first row indicates assumptions on the data ( $S \subseteq \mathbb{Z}^{n}$ or $S \subseteq\{0,1\}^{n}$, linear-optimization oracle or membership oracle, edge-directions given or not), and the second row indicates the dependency of the running time on the radius $\rho(S)$ and matrix $W$.

| Linear-optimization oracle | $S \subseteq \mathbb{Z}^{n}$ <br> Linear-optimization oracle <br> Edge directions given | $S \subseteq\{0,1\}^{n}$ <br> Membership oracle <br> Edge directions given |
| :---: | :---: | :---: |
| Theorem 2.10 | Theorem 2.16 | Theorem 2.22 |
| Polynomial in $\rho(S), W$ | Polynomial in $\langle\rho(S), W\rangle$ | Polynomial in $\langle W\rangle$ |

### 2.1 Image and fibers

Consider the general nonlinear discrete optimization problem with $S \subset \mathbb{Z}^{n}$ finite, $W$ integer $d \times n$ matrix and $f: \mathbb{Z}^{d} \rightarrow \mathbb{Z}$ function presented by comparison oracle:

$$
\begin{equation*}
\max \{f(W x): x \in S\} \tag{2.2}
\end{equation*}
$$

We can regard $W$ as the linear projection $W: \mathbb{R}^{n} \rightarrow \mathbb{R}^{d}$ that maps $x$ to $y:=W x$. Define the image of $S$ under the projection $W$ to be the finite set as follows:

$$
W S:=\{W x: x \in S\} \subset \mathbb{Z}^{d}
$$

Define the fiber of $y \in \mathbb{R}^{d}$ to be its preimage under the projection $W$, given by

$$
W^{-1}(y):=\left\{x \in \mathbb{R}^{n}: W x=y\right\}
$$

These definitions suggest the following naïve strategy for solving our problem (2.2).
Procedure 2.1 (naïve strategy for nonlinear discrete optimization).

1. Compute the image $W S=\{W x: x \in S\}$.
2. Determine a point $y \in W S$ maximizing $f$ over $W S$.
3. Find and output a feasible point $x \in W^{-1}(y) \cap S$ in the fiber of $y$.

Obviously, any point $x$ obtained that way is an optimal solution to problem (2.2).
Unfortunately, steps 1 and 3 are very hard. In particular, the number of image points may be exponential in the input length, in which case the image cannot be even written down, let alone computed, efficiently. The problems in steps 1 and 3 are closely related to the following problem which is of interest in its own right.

Fiber problem. Given set $S \subseteq \mathbb{Z}^{n}$, integer $d \times n$ matrix $W$, and point $y \in \mathbb{Z}^{d}$, find $x \in W^{-1}(y) \cap S$, that is, $x \in S$ satisfying $W x=y$, or assert that none exists.

The fiber problem is generally very difficult. Even deciding if $W^{-1}(y) \cap S \neq \emptyset$ is often NP-complete for $S$ presented by inequalities and often requires exponentially many queries when $S$ is presented by an oracle. The fiber problem for arbitrary $f$ is studied further and solved in several situations by various ways in Chapter 6.

We now restrict attention to the case of convex $f$, which is the subject of the present chapter. Consider the convex hull of $S$ and that of the image $W S$ :

$$
P:=\operatorname{conv}(S) \subset \mathbb{R}^{n}, \quad Q:=\operatorname{conv}(W S)=W P \subset \mathbb{R}^{d}
$$

Since $S$ and $W S$ are finite, both $P$ and $Q$ are convex polytopes. Let vert $(P) \subseteq S$ and $\operatorname{vert}(Q) \subseteq W S$ be their vertex sets. The next lemma shows that problem (2.2) with convex $f$ always has an optimal solution in the fiber of some vertex of $Q$.

Lemma 2.2. Suppose $v$ is a vertex of $\operatorname{conv}(W S)$ maximizing a convex function $f$. Then $F:=W^{-1}(v) \cap S \neq \emptyset$ and any $x \in F$ is optimal for $\max \{f(W x): x \in S\}$.

Proof. Let $P:=\operatorname{conv}(S)$ and $Q:=\operatorname{conv}(W S)=W P$. Since the function $f(y)$ is convex on $\mathbb{R}^{d}$ and the composite function $f(W x)$ is convex on $\mathbb{R}^{n}$, we have

$$
\begin{aligned}
\max \{f(W x): x \in S\} & =\max \{f(W x): x \in P\} \\
& =\max \{f(y): y \in Q\} \\
& =\max \{f(v): v \in \operatorname{vert}(Q)\}
\end{aligned}
$$

Let $v \in \operatorname{vert}(Q)$ be any vertex attaining the maximum on the right-hand side. Since $v \in W S$, we have $F:=W^{-1}(v) \cap S \neq \emptyset$. Moreover, any point $x \in F$ satisfies $f(W x)=$ $f(v)$ and hence attains the maximum value and is an optimal solution.

Lemma 2.2 suggests the following strategy for convex discrete maximization.
Procedure 2.3 (strategy for convex discrete maximization).

1. Compute the set $V:=\operatorname{vert}(\operatorname{conv}(W S))$ of vertices of the image.
2. Determine a point $v \in V$ maximizing $f$ over $V$.
3. Find and output a feasible point $x \in W^{-1}(v) \cap S$ in the fiber of $v$.

In general, steps 1 and 3 of this variant of the naïve strategy remain difficult. In particular, the number of vertices of $\operatorname{conv}(W S)$ may be exponential in the input length even in dimension $d=2$. So again, writing all vertices down, let alone computing them, cannot usually be done in polynomial time. We remark that for polyhedra it is generally impossible to compute the vertices even in time polynomial in the output, that is, in the number of vertices [60]. However, in this chapter we do overcome these difficulties and, following the general outline of this strategy, solve the problem in polynomial time in two different broad situations.

We note that for the nonlinear discrete optimization problem with arbitrary, not necessarily convex, function $f$, the set of vertices of $\operatorname{conv}(W S)$ is not enough and the entire image $W S$ is needed. While the vertex set, which is easier to compute, does give some information on the image, this information is generally not enough to determine the entire image, since in general we have a strict containment as follows:

$$
W S \subsetneq \operatorname{conv}(W S) \cap \mathbb{Z}^{d}
$$

Indeed, there may be holes in $\operatorname{conv}(W S)$, that is, integer points whose fibers do not contain any feasible point. So when solving in later chapters nonlinear optimization problems other than convex maximization, we have to use other methods.

We conclude this section with an example illustrating the notions discussed above.

Example 2.4. Let $S$ be the set of $m \times m$ permutation matrices, which are the feasible points in the classical assignment problem. It has the inequality description:

$$
\begin{equation*}
S=\left\{x \in \mathbb{Z}_{+}^{m \times m}: \sum_{j=1}^{m} x_{i, j}=1, \sum_{i=1}^{m} x_{i, j}=1\right\} \tag{2.3}
\end{equation*}
$$

The linear optimization problem over $S$ is a special case of the classical transportation problem (1.2). As explained in Section 1.2.2, it is polynomial time solvable by linear programming and so a linear-optimization oracle for $S$ is readily available.

We note that even for this simple set $S$ whose convex hull is just the set of bistochastic matrices, the fiber problem for $d=2$ and $\{0,1\}$-valued $W$ includes the so-called exact bipartite matching problem whose complexity is long open [12], [76].

Consider a specific small example (see Figure 2.1) with $m=3, d=2$, weight

$$
W=\left(W_{i, j}^{k}\right) \in \mathbb{Z}^{2 \times 9}, \quad \text { where } W^{1}:=\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right), W^{2}:=\left(\begin{array}{ccc}
1 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0
\end{array}\right)
$$

and separable convex function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ given by $f(y):=\left(3 y_{1}-4\right)^{2}+\left(3 y_{2}-4\right)^{2}$. We write $W^{1}, W^{2}$ and points $x \in S$ as $3 \times 3$ matrices but regard them as vectors in $\mathbb{R}^{9}$. So the image of $x \in S$ is $W x:=\left(W^{1} \cdot x, W^{2} \cdot x\right)$ with $W^{k} \cdot x:=\sum_{i, j} W_{i, j}^{k} x_{i, j}$. The

$$
\begin{gathered}
W^{1}=\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right) \\
W^{2}=\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0
\end{array}\right) \\
\\
f(y)=\left(3 y_{1}-4\right)^{2}+\left(3 y_{2}-4\right)^{2}
\end{gathered}
$$

Figure 2.1: Example of the naïve strategy for nonlinear discrete optimization
feasible set $S$ consists of 6 matrices (in general $|S|=m$ ! is exponential):

$$
S=\left\{\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right),\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right),\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right),\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right),\left(\begin{array}{lll}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right),\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)\right\}
$$

The image consists of 5 points (designated by colored points in Figure 2.1),

$$
\begin{equation*}
W S=\left\{\left(W^{1} \cdot x, W^{2} \cdot x\right): x \in S\right\}=\{(1,0),(0,1),(2,2),(3,2),(2,3)\} \tag{2.4}
\end{equation*}
$$

The convex hull $\operatorname{conv}(W S)$ of the image is indicated in Figure 2.1 by a dashed blue line. It contains 8 integer points - the 5 image points and 3 holes $(1,1),(2,1),(1,2)$. The objective function value $f(y)=\left(3 y_{1}-4\right)^{2}+\left(3 y_{2}-4\right)^{2}$ is indicated for each of these 8 integer points. The maximum objective value 29 is attained at the two green vertices $(3,2),(2,3)$ of $\operatorname{conv}(W S)$. Therefore, for instance, the point:

$$
x=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right)
$$

in the fiber $W^{-1}(2,3)$ of vertex $(2,3)$ is optimal for $\max \{f(W x): x \in S\}$. The minimum objective value 2 over the integer points in $\operatorname{conv}(W S)$ is attained at the point $(1,1)$ which lies in the interior of the polytope. However, this point is a hole, whose fiber $W^{-1}(1,1)$ contains no feasible point, as are the points $(2,1),(1,2)$ attaining the next smallest value 5 . So the minimum value of a point in the image is only 8 and is attained by the red point $(2,2)$. Therefore, for instance, the point:

$$
x=\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

which is in the fiber $W^{-1}(2,2)$ an optimal solution for $\min \{f(W x): x \in S\}$.

### 2.2 Small radius and weight

In this section, we consider the simpler situation where the radius $\rho(S)$ of the set $S \subseteq \mathbb{Z}^{n}$ and the integer $d \times n$ weight matrix $W$ are assumed to be unary encoded.

The main result here is Theorem 2.10: for every fixed $d$, we can maximize any convex composite function $f(W x)$ over $S$ in time polynomial in $\rho(S)$ and $W$.

Here, we solve the problem using the ellipsoid method. In Section 2.3.3, we give an alternative solution which uses the results of Section 2.3 based on zonotopes instead.

We begin with the following simple useful lemma which shows that a linearoptimization oracle for $S$ allows to compute the radius $\rho(S)$. Therefore, in the algorithms to follow, we do not need $\rho(S)$ to be an explicit part of the input.

Lemma 2.5. Using $2 n$ queries of a linear-optimization oracle presenting $S \subseteq \mathbb{Z}^{n}$, it is possible to either conclude that $S$ is infinite or empty or find its radius $\rho(S)$.

Proof. By querying the oracle on $w:= \pm \mathbf{1}_{i}$ for $i=1, \ldots, n$, solve the $2 n$ problems:

$$
\min / \max \left\{x_{i}: x \in S\right\}, \quad i=1, \ldots, n
$$

If the oracle returns an optimal solution for each of these problems then the maximum absolute value among the optimal objective function values of these $2 n$ problems is the radius $\rho(S)$ of $S$. Otherwise, the set $S$ is infinite or empty.

Let $r:=n \rho(S)\|W\|_{\infty}$ with $\|W\|_{\infty}=\max _{i, j}\left|W_{i, j}\right|$. Define $l, u \in \mathbb{Z}^{d}$ by $l_{i}:=-r$, $u_{i}:=r$ for all $i$. Then $l \leq W x \leq y$ for all $x \in S$ so the image $W S$ is contained in

$$
Y:=\left\{y \in \mathbb{Z}^{d}: l \leq y \leq u\right\} .
$$

With $d$ fixed and $\rho(S)$ and $W$ unary encoded, the cardinality of $Y$ is polynomial:

$$
|Y|=(2 r+1)^{d}=\left(2 n \rho(S)\|W\|_{\infty}+1\right)^{d}
$$

So computing the image $W S$ reduces to solving polynomially many fiber problems,

$$
W S=\left\{y \in Y: W^{-1}(y) \cap S \neq \emptyset\right\} .
$$

But the fiber problem remains hard: its complexity is open even for $d=2, S$ the set of permutation matrices (so $\rho(S)=1$ ), and $\{0,1\}$-valued $W$; see Example 2.4.

We proceed next to find a way around the integer fiber problem, which makes it possible to efficiently realize our convex maximization Strategy 2.3.

We begin with the rational fiber problem, of finding a rational point in the intersection $W^{-1}(y) \cap \operatorname{conv}(S)$ of the fiber of a given point $y$ with $\operatorname{conv}(S)$. If $S$ is finite then this intersection is a polytope, and we want to determine a vertex of it.

Suppose first that we have an explicit description $\operatorname{conv}(S)=\left\{x \in \mathbb{R}^{n}: A x \leq b\right\}$ of $\operatorname{conv}(S)$ by inequalities, we can then solve the rational fiber problem as follows.

Lemma 2.6. There is an algorithm that, given integer $m \times n$ matrix $A$, integer $d \times n$ matrix $W, b \in \mathbb{Z}^{m}$, and $y \in \mathbb{Z}^{d}$, with $P:=\left\{x \in \mathbb{R}^{n}: A x \leq b\right\}$ bounded, either obtains a vertex $x$ of the intersection $W^{-1}(y) \cap P$ of the fiber of $y$ and $P$ or asserts that this intersection is empty, in time which is polynomial in $\langle A, b, W, y\rangle$.

Proof. The intersection is a polytope having the following inequality description:

$$
W^{-1}(y) \cap P=\left\{x \in \mathbb{R}^{n}: A x \leq b, W x=y\right\}
$$

Linear programming [59], [87] enables to either find a vertex or detect that it is empty.
We proceed to the more general situation where the set $S \subseteq \mathbb{Z}^{n}$ is presented by a linear-optimization oracle. To solve the rational fiber problem in this broader situation, we use the algorithmic equivalence of separation and linear-optimization from [44], [72] which extends [59] and builds on the ellipsoid method of [101]. This is the only place in the monograph where we use it; moreover, the main result of this section, Theorem 2.10, is proved in Section 2.3.3 in an alternative, self-contained way, without the ellipsoid method.

So we do not go into details of this theory, which can be found in the above references; see also [79] and references therein. Let us just illustrate the main geometric idea by giving a brief outline of the method for approximative minimization of a convex function $f$ over a convex set $P$. A (strong) separation oracle for closed convex set $P \subset \mathbb{R}^{n}$ is one that, queried on $z \in \mathbb{R}^{n}$, either asserts that $z \in P$ or returns a separator of $z$ from $P$, that is, a vector $h \in \mathbb{R}^{n}$ which satisfies $h(x-z)<0$ for all $x \in P$. A subgradient oracle for convex function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is one that, queried on $z \in \mathbb{R}^{n}$, returns a subgradient of $f$ at $z$, that is, a vector $f^{\prime}(z) \in \mathbb{R}^{n}$ such that $f^{\prime}(z)(x-z) \leq f(x)-f(z)$ for all $x \in \mathbb{R}^{n}$; in particular, $f^{\prime}(z)(x-z) \leq 0$ whenever $f(x) \leq f(z)$. Note that if $f(x)=w x$ is linear then $f^{\prime}(x)=w$ for all $x \in \mathbb{R}^{n}$. An ellipsoid in $\mathbb{R}^{n}$ is a set of the form $E=\left\{x \in \mathbb{R}^{n}:\|A(x-c)\|_{2} \leq 1\right\}$, where $A$ is a nonsingular $n \times n$ matrix and $c \in \mathbb{R}^{n}$ is the ellipsoid center. The method proceeds as follows. Given convex compact set $P \subset \mathbb{R}^{n}$ contained in the ball $E_{0}:=\left\{x \in \mathbb{R}^{n}:\|x\|_{2} \leq \rho\right\}$ centered at $c_{0}:=0$, it produces, starting from $E_{0}$, a sequence of ellipsoids $E_{k}$ with centers $c_{k}$ which contain a minimizer of $f$ over $P$, as follows. At iteration $k$, both oracles are queried on center $c_{k}$. If $c_{k} \in P$ and $f^{\prime}\left(c_{k}\right)=0$ then $c_{k}$ is a minimizer of $f$ over $P$ and the method terminates. Otherwise, a new ellipsoid $E_{k+1}$ is generated as the one of smallest volume containing the half ellipsoid $\left\{x \in E_{k}: h_{k}\left(x-c_{k}\right) \leq 0\right\}$, with $h_{k}$ either the separator of $c_{k}$ from $P$ if $c_{k} \notin P$ or $h_{k}:=f^{\prime}\left(c_{k}\right)$ the subgradient of $f$ at $c_{k}$ if $c_{k} \in P$. It can be shown that the volumes of the ellipsoids in this sequence decrease by a constant factor, so after polynomially many iterations, an ellipsoid of sufficiently small volume containing a minimizer of $f$ over $P$ is obtained.

If $P$ has substantial interior and is presented by an oracle (weakly) separating over its interior then it can be shown that some center in the sequence is feasible and has function value which approximates the minimum value of $f$ over $P$. If $P$ is a rational polytope and $f$ is linear then it can be shown that the method can be used to provide an exact optimal vertex or detect that $P$ is empty. So a separation oracle can be converted to a linear-optimization oracle in polynomial time. Moreover, the method can be reversed to convert a linear-optimization oracle to a separation oracle for $P$ as well. Further details are in the above references.

Using this equivalence of separation and linear optimization, we can solve the rational fiber problem over a set presented by a linear-optimization oracle as well.

Lemma 2.7. There is an algorithm that, given finite set $S \subset \mathbb{Z}^{n}$ presented by a linearoptimization oracle, integer $d \times n$ matrix $W$, and $y \in \mathbb{Z}^{d}$, either obtains a vertex $x$ of the intersection $W^{-1}(y) \cap \operatorname{conv}(S)$ of the fiber of $y$ and $\operatorname{conv}(S)$ or asserts that this intersection is empty, in time which is polynomial in $\langle\rho(S), W, y\rangle$.

Proof. Use the linear-optimization oracle of $S$ to realize, via the ellipsoid method, in time which is polynomial in the binary length $\langle\rho(S)\rangle$ of the radius, a separation oracle for $P:=\operatorname{conv}(S)$. Now, using it, realize a separation oracle for

$$
F:=W^{-1}(y) \cap P=\left\{x \in \mathbb{R}^{n}: W x=y\right\} \cap P
$$

as follows. Let $x \in \mathbb{R}^{n}$ be any query. First check if $W x=y$ and either conclude $x \in$ $W^{-1}(y)$ or identify an inequality $W_{i} x \neq y_{i}$ in which case $h:=W_{i}$ or $h:=-W_{i}$
separates $x$ from $W^{-1}(y)$ and hence from $F$. If $x \in W^{-1}(y)$ then check if $x \in P$ using the separation oracle of $P$ and either conclude $x \in P$ and hence $x \in F$ or obtain from the oracle a vector $h$ separating $x$ from $P$ and hence from $F$.

Using this separation oracle for $F$, realize, via the ellipsoid method again, in time which is polynomial in $\langle\rho(S), W, y\rangle$, a linear-optimization oracle for $F$, which enables (see [44], [72]) to either obtain a vertex of $F$ or detect that $F$ is empty.

We can now realize step 1 of our Strategy 2.3 and compute vert $(\operatorname{conv}(W S))$.
Lemma 2.8. For every fixed $d$ there is an algorithm that, given a finite nonempty set $S \subset$ $\mathbb{Z}^{n}$ presented by a linear-optimization oracle and an integer $d \times n$ matrix $W$, computes the set $\operatorname{vert}(\operatorname{conv}(W S))$ in time which is polynomial in $\rho(S)$ and $W$.

Proof. First apply the algorithm of Lemma 2.5 and determine the radius $\rho(S)$. Next define $P:=\operatorname{conv}(S), Q:=\operatorname{conv}(W S), r:=n \rho(S)\|W\|_{\infty}$, and

$$
Y:=\left\{y \in \mathbb{Z}^{d}:-r \leq y_{i} \leq r, i=1, \ldots, d\right\}
$$

Since $d$ is fixed, the number of points $|Y|=(2 r+1)^{d}$ of $Y$ is polynomial in $\rho(S)$ and $W$. Distill the set $U:=Y \cap Q$ out of $Y$ as follows. For each $y \in Y$, apply the algorithm of Lemma 2.7; if $W^{-1}(y) \cap P$ is nonempty then $y \in Q$ and hence $y \in U$, whereas if it is empty, $y \notin U$. Since $W S \subseteq U$ and $U \subseteq Q$, we have

$$
Q=\operatorname{conv}(W S) \subseteq \operatorname{conv}(U) \subseteq Q
$$

so $Q=\operatorname{conv}(U)$. Now the vertex set of $\operatorname{conv}(U)$ and hence of $Q$ can be computed in polynomial time, either by computing the convex hull of $Z$ in fixed dimension $d$ or by solving a linear program for each $u \in U$ that checks if $u \notin \operatorname{conv}(U \backslash\{u\})$.

We proceed with step 3 of our convex maximization Strategy 2.3, that of finding a feasible points in the fiber of an optimal vertex of $\operatorname{conv}(W S)$.

Let $P:=\operatorname{conv}(S)$ and $Q:=\operatorname{conv}(W S)$. Consider any point $y \in Q \cap \mathbb{Z}^{d}$ and the intersection $F:=W^{-1}(y) \cap P$ of the fiber of $y$ with $P$. The vertices of the polytope $F$ need not all lie in $S$ and need not even all be integer. Even worse, $y$ may be a hole, so that $W^{-1}(y) \cap S=\emptyset$, or $F$ may have only fractional vertices.

Fortunately, fibers of vertices of $\operatorname{conv}(W S)$ are better behaved. We now show that we can efficiently find a feasible point in the fiber of any vertex of the image.

Lemma 2.9. Let $S \subset \mathbb{Z}^{n}$ be a finite nonempty set presented by a linear-optimization oracle and let $W$ be an integer $d \times n$ matrix. Then $W^{-1}(v) \cap \operatorname{conv}(S)$ is a nonempty integer polytope whose vertices lie in $S$ for every vertex $v$ of $\operatorname{conv}(W S)$. Hence, the algorithm of Lemma 2.7, applied to $S$, $W$, and $v$, returns a feasible $x \in W^{-1}(v) \cap S$.

Proof. It is well known that if $Q$ is the image of a polytope $P$ under an affine map $\omega$ then the preimage $\omega^{-1}(G) \cap P=\{x \in P: \omega(x) \in G\}$ of any face $G$ of $Q$ is a face of $P$. In particular, if $v$ is a vertex of $Q:=W P$, where $P:=\operatorname{conv}(S)$, then its preimage $F:=$ $W^{-1}(v) \cap P$ under the projection $W$ is a face of $P$, and hence vert $(F)=F \cap \operatorname{vert}(P) \subseteq S$. Therefore, any vertex of $F$, and in particular that vertex $x$ returned by the algorithm of Lemma 2.7, is a feasible point $x \in S$.

We are now in position to describe our first convex maximization algorithm, which provides an efficient realization of our convex maximization Strategy 2.3. The following result is from [11], extending an earlier result from [12].

Theorem 2.10. For every fixed $d$ there is an algorithm that, given set $S \subseteq \mathbb{Z}^{n}$ presented by a linear-optimization oracle, integer $d \times n$ matrix $W$, and convex function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by a comparison oracle, solves in time which is polynomial in the radius $\rho(S)$ and the weight $W$, the convex maximization problem:

$$
\max \{f(W x): x \in S\}
$$

Proof. First, apply the algorithm of Lemma 2.5 and either conclude that $S$ is infinite or empty and stop or conclude that it is finite and nonempty and continue. Now, use the algorithm of Lemma 2.8 to compute the set $V:=\operatorname{vert}(\operatorname{conv}(W S))$. Next, use the comparison oracle of $f$ to find a vertex $v \in V$ maximizing $f$ over $V$. Finally, use the algorithm of Lemma 2.9 to find a feasible point $x \in W^{-1}(v) \cap S$ in the fiber of the vertex $v$. By Lemma 2.2, this point $x$ is an optimal solution.

The algorithm of Theorem 2.10 incorporates the computation of the vertices of the image by the algorithm of Lemma 2.8. This in turn requires repeated use of the algorithm of Lemma 2.7 which converts linear optimization to separation using the ellipsoid method, for each point $y$ in the box $Y$. This is a very time-consuming process. We now describe a simple faster variant of this procedure which typically inspects only some of the points of $Y$. It assumes that $S$ is integer convex, that is, $S=\operatorname{conv}(S) \cap \mathbb{Z}^{n}$. This always holds in combinatorial optimization, with $S \subseteq\{0,1\}^{n}$, and in integer programming, with $S=$ $\left\{x \in \mathbb{Z}^{n}: A x \leq b\right\}$.

Procedure 2.11 (convex maximization over integer-convex sets).

1. Check by the algorithm of Lemma 2.5 if $S$ is infinite or empty. Suppose not.
2. Let $r:=n \rho(S)\|W\|_{\infty}$ and $Y:=\left\{y \in \mathbb{Z}^{d}:-r \leq y_{i} \leq r, i=1, \ldots, d\right\}$.
3. Use the oracle of $f$ to label $Y=\left\{y^{1}, \ldots, y^{k}\right\}$ with $f\left(y^{i}\right) \geq f\left(y^{i+1}\right)$ for all $i$.
4. Test the fibers of the $y^{i}$ in order using the algorithm of Lemma 2.7. Output the first integer vertex $x^{j}$ of $W^{-1}\left(y^{j}\right) \cap \operatorname{conv}(S)$ returned by the algorithm.

To see that this procedure works as well, let $y^{k}$ be a vertex of $\operatorname{conv}(W S)$ which maximizes $f$. By Lemma 2.9, the vertex $x^{k}$ of $W^{-1}\left(y^{k}\right) \cap \operatorname{conv}(S)$ returned by the algorithm of Lemma 2.7 when testing $y^{k}$ lies in $S$ and is therefore integer. Furthermore, $x^{k}$ is an optimal solution of the convex maximization problem by Lemma 2.2. Since $x^{j}$ is the first integer vertex returned, we have $j \leq k$ and, hence, since the $y^{i}$ are ordered by nonincreasing value of $f$, we have $f\left(y^{j}\right) \geq\left(y^{k}\right)$. Since $y^{j}=W x^{j}$ and $y^{k}=W x^{k}$, we obtain $f\left(W x^{j}\right) \geq f\left(W x^{k}\right)$. Since $S$ is integer convex, we have $x^{j} \in \operatorname{conv}(S) \cap \mathbb{Z}^{n}=S$ and hence $x^{j}$ is feasible. Therefore, $x^{j}$ is optimal.

### 2.3 Convex maximization with edge directions

We proceed to consider the more involved situation where the radius $\rho(S)$ and matrix $W$ are binary encoded. In this situation, the number of points in a minimal box $Y=\{y \in$ $\left.\mathbb{Z}^{d}: l \leq y \leq u\right\}$ containing the image $W S$ may be exponential in the input length. So methods more sophisticated than those of Section 2.2 are needed.

The main result here is Theorem 2.16: for every fixed $d$, we can maximize any convex composite function $f(W x)$ over $S$ endowed with a set $E$ of edge directions of $\operatorname{conv}(S)$, in time polynomial in the binary encoding $\langle\rho(S), W, E\rangle$ of the data.

This section is organized as follows. In Section 2.3.1, we provide the necessary preliminaries on edge directions and zonotopes. These are used in Section 2.3.2 to establish Theorem 2.16 providing our main polynomial time convex maximization algorithm. This algorithm is also used in Section 2.3.3 to provide an alternative procedure, avoiding the ellipsoid method, for solving the problem in the easier situation of Section 2.2.

### 2.3.1 Edge directions and zonotopes

A direction of an edge (1-dimensional face) $e$ of a polyhedron $P$ is any nonzero scalar multiple of $u-v$, where $u, v$ are any two distinct points in $e$. A set of all edge directions of $P$ is a set which contains some direction of each edge of $P$, see Figure 2.2. We later show how to exploit a set of all edge directions of the convex hull of a set of integer points $S$ for efficient convex maximization over $S$. The normal cone of a polyhedron $P \subseteq \mathbb{R}^{n}$ at its face $F$ is the relatively open cone $C_{P}^{F}$ of those linear functions $h \in \mathbb{R}^{n}$ maximized over $P$ precisely at points of $F$. A polytope $Z$ is a refinement of a polytope $P$ if the normal cone of every vertex of $Z$ is contained in the normal cone of some vertex of $P$. If $Z$ refines $P$ then, moreover, the closure of each normal cone of $P$ is the union of closures of normal cones of $Z$. The zonotope generated by a set of vectors $E=\left\{e_{1}, \ldots, e_{m}\right\}$ in $\mathbb{R}^{d}$ is the following polytope, which is the projection by $E$ of the cube $[-1,1]^{m}$ into $\mathbb{R}^{d}$ as follows:

$$
Z:=\operatorname{zone}(E):=\operatorname{conv}\left\{\sum_{i=1}^{m} \lambda_{i} e_{i}: \lambda_{i}= \pm 1\right\} \subset \mathbb{R}^{d} .
$$

The following fact, illustrated in Figure 2.3, goes back to Minkowski, see [45], [103].
Lemma 2.12. Let $P$ be a polytope and let $E$ be a finite set of all edge directions of $P$. Then the zonotope $Z:=\operatorname{zone}(E)$ generated by $E$ is a refinement of $P$.

Proof. Consider any vertex $u$ of $Z$. Then $u=\sum_{e \in E} \lambda_{e} e$ for suitable $\lambda_{e}= \pm 1$. Thus, the normal cone $C_{Z}^{u}$ consists of those $h$ satisfying $h \lambda_{e} e>0$ for all $e$. Pick any $h \in C_{Z}^{u}$ and let $v$ be a vertex of $P$ at which $h$ is maximized over $P$. Consider any edge $[v, w]$ of $P$. Then $v-w=\alpha_{e} e$ for some scalar $\alpha_{e} \neq 0$ and some $e \in E$, and $0 \leq h(v-w)=h \alpha_{e} e$. This implies that $\alpha_{e}$ and $\lambda_{e}$ have the same sign and hence $h \alpha_{e} e>0$. Therefore, every $h \in C_{Z}^{u}$ satisfies $h(v-w)>0$ for every edge of $P$ containing $v$. So $h$ is maximized over $P$ uniquely at $v$ and hence is in the cone $C_{P}^{v}$ of $P$ at $v$. This shows that $C_{Z}^{u} \subseteq C_{P}^{v}$. Since $u$ was arbitrary, it follows that the normal cone of every vertex of $Z$ is contained in the normal cone of some vertex of $P$.


Figure 2.2: Edge directions of a convex polytope

The next lemma provides a bound on the number of vertices of any zonotope and on the complexity of constructing its vertices, each vertex along with a linear function maximized over the zonotope uniquely at that vertex. The bound on the number of vertices has been rediscovered many times over the years. An early reference is [47], stated in the dual form of 2 partitions. Extensions to $p$-partitions for any $p$ are in [2], [57]. Further extensions and information on zonotopes and Minkowski sums can be found in [38], [42], [102]. The algorithmic complexity of the problem is settled in [30], [31]. We state the precise bounds on the number of vertices, but outline only a proof that, for every fixed $d$, the bounds are polynomial, which is all we need in the sequel. Complete details are in the above references.

Lemma 2.13. The number of vertices of any zonotope $Z:=\operatorname{zone}(E)$ generated by a set $E$ of $m$ vectors in $\mathbb{R}^{d}$ is at most $2 \sum_{k=0}^{d-1}\binom{m-1}{k}$. For every fixed $d$, there is an algorithm that, given $E \subset \mathbb{Z}^{d}$, outputs every vertex $v$ of $Z:=\operatorname{zone}(E)$ along with some $h_{v} \in \mathbb{Z}^{d}$ maximized over $Z$ uniquely at $v$, in time polynomial in $\langle E\rangle$.

Proof. We only outline a proof that, for every fixed $d$, the number of vertices is $O\left(m^{d-1}\right)$ and hence polynomially bounded, and the vertices can be constructed in polynomial time. We assume that $E$ linearly spans $\mathbb{R}^{d}$ (else the dimension can be reduced) and is generic, that is, no $d$ points of $E$ lie on a linear hyperplane (one containing the origin). In particular,


Figure 2.3: A zonotope refining a polytope
$0 \notin E$. The same bound for arbitrary $E$ then follows by using a perturbation argument. More details can be found in [57].

Each oriented linear hyperplane $H=\left\{x \in \mathbb{R}^{d}: h x=0\right\}$ with $h \in \mathbb{R}^{d}$ nonzero induces a partition of $E$ by $E=H^{-} \biguplus H^{0} \biguplus H^{+}$with $H^{-}:=\{e \in E: h e<0\}$, $E^{0}:=E \cap H$, and $H^{+}:=\{e \in E: h e>0\}$. The vertices of $Z=$ zone $(E)$ are in bijection with ordered 2 partitions of $E$ induced by such hyperplanes that avoid $E$. Indeed, if $E=H^{-} \biguplus H^{+}$then the linear function $h_{v}:=h$ defining $H$ is maximized over $Z$ uniquely at the vertex $v:=\sum\left\{e: e \in H^{+}\right\}-\sum\left\{e: e \in H^{-}\right\}$of $Z$.

We now show how to enumerate all such 2 partitions and hence vertices of $Z$. Let $M$ be any of the $\binom{m}{d-1}$ subsets of $E$ of cardinality $d-1$. Since $E$ is generic, $M$ is linearly independent and spans a unique linear hyperplane $\operatorname{lin}(M)$. Let $\hat{H}=\left\{x \in \mathbb{R}^{d}: \hat{h} x=0\right\}$ be one of the two orientations of the hyperplane $\operatorname{lin}(M)$. Note that $\hat{H}^{0}=M$. Finally, let $L$ be any of the $2^{d-1}$ subsets of $M$. Since $M$ is linearly independent, there is a $g \in \mathbb{R}^{d}$ which linearly separates $L$ from $M \backslash L$, namely, satisfies $g x<0$ for all $x \in L$ and $g x>0$ for all $x \in M \backslash L$. Furthermore, there is a sufficiently small $\epsilon>0$ such that the oriented hyperplane $H:=\left\{x \in \mathbb{R}^{d}: h x=0\right\}$ defined by $h:=\hat{h}+\epsilon g$ avoids $E$ and the 2-partition induced by $H$ satisfies $H^{-}=\hat{H}^{-} \biguplus L$ and $H^{+}=\hat{H}^{+} \biguplus(M \backslash L)$. The corresponding vertex of the zonotope $Z$ is $v:=\sum\left\{e: e \in H^{+}\right\}-\sum\left\{e: e \in H^{-}\right\}$and the corresponding linear function which is maximized over $Z$ uniquely at $v$ is $h_{v}:=h=$ $\hat{h}+\epsilon g$.

We claim that any ordered 2-partition arises that way from some such subset $M$, some orientation $\hat{H}$ of $\operatorname{lin}(M)$, and some subset $L$. Indeed, consider any oriented linear hyperplane $\tilde{H}$ avoiding $E$. It can be perturbed to a suitable oriented $\hat{H}$ that touches precisely $d-1$ points of $E$. Put $M:=\hat{H}^{0}$ so that $\hat{H}$ coincides with one of the two orientations of the hyperplane $\operatorname{lin}(M)$ spanned by $M$, and put $L:=\tilde{H}^{-} \cap M$. Let $H$ be an oriented hyperplane obtained from $M, \hat{H}$ and $L$ by the above procedure. Then the ordered 2-partition $E=H^{-} \biguplus_{\tilde{H}} H^{+}$induced by $H$ coincides with the ordered 2-partition $E=\tilde{H}^{-} \biguplus \tilde{H}^{+}$ induced by $\tilde{H}$.

Since there are $\binom{m}{d-1}$ many $(d-1)$-subsets $M \subseteq E$, two orientations $\hat{H}$ of $\operatorname{lin}(M)$, and $2^{d-1}$ subsets $L \subseteq M$, and $d$ is fixed, the total number of 2 partitions and hence of vertices of $Z$ is bounded by $2^{d}\binom{m}{d-1}=O\left(m^{d-1}\right)$. Furthermore, for each choice of $M$, $\hat{H}$, and $L$, the linear function $\hat{h}$ defining $\hat{H}$, as well as $g, \epsilon, h_{v}=h=\hat{h}+\epsilon g$, and the vertex $v=\sum\left\{e: e \in H^{+}\right\}-\sum\left\{e: e \in H^{-}\right\}$of $Z$ at which $h_{v}$ is uniquely maximized over $Z$, can all be computed in time polynomial in $\langle E\rangle$.

We also need the following simple fact about edge directions of projections.
Lemma 2.14. If $E$ is a set of all edge directions of polytope $P$ and $\omega: \mathbb{R}^{n} \rightarrow \mathbb{R}^{d}$ is a linear map then $\omega(E)$ is a set of all the edge directions of the polytope $Q:=\omega(P)$.

Proof. Let $f$ be a direction of an edge $[x, y]$ of $Q$. Consider the face $F:=\omega^{-1}([x, y])$ of $P$. Let $V$ be the set of vertices of $F$ and let $U=\{u \in V: \omega(u)=x\}$. Then for some $u \in U$ and $v \in V \backslash U$, there must be an edge $[u, v]$ of $F$, and hence of $P$. Then $\omega(v) \in(x, y]$ hence $\omega(v)=x+\alpha f$ for some $\alpha \neq 0$. Therefore, with $e:=\frac{1}{\alpha}(v-u)$, a direction of the edge $[u, v]$ of $P$, we find that $f=\frac{1}{\alpha}(\omega(v)-\omega(u))=\omega(e) \in \omega(E)$.

### 2.3.2 Efficient convex maximization

We proceed to solve the convex maximization problem when $W$ is binary encoded. As in Section 2.2, we follow the general outline of our convex maximization Strategy 2.3. However, the hard steps 1 and 3 are now done simultaneously, since feasible points in fibers of vertices are constructed on the fly as part of the construction of the image polytope, avoiding the use of the time-consuming ellipsoid method. More precisely, we compute a subset $T \subseteq S$ of the feasible set, whose image contains the vertex set of the image of $S$, that is, $\operatorname{vert}(\operatorname{conv}(W S)) \subseteq W T=\{W x: x \in T\}$.

Lemma 2.15. For every fixed $d$ there is an algorithm that, given a finite nonempty set $S \subset \mathbb{Z}^{n}$ presented by a linear-optimization oracle, integer $d \times n$ weight matrix $W$, and set $E \subset \mathbb{Z}^{n}$ of all edge directions of $\operatorname{conv}(S)$, computes a subset $T \subseteq S$ such that $\operatorname{vert}(\operatorname{conv}(W S)) \subseteq W T$, in time which is polynomial in $\langle\rho(S), W, E\rangle$.

Proof. Let $P:=\operatorname{conv}(S) \subset \mathbb{R}^{n}$ and $Q:=\operatorname{conv}(W S)=W P \subset \mathbb{R}^{d}$. Since $Q$ is a projection of $P$, by Lemma 2.14 the projection $D:=W E=\{W e: e \in E\}$ of $E$ is a set of all edge directions of $Q$. Let $Z:=\operatorname{zone}(D) \subseteq \mathbb{R}^{d}$ be the zonotope generated by $D$. Since $d$ is fixed, by Lemma 2.13 we can produce in polynomial time all vertices of $Z$, every vertex $u$ along with $h_{u} \in \mathbb{Z}^{d}$ maximized over $Z$ uniquely at $u$. For each of these
polynomially many $h_{u}$, define $g_{u} \in \mathbb{Z}^{n}$ by $g_{u}:=W^{T} h_{u}$, query the linear-optimization oracle of $S$ on $g_{u}$, and let $x_{u} \in S$ be the optimal solution obtained from the oracle. Let $z_{u}:=W x_{u} \in Q$ be the image of $x_{u}$. Since $P=\operatorname{conv}(S)$, we have that $x_{u}$ is also a maximizer of $g_{u}$ over $P$. Since for every $x \in P$ and its image $z:=W x \in Q$ we have $h_{u} z=g_{u} x$, we find that $z_{u}$ is a maximizer of $h_{u}$ over $Q$. Now we claim that each vertex $v$ of $Q$ equals some $z_{u}$. Indeed, since $Z$ is a refinement of $Q$ by Lemma 2.12, there is some vertex $u$ of $Z$ such that $h_{u}$ is maximized over $Q$ uniquely at $v$ and hence $v=z_{u}$. So the set $T:=\left\{x_{u}: u \in \operatorname{vert}(Z)\right\} \subseteq S$ of points obtained that way is the desired set.

We are now in position to prove the main result of this chapter. It extends and unifies earlier results of [83] and [23]. An illustration of the algorithm of Theorem 2.16 below incorporating the algorithm of Lemma 2.15 is provided in Figure 2.4.


Figure 2.4: Convex discrete maximization algorithm

Theorem 2.16. For every fixed $d$ there is an algorithm that, given set $S \subseteq \mathbb{Z}^{n}$ presented by a linear-optimization oracle, integer $d \times n$ matrix $W$, set $E \subset \mathbb{Z}^{n}$ of all edge directions of $\operatorname{conv}(S)$, and convex function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by a comparison oracle, solves in time polynomial in $\langle\rho(S), W, E\rangle$, the convex problem:

$$
\max \{f(W x): x \in S\}
$$

Proof. First, apply the algorithm of Lemma 2.5 and either conclude that $S$ is infinite or empty and stop, or conclude that it is finite and nonempty and continue. Now, use the algorithm of Lemma 2.15 to compute a subset $T \subseteq S$ such that vert $(\operatorname{conv}(W S)) \subseteq W T$. Now, inspecting $T$ and using the comparison oracle of $f$, find point $x^{*} \in T$ whose image $W x^{*}$ maximizes $f$ over $W T$. Then, by Lemma 2.2,

$$
\begin{aligned}
f\left(W x^{*}\right) & =\max \{f(y): y \in W T\} \\
& =\max \{f(y): y \in \operatorname{vert}(\operatorname{conv}(W S))\} \\
& =\max \{f(W x): x \in S\} .
\end{aligned}
$$

Therefore, $x^{*}$ is an optimal solution of the given convex maximization problem.

### 2.3.3 Small radius and weight revisited

Returning to the situation of Section 2.2, we observe that for unary-encoded data, we can always produce a set of edge directions of polynomial size. This gives a convex maximization algorithm which is different from that given in Section 2.2 and uses the algorithm of Theorem 2.16 instead of the ellipsoid method. It is not clear offhand which of the two is more efficient - this may depend on the specific application of interest. We now describe this variant, providing a second proof of Theorem 2.10.

Theorem 2.10 (revisited). For every fixed d there is an algorithm that, given set $S \subseteq \mathbb{Z}^{n}$ presented by a linear-optimization oracle, integer weight $d \times n$ matrix $W$, and convex function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by a comparison oracle, solves in time polynomial in the radius $\rho(S)$ and weight $W$, the convex maximization problem:

$$
\max \{f(W x): x \in S\}
$$

Proof. First, apply the algorithm of Lemma 2.5 and either conclude that $S$ is infinite or empty and stop, or conclude that it is finite and nonempty and obtain its radius $\rho(S)$. Next, define $P:=\operatorname{conv}(S), Q:=\operatorname{conv}(W S), r:=n \rho(S)\|W\|_{\infty}$ as follows:

$$
Y:=\left\{y \in \mathbb{Z}^{d}:-r \leq y_{i} \leq r, i=1, \ldots, d\right\}
$$

and

$$
\begin{equation*}
D:=\{u-v: u, v \in Y\}=\left\{z \in \mathbb{Z}^{d}:-2 r \leq z_{i} \leq 2 r\right\} \tag{2.5}
\end{equation*}
$$

Then $D$ is the set of differences of pairs of point of $Y$ and hence a set of all edge directions of $Q$ since vert $(Q) \subseteq W S \subseteq Y$. Moreover, with $d$ fixed and $\rho(S)$ and $W$ unary encoded, $|D|=(4 r+1)^{d}$ is polynomially bounded in the input.

Now, invoke the algorithm of Theorem 2.16 incorporating that of Lemma 2.15, using the set $D$ of all edge directions of the image $Q$, which here is computed directly via (2.5), without going through a set $E$ of all edge directions of $P$.

### 2.3.4 Totally unimodular systems

A matrix $A$ is totally unimodular if it is integer and the determinant of every square submatrix of $A$ is $-1,0$, or 1 . Important examples of totally unimodular matrices are vertexedge incidence matrices of digraphs and bipartite graphs. The (non)linear optimization problem over a set $S$ given by inequalities of the following form, with totally unimodular matrix $A$, right-hand side $b$, and bounds $l, u \in \mathbb{Z}_{\infty}^{n}$ :

$$
\begin{equation*}
S:=\left\{x \in \mathbb{Z}^{n}: A x=b, l \leq x \leq u\right\} \tag{2.6}
\end{equation*}
$$

is quite useful and includes the classical transportation problem (with $A$ the incidence matrix of a bipartite graph) and the classical single-commodity transshipment problem (with $A$ the incidence matrix of a digraph) discussed in Section 1.2.2. Note, however, that the multiindex transportation problems and the multicommodity transshipment problems discussed in Section 1.2.2 are not totally unimodular and therefore much harder and treated by more sophisticated methods in Chapter 4.

It is possible to minimize over totally unimodular systems of the form (2.6) linear functions [54] and separable convex functions [53] in polynomial time. The algorithms exploit the fundamental result of [54] that any polyhedron defined by a totally unimodular matrix $A$ is integer, that is, it satisfies the following equality:

$$
\operatorname{conv}(S)=\operatorname{conv}\left\{x \in \mathbb{Z}^{n}: A x=b, l \leq x \leq u\right\}=\left\{x \in \mathbb{R}^{n}: A x=b, l \leq x \leq u\right\}
$$

We proceed to describe a certain situation where convex maximization over totally unimodular systems of the form (2.6) can also be done in polynomial time.

We need some terminology, and preparatory lemmas also used in later chapters. The lattice of an integer $m \times n$ matrix $A$ is the set $\mathcal{L}(A):=\left\{x \in \mathbb{Z}^{n}: A x=0\right\}$ of integer vectors in its kernel. We denote the set of nonzero elements in $\mathcal{L}(A)$ by $\mathcal{L}^{*}(A):=\{x \in$ $\left.\mathbb{Z}^{n}: A x=0, x \neq 0\right\}$. We use a partial order $\sqsubseteq$ on $\mathbb{R}^{n}$ which extends the coordinate wise partial order $\leq$ on the nonnegative orthant $\mathbb{R}_{+}^{n}$ and is defined as follows. For $x, y \in \mathbb{R}^{n}$, we write $x \sqsubseteq y$ and say that $x$ is conformal to $y$ if $x_{i} y_{i} \geq 0$ and $\left|x_{i}\right| \leq\left|y_{i}\right|$ for $i=1, \ldots, n$, that is, $x$ and $y$ lie in the same orthant of $\mathbb{R}^{n}$, and each component of $x$ is bounded by the corresponding component of $y$ in absolute value. We use $x \sqsubset y$ to indicate that $x$ is strictly smaller than $y$ under $\sqsubset$, that is, $x \sqsubseteq y$ and $x \neq y$. A finite sum $u:=\sum_{i} v_{i}$ of vectors in $\mathbb{R}^{n}$ is called conformal if $v_{i} \sqsubseteq u$ for all $i$ and hence all summands lie in the same orthant.

A circuit of $A$ is an element $c \in \mathcal{L}^{*}(A)$ whose support supp $(c)$ is minimal under inclusion and whose entries are relatively prime. We denote the set of circuits of $A$ by $\mathcal{C}(A)$. The set of circuits is centrally symmetric, that is, $c \in \mathcal{C}(A)$ if and only if $-c \in$ $\mathcal{C}(A)$. For instance, the set of circuits of the $1 \times 3$ matrix $A:=\left(\begin{array}{lll}1 & 2 & 1\end{array}\right)$ is

$$
\mathcal{C}(A)= \pm\{(2,-1,0),(0,-1,2),(1,0,-1)\} .
$$

The following property of circuits is well known in one form or another.
Lemma 2.17. Let $A$ be an $m \times n$ integer matrix of rank $r$. Any nonzero rational $x \in \mathbb{R}^{n}$ with $A x=0$ is a conformal sum $x=\sum_{i=1}^{t} \lambda_{i} c_{i}$ involving $t \leq n-r$ linearly independent circuits $c_{i} \in \mathcal{C}(A)$ with $\lambda_{i} \geq 0$ and $\operatorname{supp}\left(c_{i}\right) \nsubseteq \bigcup_{j>i} \operatorname{supp}\left(c_{j}\right)$ for all $i$.

Proof. First, we show that for any such $x$, there are $c \in \mathcal{C}(A)$ and nonnegative $\lambda$ with $\lambda c \sqsubseteq x$. Suppose indirectly that this is false and let $x$ be a counterexample with minimal support. Then there is an $h \in \mathcal{C}(A)$ with $\operatorname{supp}(h) \subsetneq \operatorname{supp}(x)$ and hence there exists a $\mu$ with $y:=x-\mu h \sqsubset x$ and $\operatorname{supp}(y) \subsetneq \operatorname{supp}(x)$. Since $y \neq 0$ and $A y=0$, there are $c \in \mathcal{C}(A)$ and nonnegative $\lambda$ with $\lambda c \sqsubseteq y \sqsubseteq x$, a contradiction.

We proceed to prove that every such $x$ is a conformal sum involving circuits with $\operatorname{supp}\left(c_{i}\right) \nsubseteq \bigcup_{j>i} \operatorname{supp}\left(c_{j}\right)$ for each $i$. This in particular implies that the $c_{i}$ are linearly independent, and, since all circuits lie in the orthogonal complement of the row space of $A$, that at most $n-r$ circuits are involved. Suppose indirectly that this is false and let $x$ be a counterexample with minimal support. By what we just proved, there are $c_{0} \in \mathcal{C}(A)$ and $\lambda_{0} \in \mathbb{R}_{+}$with $\lambda_{0} c_{0} \sqsubseteq x$ and hence $y:=x-\lambda_{0} c_{0} \sqsubseteq x$. Clearly, we can choose $\lambda_{0}$ so that $y$ satisfies $\operatorname{supp}(y) \subsetneq \operatorname{supp}(x)$. Then $y$ is a conformal sum $y=\sum_{i=1}^{s} \lambda_{i} c_{i}$ involving circuits $c_{i}$ with $\operatorname{supp}\left(c_{i}\right) \nsubseteq \bigcup_{j>i} \operatorname{supp}\left(c_{j}\right)$ for each $i$. But then $x=\lambda_{0} c_{0}+$ $\sum_{i=1}^{s} \lambda_{i} c_{i}$ is a conformal sum involving circuits with $\operatorname{supp}\left(c_{i}\right) \nsubseteq \bigcup_{j>i} \operatorname{supp}\left(c_{j}\right)$ for each $i$, a contradiction. This completes the proof.

The circuits of a matrix provide edge directions of the polyhedron it defines.
Lemma 2.18. For every integer $m \times n$ matrix $A, l, u \in \mathbb{Z}_{\infty}^{n}$, and $b \in \mathbb{Z}^{m}$, the set of circuits $\mathcal{C}(A)$ is a set of all edge-directions of $P=\left\{x \in \mathbb{R}^{n}: A x=b, l \leq x \leq u\right\}$.

Proof. Consider any edge $e$ of $P$. Pick two distinct rational points $x, y \in e$ and set $g:=$ $y-x$. Then a suitable multiple of $g$ is in $\mathcal{L}^{*}(A)$ and hence it follows from Lemma 2.17 that $g=\sum_{i} \lambda_{i} c_{i}$ is a conformal sum for suitable circuits $c_{i} \in \mathcal{C}(A)$ and $\lambda_{i} \in \mathbb{R}_{+}$. We claim that $x+\lambda_{i} c_{i} \in P$ for all $i$. Indeed, $c_{i}$ being a circuit implies $A\left(x+\lambda_{i} c_{i}\right)=A x=b$, and $l \leq x, x+g \leq u$ and $\lambda_{i} c_{i} \sqsubseteq g$ imply $l \leq x+\lambda_{i} c_{i} \leq u$.

Now ,let $w \in \mathbb{R}^{n}$ be uniquely maximized over $P$ at the edge $e$. Then $w \lambda_{i} c_{i}=$ $w\left(x+\lambda_{i} c_{i}\right)-w x \leq 0$ for all $i$. But $\sum w \lambda_{i} c_{i}=w g=w y-w x=0$, implying that in fact $w \lambda_{i} c_{i}=0$ and hence $x+\lambda_{i} c_{i} \in e$ for all $i$. This implies that each $c_{i}$ is a direction of $e$ (in fact, all $c_{i}$ are the same and $g$ is a multiple of some circuit).

We now show that Theorem 2.16 enables to maximize convex functions over totally unimodular systems of the form (2.6) in polynomial time when the set of circuits of the matrix defining the system is available. The proof given here incorporates linear programming [59]. In Section 3.3.5, we give an alternative proof which uses results of Chapter 3 on Graver bases and avoids the use of linear programming.

Theorem 2.19. For every fixed $d$ there is an algorithm that, given totally unimodular $m \times n$ matrix $A$, its set of circuits $\mathcal{C}(A), l, u \in \mathbb{Z}_{\infty}^{n}, b \in \mathbb{Z}^{m}$, integer $d \times n$ matrix $W$, and convex $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by comparison oracle, solves in time polynomial in $\langle A, W, \mathbb{C}(A), l, u, b\rangle$ the convex integer maximization problem:

$$
\max \left\{f(W x): x \in \mathbb{Z}^{n}, A x=b, l \leq x \leq u\right\}
$$

Proof. Let $S:=\left\{x \in \mathbb{Z}^{n}: A x=b, l \leq x \leq u\right\}$. Since $A$ is totally unimodular, we have $\operatorname{conv}(S)=\left\{x \in \mathbb{R}^{n}: A x=b, l \leq x \leq u\right\}$. Therefore, linear programming enables
to realize in polynomial time a linear-optimization oracle for $S$. In particular, it allows to either conclude that $S$ is infinite and stop or that it is finite, in which case the binary length $\langle\rho(S)\rangle$ of its radius is polynomial in $\langle A, l, u, b\rangle$, and continue. By Lemma 2.18, the given set $\mathcal{C}(A)$ is a set of all edge directions of $\operatorname{conv}(S)$. Hence, the algorithm of Theorem 2.16 can be applied and provides the polynomial time solution of the convex integer maximization problem.

We note that an $m \times n$ matrix $A$ has at most $2 \sum_{k=0}^{m}\binom{n}{k+1}$ circuits, a bound depending only on $m$ and $n$ and independent of the entries of $A$. So, if $m$ grows slowly in terms of $n$, say $m=O(\log n)$, then $\mathcal{C}(A)$ can be computed in subexponential time. In particular, if $m$ is fixed then $\mathcal{C}(A)$ can be computed in polynomial time by checking all $2 \sum_{k=0}^{m}\binom{n}{k+1}=$ $O\left(n^{m+1}\right)$ potential supports of circuits. This has applications to vector partitioning and clustering discussed in Section 2.5.3.

### 2.4 Convex combinatorial maximization

A membership oracle for a set $S \subseteq \mathbb{Z}^{n}$ is one that, queried on $x \in \mathbb{Z}^{n}$, asserts whether or not $x \in S$. A membership oracle for $S$ is available in all reasonable applications, but reveals little information on $S$, making it very hard to use. Yet, we now show that convex combinatorial maximization, that is, convex maximization over $S \subseteq\{0,1\}^{n}$, can be done in polynomial time using but a membership oracle.

The main result here is Theorem 2.22: for every fixed $d$, we can maximize any convex composite function $f(W x)$ over $S \subseteq\{0,1\}^{n}$ presented by a membership oracle, given a set of edge directions of $\operatorname{conv}(S)$, in time polynomial in $\langle W\rangle$.

We need to make use of an additional oracle presentation of $S$, defined as follows. An augmentation oracle for a set $S \subseteq \mathbb{Z}^{n}$ is one that, queried on $x \in S$ and $w \in \mathbb{Z}^{n}$, either asserts that $x$ is optimal for the linear optimization problem $\max \{w x: x \in S\}$ or returns a better point $\hat{x} \in S$, that is, one satisfying $w \hat{x}>w x$.

An augmentation oracle for $S$ allows to solve the linear optimization problem $\max \{w x: x \in S\}$ by starting from any feasible $x \in S$ and repeatedly augmenting it until an optimal solution $x^{*} \in S$ is reached. The following lemma, which is an adaptation of a result of [43], [92] making use of bit-scaling ideas going back to [34], shows that this can be done in time which is polynomial in the binary length of $w$ and the initial point $x$ and in the unary length of the radius $\rho(S)$ of the set $S$. We need it only for $S \subseteq\{0,1\}^{n}$, but provide the proof for any finite $S \subset \mathbb{Z}^{n}$.

Lemma 2.20. There is an algorithm that, given a finite set $S \subset \mathbb{Z}^{n}$ presented by an augmentation oracle, $x \in S$, and $w \in \mathbb{Z}^{n}$, finds an optimal solution $x^{*} \in S$ to the optimization problem $\max \{w z: z \in S\}$, in time polynomial in $\rho(S)$ and $\langle x, w\rangle$.

Proof. Let $k:=\max _{j=1}^{n}\left\lceil\log _{2}\left(\left|w_{j}\right|+1\right)\right\rceil$ and note that $k \leq\langle w\rangle$. For $i=0, \ldots, k$ define a vector $u_{i}=\left(u_{i, 1}, \ldots, u_{i, n}\right) \in \mathbb{Z}^{n}$ by $u_{i, j}:=\operatorname{sign}\left(w_{j}\right)\left\lfloor 2^{i-k}\left|w_{j}\right|\right\rfloor$ for $j=1, \ldots, n$. Then $u_{0}=0, u_{k}=w$, and $u_{i}-2 u_{i-1} \in\{-1,0,1\}^{n}$ for all $i=1, \ldots, k$.

We now describe how to construct a sequence of points $y_{0}, y_{1}, \ldots, y_{k} \in S$ such that $y_{i}$ is an optimal solution to $\max \left\{u_{i} y: y \in S\right\}$ for all $i$. First, note that all points of $S$ are
optimal for $u_{0}=0$ and hence we can take $y_{0}:=x$ to be the point of $S$ given as part of the input. We now explain how to determine $y_{i}$ from $y_{i-1}$ for $i=1, \ldots, k$. Suppose that $y_{i-1}$ has been determined. Set $\tilde{y}:=y_{i-1}$. Query the augmentation oracle on $\tilde{y} \in S$ and $u_{i}$; if the oracle returns a better point $\hat{y}$ then set $\tilde{y}:=\hat{y}$ and repeat, whereas if it asserts that there is no better point then the optimal solution for $u_{i}$ is read off to be $y_{i}:=\tilde{y}$. We now bound the number of calls to the oracle. Each time the oracle is queried on $\tilde{y}$ and $u_{i}$ and returns a better point $\hat{y}$, the improvement is by at least one, namely, $u_{i}(\hat{y}-\tilde{y}) \geq 1$, since $u_{i}, \tilde{y}, \hat{y}$ are integers. So the number of augmentations from $y_{i-1}$ to $y_{i}$ is at most the total improvement, which we claim satisfies the following inequality, where $\rho:=\rho(S)$ :

$$
u_{i}\left(y_{i}-y_{i-1}\right)=\left(u_{i}-2 u_{i-1}\right)\left(y_{i}-y_{i-1}\right)+2 u_{i-1}\left(y_{i}-y_{i-1}\right) \leq 2 n \rho+0=2 n \rho .
$$

Indeed, $y_{i-1}$ optimal for $u_{i-1}$ gives $u_{i-1}\left(y_{i}-y_{i-1}\right) \leq 0 ; u_{i}-2 u_{i-1} \in\{-1,0,1\}^{n}$ and $y_{i}, y_{i-1} \in S \subseteq[-\rho, \rho]^{n}$ imply $\left(u_{i}-2 u_{i-1}\right)\left(y_{i}-y_{i-1}\right) \leq 2 n \rho$.

Thus, after a total number of at most $2 n \rho k$ calls to the oracle, we obtain $y_{k}$ which is optimal for $u_{k}$. Since $w=u_{k}$, we can output $x^{*}:=y_{k}$ as the desired optimal solution to the linear optimization problem. Clearly, the number $2 n \rho k$ of calls to the oracle, the number of arithmetic operations, and the binary length of the numbers occurring during the algorithm are polynomial in $\rho(S),\langle x, w\rangle$.

In combinatorial optimization, with $S \subseteq\{0,1\}^{n}$, each edge of $\operatorname{conv}(S)$ is the difference of two $\{0,1\}$-vectors, and hence each edge direction of $\operatorname{conv}(S)$ is, up to a scalar multiple, a $\{-1,0,1\}$-vector. Moreover, any set $E \subset \mathbb{Z}^{n}$ of all edge directions of $\operatorname{conv}(S)$ with $S \subseteq\{0,1\}^{n}$ can be easily converted, by scaling some elements and dropping redundant ones, to one consisting of $\{-1,0,1\}$-vectors only. So, henceforth, when assuming that a set $S \subseteq\{0,1\}^{n}$ is endowed with a set $E$ of all edge directions of $\operatorname{conv}(S)$, we may and do assume that $E \subseteq\{-1,0,1\}^{n}$.

We proceed to show that an augmentation oracle can be efficiently realized for a set $S \subseteq\{0,1\}^{n}$ presented by a membership oracle and endowed with a set of all edge directions of $\operatorname{conv}(S)$. We also need one initial feasible point $x \in S$ to start with. Without such a point, exponential time cannot be generally avoided, as demonstrated in Section 1.2.1 for the set $S$ of bases of an almost trivial matroid.

Lemma 2.21. There is an algorithm that, given set $S \subseteq\{0,1\}^{n}$ presented by membership oracle, point $x \in S, w \in \mathbb{Z}^{n}$, and set $E \subseteq\{-1,0,1\}^{n}$ of all edge directions of $\operatorname{conv}(S)$, either returns a better point $\hat{x} \in S$, that is, one satisfying $w \hat{x}>w x$ or asserts that none exists, in time which is polynomial in $\langle w\rangle$ and $|E|$.

Proof. Setting $e:=-e$ if necessary, we may assume that $w e \geq 0$ for all $e \in E$. Now, using the membership oracle, check if there is an $e \in E$ such that $x+e \in S$ and we $>0$. If there is such an $e$ then output the better point $\hat{x}:=x+e$, whereas if there is no such $e$ then terminate asserting that no better point exists.

If the algorithm outputs an $\hat{x}$ then it is indeed a better point. Conversely, suppose $x$ is not a maximizer of $w$ over $S$. Since $S \subseteq\{0,1\}^{n}, x$ is a vertex of $\operatorname{conv}(S)$. Since $x$ is not a maximizer of $w$, there is an edge $[x, \hat{x}]$ of $\operatorname{conv}(S)$ with $\hat{x}$ a vertex satisfying $w \hat{x}>w x$. Then $e:=\hat{x}-x$ is a $\{-1,0,1\}$ edge direction of $[x, \hat{x}]$ with $w e>0$ and hence $e \in E$. So the algorithm will find a better point $\hat{x}=x+e$.

We can now prove a result of [83] that a convex function of the form $f(W x)$ can be maximized over a set $S \subseteq\{0,1\}^{n}$ presented by a mere membership oracle in polynomial time when a set of all edge directions of $\operatorname{conv}(S)$ is available.

Theorem 2.22. For every fixed $d$ there is an algorithm that, given $S \subseteq\{0,1\}^{n}$ presented by membership oracle, $x \in S$, integer $d \times n$ matrix $W$, set $E \subseteq\{-1,0,1\}^{n}$ of all edge directions of $\operatorname{conv}(S)$, and convex function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by comparison oracle, solves in time polynomial in $\langle W\rangle$ and $|E|$, the convex problem:

$$
\max \{f(W z): z \in S\}
$$

Proof. First, using the membership oracle of $S$, an augmentation oracle for $S$ can be realized by the algorithm of Lemma 2.21. Next, using the realized augmentation oracle of $S$ and noting that $\rho(S) \leq 1$, a linear-optimization oracle for $S$ can be realized by the algorithm of Lemma 2.20. Finally, using the realized linear-optimization oracle of $S$, we can apply the algorithm of Theorem 2.16 and solve the given convex maximization problem in polynomial time as claimed.

### 2.5 Some applications

We now describe some direct applications which use Theorems 2.10, 2.19, and 2.22. The algorithm of Theorem 2.16 is incorporated in Chapters 3-5 and enables convex integer programming with many more applications discussed in Sections 4.3 and 5.2.

### 2.5.1 Quadratic binary programming

Here, we discuss the following simple immediate application. The quadratic binary programming problem asks for $x \in\{0,1\}^{n}$ maximizing the quadratic form $x^{T} M x$ with $M$ a given $n \times n$ matrix. Consider the case of positive semidefinite $M=W^{T} W$ of rank $d$, with $W$ a given integer $d \times n$ matrix. If $d$ is variable then already this restricted version of the problem is NP-hard [46]. Theorem 2.22 implies the following result of [1] that for fixed $d$ the problem is polynomial time solvable.

Corollary 2.23. For every fixed $d$ there is an algorithm that, given integer $d \times n$ matrix $W$, solves in time polynomial in $\langle W\rangle$ the quadratic binary program:

$$
\begin{equation*}
\max \left\{\|W x\|_{2}^{2}: x \in\{0,1\}^{n}\right\} \tag{2.7}
\end{equation*}
$$

Proof. Let $S:=\{0,1\}^{n}$. Then the set $E:=\left\{\mathbf{1}_{1}, \ldots, \mathbf{1}_{n}\right\}$, of unit vectors in $\mathbb{R}^{n}$ is a set of all edge directions of $\operatorname{conv}(S)$ which is simply the $n$-cube $[0,1]^{n}$. The set $E$ is easily constructible in time polynomial in $n$, a membership oracle for $S$ is trivially and efficiently realizable, and $0 \in S$ is a trivial initial feasible point.

Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be the $l_{2}$ norm squared given by $f(y)=\|y\|_{2}^{2}=\sum_{i=1}^{d} y_{i}^{2}$. Then the comparison between $f(y)$ and $f(z)$ can be done for $y, z \in \mathbb{Z}^{d}$ in time polynomial in $\langle y, z\rangle$, providing an efficient realization of a comparison oracle for $f$.

This models (2.7) as a convex maximization problem $\max \{f(W x): x \in S\}$ which can be solved in polynomial time by the algorithm of Theorem 2.22.

### 2.5.2 Matroids and matroid intersections

We now revisit the matroid and matroid intersection problems from Section 1.2.1. We consider convex maximization over bases or independent sets of matroids and two matroid intersections. The matroids can be presented either by independence oracles or by basis oracles. We show the following results on maximizing $f(W x)$ for convex $f$, with the dependency of the running time on $W$ indicated. These results are extended in Section 6.1 to matroid optimization with arbitrary nonlinear functions.

| Single matroid | Two matroid intersections |
| :---: | :---: |
| Corollary 2.25 | Corollary 2.26 |
| Polynomial in $\langle W\rangle$ | Polynomial in $W$ |

As demonstrated in Section 1.2.1, under a basis oracle presentation, exponentially many queries may be needed even for linear optimization. So we assume that a basis oracle presentation is always endowed with some initial basis to start with. We will use the following simple lemma which establishes the polynomial time equivalence of independence oracle and basis oracle endowed with initial basis.

Lemma 2.24. A basis oracle can be realized and some basis obtained for a matroid on $n$ elements presented by an independence oracle in time polynomial in n. Conversely, an independence oracle can be realized for a matroid on $n$ elements presented by a basis oracle and endowed with some basis in time polynomial in $n$.

Proof. Let $M=(N, \mathcal{B})$ be a matroid and let $\mathcal{J}$ be its family of independent sets.
Suppose $M$ is presented by an independence oracle. A basis oracle is realized as follows: $B \subseteq N$ is a basis if and only if $B \in \mathcal{J}$ and $B \uplus\{i\} \notin \mathcal{J}$ for all $i \in N \backslash B$ which can be checked using the independence oracle. Some basis $B$ can be obtained by the greedy algorithm: initialize $I:=\emptyset$; while possible, pick an element $i \in N \backslash I$ such that $I:=I \uplus\{i\} \in \mathcal{J}$, set $I:=I \uplus\{i\}$, and repeat; output $B:=I$.

Suppose $M$ is presented by a basis oracle and endowed with basis $B$. An independence oracle is realized as follows: given nonempty $I=\left\{i_{1}, \ldots, i_{r}\right\} \subseteq N$, form a sequence of bases $B=B_{0}, B_{1}, \ldots$ as follows: having produced $B_{j-1}$, check if there is $k \in B_{j-1} \backslash I$ such that $B_{j-1} \cup\left\{i_{j}\right\} \backslash\{k\} \in \mathcal{B}$; if there is, set $B_{j}:=B_{j-1} \cup\left\{i_{j}\right\} \backslash\{k\}$ and continue; else stop. It is not hard to show that $I$ is independent in $M$ if and only if the sequence has been constructed successfully all the way up to $B_{r}$.

## Matroids and forests

Theorem 2.22 implies the following result of [48], [81] that maximizing $f(W x)$ over a matroid with $f$ convex and $W$ binary encoded can be done in polynomial time.

Corollary 2.25. For every fixed $d$ there is an algorithm that, given n element matroid $M$ presented by either independence oracle or basis oracle endowed with some basis, integer $d \times n$ matrix $W$, and convex function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by a comparison oracle, solves in time polynomial in $\langle W\rangle$, the convex matroid problem:

$$
\begin{equation*}
\max \{f(W x): x \in S\} \tag{2.8}
\end{equation*}
$$

over the bases $S:=\left\{\mathbf{1}_{B}: B \in \mathcal{B}\right\}$ or independent sets $S:=\left\{\mathbf{1}_{I}: I \in \mathcal{J}\right\}$ of $M$.

Proof. Consider first problem (2.8) with $S:=\left\{\mathbf{1}_{B}: B \in \mathcal{B}\right\}$ the set of matroid bases. We claim that $E:=\left\{\mathbf{1}_{i}-\mathbf{1}_{j}: 1 \leq i<j \leq n\right\}$ is a set of all edge directions of the matroid polytope $P:=\operatorname{conv}(S)$. Consider any edge $e=\left[y, y^{\prime}\right]$ of $P$, with $y, y^{\prime} \in S$, and let $B:=\operatorname{supp}(y)$ and $B^{\prime}:=\operatorname{supp}\left(y^{\prime}\right)$ be the corresponding bases. If $B \backslash B^{\prime}=\{i\}$ is a singleton then $B^{\prime} \backslash B=\{j\}$ is a singleton as well in which case $y-y^{\prime}=\mathbf{1}_{i}-\mathbf{1}_{j}$ and we are done. Suppose then, indirectly, that this is not the case. Let $h \in \mathbb{R}^{n}$ be uniquely maximized over $P$ at $e$, and pick an element $i$ in the symmetric difference $B \Delta B^{\prime}:=$ $\left(B \backslash B^{\prime}\right) \cup\left(B^{\prime} \backslash B\right)$ of minimum value $h_{i}$. Without loss of generality assume $i \in B \backslash B^{\prime}$. Then there is a $j \in B^{\prime} \backslash B$ such that $B^{\prime \prime}:=B \backslash\{i\} \cup\{j\}$ is also a basis. Let $y^{\prime \prime} \in S$ be the indicator of $B^{\prime \prime}$. Now, $\left|B \Delta B^{\prime}\right|>2$ implies that $B^{\prime \prime}$ is neither $B$ nor $B^{\prime}$. By the choice of $i$, we have $h y^{\prime \prime}=h y-h_{i}+h_{j} \geq h y$. So $y^{\prime \prime}$ is also a maximizer of $h$ over $P$ and hence $y^{\prime \prime} \in e$. But no $\{0,1\}$-vector is a convex combination of others, which is a contradiction.

Clearly, $E$ can be constructed in time polynomial in $n$. By Lemma 2.24, we may assume that $M$ is presented by a basis oracle and endowed with some basis $B$. So we have a membership oracle for $S$ and initial point $\mathbf{1}_{B} \in S$. Therefore, the algorithm of Theorem 2.22 can be used to solve the matroid problem in polynomial time.

Consider next problem (2.8) with $S:=\left\{\mathbf{1}_{I}: I \in \mathcal{I}\right\}$ the set of independent sets. Similar arguments show that a set of all edge directions of $\operatorname{conv}(S)$ is provided by the following:

$$
E:=\left\{\mathbf{1}_{i}-\mathbf{1}_{j}: 1 \leq i<j \leq n\right\} \uplus\left\{\mathbf{1}_{i}: 1 \leq i \leq n\right\} .
$$

Clearly, $E$ can be constructed in time polynomial in $n$. By Lemma 2.24, we may assume that $M$ is presented by an independence oracle. So we have a membership oracle for $S$ and initial point $0 \in S$. Therefore, the algorithm of Theorem 2.22 can be used to solve the matroid problem in polynomial time in this case as well.

A concrete application of Corollary 2.25 is for maximum norm forest problems.
Example 1.1 (revisited; maximum norm forest, see Figure 1.1). Let $G$ be graph with $n$ edges and $M$ its graphic matroid, $W$ integer $d \times n$ matrix, and $f$ the $l_{p}$ norm on $\mathbb{R}^{d}$. The problem is $\max \{f(W x): x \in S\}$ with $S$ the set of either all forests (independent sets of $M$ ) or inclusion-maximal forests (bases of $M$ ). An independence oracle for $M$ is easily efficiently realizable. The norm $f$ is convex and the comparison of $f(y), f(z)$ for $y, z \in W S$ can be done in time polynomial in $\langle y, z, p\rangle$, by comparing $\|y\|_{\infty},\|z\|_{\infty}$ for $p=\infty$ and $\|y\|_{p}^{p}$ and $\|z\|_{p}^{p}$ for positive integer $p$. By Corollary 2.25, this problem is solvable in time polynomial in $\langle W, p\rangle$.

## Matroid intersections and bipartite matchings

A classical result in combinatorial optimization is that linear optimization over two matroid intersections can be done in polynomial time [33]. Theorem 2.10 implies the following result of [11] that maximizing $f(W x)$ over two matroid intersections with $f$ convex and $W$ unary encoded can be done in polynomial time as well.

Corollary 2.26. For every fixed $d$ there is an algorithm that, given two $n$ element matroids, each presented by either independence oracle or basis oracle endowed with some
basis, integer $d \times n$ matrix $W$, and convex $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by comparison oracle, solves in time polynomial in $W$ the following convex matroid intersection problem over the set $S$ of common bases or common independent sets:

$$
\max \{f(W x): x \in S\}, \quad S:=\left\{\mathbf{1}_{B}: B \in \mathcal{B}_{1} \cap \mathcal{B}_{2}\right\} \quad \text { or } \quad S:=\left\{\mathbf{1}_{I}: I \in \mathcal{J}_{1} \cap \mathcal{J}_{2}\right\}
$$

Proof. By Lemma 2.24, we may assume that both matroids are presented by independence oracles. As is well known (see [33]), such presentation enables linear optimization over the set $S$ of either common bases or common independent sets of two matroids in polynomial time, providing a realization of a linear-optimization oracle for $S$. The result now follows by applying the algorithm of Theorem 2.10.

A concrete application of Corollary 2.26 is for convex assignment problems [12].
Example 2.27 (convex assignment). Consider again the assignment problem of Example 2.4 , where the feasible set $S$ consists of the $m \times m$ permutation matrices (also interpreted as the perfect matchings in the complete bipartite graph $K_{m, m}$ ). Let $S_{1}$ be the set of $\{0,1\}$-valued $m \times m$ matrices with one 1 per row and let $S_{2}$ be the set of $\{0,1\}$-valued $m \times m$ matrices with one 1 per column. Then $S_{1}, S_{2}$ are the sets of indicators of bases of matroids $M_{1}, M_{2}$ on $N:=\{(i, j): 1 \leq i, j \leq m\}$ and $S=S_{1} \cap S_{2}$ is the set of common bases. Independence oracles for $M_{1}, M_{2}$ are easily efficiently realizable. Corollary 2.26 then implies that the convex assignment problem $\max \{f(W x): x \in S\}$ can be solved for any given integer $d \times n$ matrix $W$ and convex $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by comparison oracle in time polynomial in $W$.

Under the hypothesis $\mathrm{P} \neq \mathrm{NP}$, Corollary 2.26 cannot be extended to $k \geq 3$ matroids, since already the linear matroid intersection problem for $k=3$ includes the traveling salesman problem as a special case. To see this, consider the related NP-complete problem of deciding if a given digraph $G=(V, N)$ with two vertices $s, t$ has a Hamiltonian dipath from $s$ to $t$. Define three matroids on $N$ as follows: let $M_{1}$ be the graphic matroid of the undirected graph underlying $G$; let $M_{2}$ be the matroid with $B \subseteq N$ a basis if, in the subdigraph $(V, B)$, the indegree of $s$ is 0 and the indegree of any $v \neq s$ is 1 ; let $M_{3}$ be the matroid with $B \subseteq N$ a basis if, in $(V, B)$, the outdegree of $t$ is 0 and the outdegree of any $v \neq t$ is 1 . Then $G$ has a Hamiltonian path if and only if the three matroids have a common basis.

### 2.5.3 Vector partitioning and clustering

The vector partitioning problem seeks to partition $n$ items among $p$ players so as to maximize social utility (see Figure 2.5 for a small example in the special case of identical players). Each player $i$ has an integer $q \times n$ utility matrix ${ }^{i} U$ whose $k$ th column ${ }^{i} U^{k}$ is the utility of item $k$ to player $i$ under $q$ criteria, with entry ${ }^{i} U_{j, k}$ the utility of item $k$ to player $i$ under criterion $j$. The utility matrix of an ordered partition $\pi=\left(\pi_{1}, \ldots, \pi_{p}\right)$ of the set $\{1, \ldots, n\}$ of items is the $q \times p$ matrix:

$$
U^{\pi}:=\left(\sum_{k \in \pi_{1}}^{1} U^{k}, \ldots, \sum_{k \in \pi_{p}}^{p} U^{k}\right)
$$

whose $i$ th column is the sum $\sum_{k \in \pi_{i}}^{i} U^{k}$ of utility vectors of items assigned to player $i$ under $\pi$, which is the total utility to player $i$ under $\pi$. The social utility of $\pi$ is the balancing of the player utilities by a convex function $f: \mathbb{Z}^{q \times p} \cong \mathbb{Z}^{p q} \rightarrow \mathbb{R}$ :

$$
f\left(U^{\pi}\right):=f\left(\sum_{k \in \pi_{1}}^{1} U_{1, k}, \ldots, \sum_{k \in \pi_{1}}^{1} U_{q, k}, \ldots, \sum_{k \in \pi_{p}}^{p} U_{1, k}, \ldots, \sum_{k \in \pi_{p}}^{p} U_{q, k}\right) .
$$

In the constrained version, the partition must be of a given shape, that is, the number $\left|\pi_{i}\right|$ of items that player $i$ gets has to be a given positive integer $\lambda_{i}$ (with $\sum \lambda_{i}=n$ ). In the unconstrained version, the number of items per player is unrestricted. If the number $p$ of


Figure 2.5: Vector partitioning example
players or the number $q$ of criteria is variable then the problem is NP-hard [57]. We now use Theorem 2.19 to show that when both $p$ and $q$ are fixed, both constrained and unconstrained versions of the partitioning problem are polynomial time solvable. The following corollary extends results of [39], [57], [83], [84] on identical players to nonidentical players as well.

Corollary 2.28. For every fixed numbers $p$ of players and $q$ of criteria, there is an algorithm that, given utility matrices ${ }^{1} U, \ldots,{ }^{p} U \in \mathbb{Z}^{q \times n}, 1 \leq \lambda_{1}, \ldots, \lambda_{p} \leq n$, and convex function $f: \mathbb{Z}^{p q} \rightarrow \mathbb{R}$ presented by a comparison oracle, solves the constrained or unconstrained partitioning problem in time polynomial in $\left\langle{ }^{1} U, \ldots,{ }^{p} U\right\rangle$.

Proof. We demonstrate only the constrained problem, the unconstrained version being similar and simpler. There is an obvious one-to-one correspondence between partitions and matrices $x \in\{0,1\}^{n \times p}$ satisfying $\sum_{i=1}^{p} x_{k, i}=1$ for all $k$, where partition $\pi$ corresponds to matrix $x$ with $x_{k, i}=1$ if $k \in \pi_{i}$ and $x_{k, i}=0$ otherwise. Then the feasible partitions become the integer points of a transportation problem,

$$
\begin{equation*}
S:=\left\{x \in \mathbb{Z}_{+}^{n \times p}: \sum_{k=1}^{n} x_{k, i}=\lambda_{i}, \sum_{i=1}^{p} x_{k, i}=1\right\} . \tag{2.9}
\end{equation*}
$$

Identify $\mathbb{Z}^{n \times p} \cong \mathbb{Z}^{n p}$ by the coordinate order $x=\left(x_{1,1}, \ldots, x_{1, p}, \ldots, x_{n, 1}, \ldots, x_{n, p}\right)$. Let $A$ denote the $(p+n) \times n p$ matrix defining the system of equations in (2.9). Then $A$ is the adjacency matrix of the complete bipartite graph $K_{p, n}$ and is totally unimodular. Moreover, $c \in \mathbb{Z}^{n p}$ is a circuit of $A$ if and only if it is supported on the set of edges of a circuit of $K_{p, n}$ with values $\pm 1$ alternating along the circuit. Since $p$ is fixed, the number of circuits of $K_{p, n}$ satisfies $\sum_{i=2}^{p}\binom{p}{i}\binom{n}{i} i!(i-1)!=O\left(n^{p}\right)$, and therefore the set $\mathcal{C}(A)$ of circuits of $A$ can be constructed in polynomial time.

Define an integer $p q \times n p$ matrix $W$ by setting $W_{(i, j),(k, i)}:={ }^{i} U_{j, k}$ for all $i, j, k$, and setting all other entries to zero. Then for any partition $\pi$ and its corresponding vector $x \in\{0,1\}^{n p}$, we have $\sum_{k \in \pi_{i}}^{i} U_{j, k}=(W x)_{(i, j)}$ for all $i, j$. This models the problems as a convex program, with $W$ having a fixed number $d:=p q$ of rows:

$$
\max \{f(W x): x \in S\}
$$

Now, apply the algorithm of Theorem 2.19 to data consisting of the matrix $A$, its set of circuits $\mathcal{C}(A)$ computed as explained above, $b:=\left(\lambda_{1}, \ldots, \lambda_{p}, 1, \ldots, 1\right), l:=0$, and $u:=1$, and solve the vector partitioning problem in polynomial time.

A concrete important application of vector partitioning is for clustering.
Example 2.29 (minimal variance clustering). This problem has numerous applications in the analysis of statistical data: group $n$ observed points $u^{1}, \ldots, u^{n}$ in $\mathbb{R}^{q}$ into $p$ clusters $\pi_{1}, \ldots, \pi_{p}$ so as to minimize the sum of cluster variances as follows:

$$
\sum_{i=1}^{p} \frac{1}{\left|\pi_{i}\right|} \sum_{k \in \pi_{i}}\left\|u^{k}-\left(\frac{1}{\left|\pi_{i}\right|} \sum_{k \in \pi_{i}} u^{k}\right)\right\|^{2}
$$

Consider instances where there are $n=p c$ points and the desired clustering is balanced, that is, the clusters should have equal size $c$. Assume that the observation points are rational, and then suitably scale them to become integer. Suitable manipulation of the sum of variances expression above shows that the problem is equivalent to a constrained vector partitioning problem, with $p$ identical players (the clusters) having a common $q \times n$ utility matrix $U:=\left(u^{1}, \ldots, u^{n}\right)$ with $\lambda_{i}=c$ for all $i$ and with $f: \mathbb{Z}^{p q} \rightarrow \mathbb{R}$ (to be maximized) being the $l_{2}$ norm squared as follows:

$$
f(z):=\|z\|^{2}:=\sum_{j=1}^{q} \sum_{i=1}^{p}\left|z_{j, i}\right|^{2} .
$$

By Corollary 2.28 , we can cluster optimally in polynomial time for all fixed $p, q$.

## Notes

The ellipsoid method of Yudin and Nemirovskii [101] is a powerful tool which, as is well known, led to the first polynomial time algorithm for linear programming by Khachiyan [59] and to the oracle equivalence of separation and linear optimization of Grötschel, Lovász, and Schrijver on their many applications in combinatorial optimization in [44], [72]. As recently shown in [79], without significant increase of computational effort, the ellipsoid method can also be augmented with the computation of proximity certificates for a variety of problems with convex structure including convex minimization, variational inequalities with monotone operators, and computation of Nash equilibria in convex games. But in this monograph, we use it only in deriving Theorem 2.10 in Section 2.2, which has an alternative derivation without the ellipsoid method given in Section 2.3.3. The main result of this chapter, which is Theorem 2.16 on convex maximization using edge directions, is from [83]. It extends earlier results of [81], [84] and is further extended in [23]. It exploits efficient vertex enumeration using the nonstandard information coming from the edge directions. The problem of vertex enumeration of a polyhedron presented by linear inequalities, which is of different flavor, has been studied extensively in the literature. An output-sensitive algorithm for vertex enumeration is given in [5] by Avis and Fukuda, and the hardness of the problem for possibly unbounded polyhedra is shown in [60]. Theorem 2.19 on convex integer maximization over a system defined by a totally unimodular matrix given the circuits of the matrix can be extended to other classes of matrices which define integer polyhedra. Let us mention the important class of balanced matrices which strictly contains totally unimodular matrices, studied extensively by Conforti and Cornuéjols, see [19] and the references therein. The results on efficient convex maximization over matroids and matroid intersections are from [48], [81], and [11], respectively. The fruitful interplay between convexity and matroids extends more generally to submodular functions, polymatroids, and beyond; see the books [37] by Fujishige, and [77] by Murota for further details on this line of research. The applications for vector partitioning and clustering come from and extend the series of the papers [39], [57], [83], [84].

## 3 Nonlinear Integer Programming

In this chapter, we consider nonlinear integer programming, that is, nonlinear optimization over a set of integer points given by linear inequalities, of the form:

$$
\begin{equation*}
S:=\left\{x \in \mathbb{Z}^{n}: A x=b, l \leq x \leq u\right\}, \tag{3.1}
\end{equation*}
$$

where $A$ is an integer $m \times n$ matrix, $b \in \mathbb{Z}^{m}$, and $l, u \in \mathbb{Z}_{\infty}^{n}$ with $\mathbb{Z}_{\infty}=\mathbb{Z} \uplus\{ \pm \infty\}$.
A fundamental object in the theory of integer programming is the Graver basis introduced by Graver already back in 1975 [41]. However, only very recently, in the series of papers [23], [24], [50], [51], it was established that the Graver basis can be used to solve linear and nonlinear integer programming problems in polynomial time. In this chapter, we describe these important new developments. In Section 3.1, we define the Graver basis and describe some of its basic properties. In Section 3.2, we prove the main result of this chapter, Theorem 3.12, showing that the Graver basis enables to minimize separable convex functions over sets of the form (3.1) in polynomial time. In Section 3.3, we discuss several specializations and extensions of this result to other types of objective functions. We conclude with a short description in Section 3.4 of a simple finite procedure for computing the Graver basis.

The following table enables quick navigation among some of the theorems in this chapter providing polynomial time optimization over sets of the form (3.1).

| $\min w x$ <br> (linear objective) | $\min f(x)$ <br> $f$ separable convex | $\max f(W x)$ <br> $f$ convex | $\min f(W x)+g(x)$ <br> $f, g$ separable convex |
| :---: | :---: | :---: | :---: |
| Theorem 3.13 | Theorem 3.12 | Theorem 3.16 | Theorem 3.17 |

### 3.1 Graver bases

We begin with the definition of the Graver basis and some of its basic properties. Throughout this section $A$ is an integer $m \times n$ matrix. Recall the following terminology from Section 2.3.4. The lattice of $A$ is $\mathcal{L}(A):=\left\{x \in \mathbb{Z}^{n}: A x=0\right\}$. The set of nonzero elements in $\mathcal{L}(A)$ is denoted by $\mathcal{L}^{*}(A):=\left\{x \in \mathbb{Z}^{n}: A x=0, x \neq 0\right\}$. We use the partial order $\sqsubseteq$ on $\mathbb{R}^{n}$ defined as follows: for $x, y \in \mathbb{R}^{n}$, we write $x \sqsubseteq y$ and say that $x$ is conformal to $y$ if $x_{i} y_{i} \geq 0$ (that is, $x$ and $y$ lie in the same orthant) and $\left|x_{i}\right| \leq\left|y_{i}\right|$ for $i=1, \ldots, n$. A finite sum $u:=\sum_{i} v_{i}$ of vectors in $\mathbb{R}^{n}$ is conformal if $v_{i} \sqsubseteq u$ for all $i$ and hence all summands lie in the same orthant.

A simple extension of a classical lemma of Gordan [40] implies that every subset of $\mathbb{Z}^{n}$ has finitely many $\sqsubseteq$-minimal elements. The following definition is from [41].

Definition 3.1. The Graver basis of an integer matrix $A$ is defined to be the finite set $\mathcal{G}(A) \subset \mathbb{Z}^{n}$ of $\sqsubseteq$-minimal elements in $\mathcal{L}^{*}(A)=\left\{x \in \mathbb{Z}^{n}: A x=0, x \neq 0\right\}$.

Recall also from Section 2.3.4 that a circuit of $A$ is an element $c \in \mathcal{L}^{*}(A)$ whose support $\operatorname{supp}(c)$ is minimal under inclusion and whose entries are relatively prime. Like the set $\mathcal{C}(A)$ of circuits, the Graver basis $\mathcal{G}(A)$ is centrally symmetric, that is, $g \in \mathcal{G}(A)$ if and only if $-g \in \mathcal{G}(A)$. It follows directly from the definitions that for every matrix $A$, the set of circuits is contained in the Graver basis, that is, $\mathcal{C}(A) \subseteq \mathcal{G}(A)$. The converse is typically false. For instance, already for the tiny $1 \times 3$ matrix $A:=\left(\begin{array}{ll}1 & 2\end{array}\right)$, the Graver basis strictly contains the set of circuits:

$$
\mathcal{G}(A)= \pm\{(2,-1,0),(0,-1,2),(1,0,-1),(1,-1,1)\}=\mathcal{C}(A) \uplus \pm\{(1,-1,1)\}
$$

We have the following fundamental property of the Graver basis.
Lemma 3.2. Every vector $x \in \mathcal{L}^{*}(A)$ is a conformal sum $x=\sum_{i} g_{i}$ of Graver basis elements $g_{i} \in \mathcal{G}(A)$, with some elements possibly appearing with repetitions.

Proof. By induction on the well partial order $\sqsubseteq$. Consider any $x \in \mathcal{L}^{*}(A)$. If it is $\sqsubseteq-$ minimal in $\mathcal{L}^{*}(A)$ then $x \in \mathcal{G}(A)$ by definition of the Graver basis and we are done. Otherwise, there is an element $g \in \mathcal{G}(A)$ such that $g \sqsubset x$. Set $y:=x-g$. Then $y \in \mathcal{L}^{*}(A)$ and $y \sqsubset x$, so by induction there is a conformal sum $y=\sum_{i} g_{i}$ with $g_{i} \in \mathcal{G}(A)$ for all $i$. Now, $x=g+\sum_{i} g_{i}$ is a conformal sum of $x$.

Recall from Section 2.4 that an augmentation oracle for $S \subseteq \mathbb{Z}^{n}$ is one that, queried on $x \in S$ and $w \in \mathbb{Z}^{n}$, either asserts that $x$ is optimal for the optimization problem $\max \{w x: x \in S\}$ or returns $\hat{x} \in S$ satisfying $w \hat{x}>w x$. Definition 3.1, made by Graver already back in 1975 [41], is motivated by the following lemma that shows that $\mathcal{G}(A)$ enables to realize an augmentation oracle for a set $S$ of the form (3.1).

Lemma 3.3. There is an algorithm that, given the Graver basis $\mathcal{G}(A)$ of an integer $m \times n$ matrix $A, l, u \in \mathbb{Z}_{\infty}^{n}$, and $x, w \in \mathbb{Z}^{n}$ with $l \leq x \leq u$, in time polynomial in $\langle\mathcal{G}(A), l, u, x, w\rangle$, either asserts that $x$ is optimal for the linear optimization problem $\max \left\{w z: z \in \mathbb{Z}^{n}, A z=b, l \leq z \leq u\right\}$ with $b:=A x$ or returns a better point $\hat{x}$.

Proof. Suppose that $x$ is not optimal. Let $x^{*}$ be any better feasible point and put $h:=$ $x^{*}-x$. Then $A h=b-b=0$ so $h \in \mathcal{L}^{*}(A)$ and hence, by Lemma 3.2, there is a conformal sum $h=\sum_{i} g_{i}$ with $g_{i} \in \mathcal{G}(A)$ for all $i$. Now, $l \leq x, x+h=x^{*} \leq u$ and $g_{i} \sqsubseteq h$ imply that $l \leq x+g_{i} \leq u$ for all $i$. Also, $A\left(x+g_{i}\right)=A x=b$ for all $i$. Therefore, $x+g_{i}$ is feasible for all $i$. Now, $0<w x^{*}-w x=w h=\sum_{i} w g_{i}$ implies that $w g_{i}>0$ for some $g_{i}$ in this sum. Therefore, $x+g_{i}$ is feasible and better.

So the algorithm is very simple: if $w g>0$ for some $g \in G$ with $l \leq x+g \leq u$ then $\hat{x}:=x+g$ is an easily computable better point; otherwise, $x$ is optimal.

Combining Lemmas 3.3 and 2.20, it is possible to use the Graver basis to solve the linear optimization problem over $S=\left\{x \in \mathbb{Z}^{n}: A x=b, l \leq x \leq u\right\}$. However, the running time of this procedure is polynomial only in the unary length of the radius $\rho(S)$ of $S$. In integer programming, this is unsatisfactory since $\rho(S)$ is typically exponential in the natural binary length of the data $\langle A, l, u, b\rangle$ defining $S$, and the resulting linear optimization algorithm is not naturally polynomial.

However, in Section 3.2 we describe the recent important developments from [23], [24], [50], [51], that establish much stronger results, showing that, in fact, the Graver basis does enable to solve linear and nonlinear optimization problems over sets of the from (3.1) in time which is genuinely polynomial, in the natural binary length of the data $\langle A, l, u, b\rangle$ which defines the feasible set (along with the binary length of the given Graver basis).

We need the following stronger form of Lemma 3.2 which basically follows from the integer analogs of Carathéodory's theorem established in [20] and [94].

Lemma 3.4. Every $x \in \mathcal{L}^{*}(A)$ is a conformal sum $x=\sum_{i=1}^{t} \lambda_{i} g_{i}$ which involves $t \leq 2 n-2$ nonnegative integer coefficients $\lambda_{i}$ and Graver basis elements $g_{i} \in \mathcal{G}(A)$.

Proof. We prove the slightly weaker bound $t \leq 2 n-1$ from [20]. A proof of the stronger bound can be found in [94]. Consider any $x \in \mathcal{L}^{*}(A)$ and let $g_{1}, \ldots, g_{s}$ be all elements of $\mathcal{G}(A)$ lying in the same orthant as $x$. Consider the linear program:

$$
\begin{equation*}
\max \left\{\sum_{i=1}^{s} \lambda_{i}: x=\sum_{i=1}^{s} \lambda_{i} g_{i}, \lambda_{i} \in \mathbb{R}_{+}\right\} \tag{3.2}
\end{equation*}
$$

By Lemma 3.2, the point $x$ is a nonnegative linear combination of the $g_{i}$ and hence the program (3.2) is feasible. Since all $g_{i}$ are nonzero and in the same orthant as $x$, program (3.2) is also bounded. As is well known, it then has a basic optimal solution, that is, an optimal solution $\lambda_{1}, \ldots, \lambda_{s}$ with at most $n$ of the $\lambda_{i}$ nonzero. Let

$$
y:=\sum\left(\lambda_{i}-\left\lfloor\lambda_{i}\right\rfloor\right) g_{i}=x-\sum\left\lfloor\lambda_{i}\right\rfloor g_{i}
$$

If $y=0$ then $x=\sum\left\lfloor\lambda_{i}\right\rfloor g_{i}$ is a conformal sum of at most $n$ of the $g_{i}$ and we are done. Otherwise, $y \in \mathcal{L}^{*}(A)$ and $y$ lies in the same orthant as $x$, and hence, by Lemma 3.2 again, $y=\sum_{i=1}^{s} \mu_{i} g_{i}$ with all $\mu_{i} \in \mathbb{Z}_{+}$. Then $x=\sum\left(\mu_{i}+\left\lfloor\lambda_{i}\right\rfloor\right) g_{i}$ and hence, since the $\lambda_{i}$ form an optimal solution to (3.2), we have $\sum\left(\mu_{i}+\left\lfloor\lambda_{i}\right\rfloor\right) \leq \sum \lambda_{i}$. Therefore, $\sum \mu_{i} \leq$ $\sum\left(\lambda_{i}-\left\lfloor\lambda_{i}\right\rfloor\right)<n$ with the last inequality holding since at most $n$ of the $\lambda_{i}$ are nonzero. Since the $\mu_{i}$ are integers, at most $n-1$ of them are nonzero. So $x=\sum\left(\mu_{i}+\left\lfloor\lambda_{i}\right\rfloor\right) g_{i}$ is a conformal sum of $x$ involving at most $2 n-1$ of the $g_{i}$.

We remark that the smallest possible bound $t(n)$ that could possibly replace $2 n-2$ in the statement of Lemma 3.4, sometimes called the integer Carathéodory number, is yet unknown. While it has been conjectured in [20] that $t(n)=n$, it was eventually shown in [17] that in fact $t(n) \geq\left\lfloor\frac{7}{6} n\right\rfloor>n$ for any dimension $n \geq 6$.

The Graver basis also enables to check finiteness of feasible integer programs.
Lemma 3.5. Let $\mathcal{G}(A)$ be the Graver basis of matrix $A$ and let $l, u \in \mathbb{Z}_{\infty}^{n}$. If there is some $g \in \mathcal{G}(A)$ satisfying $g_{i} \leq 0$ whenever $u_{i}<\infty$ and $g_{i} \geq 0$ whenever $l_{i}>-\infty$ then every set of the form $S:=\left\{x \in \mathbb{Z}^{n}: A x=b, l \leq x \leq u\right\}$ is either empty or infinite, whereas if there is no such $g$, then every set $S$ of this form is finite. Clearly, the existence of such $g$ can be checked in time polynomial in $\langle\mathcal{G}(A), l, u\rangle$.

Proof. First suppose there exists such $g$. Consider any such $S$. Suppose $S$ contains some point $x$. Then for all $\lambda \in \mathbb{Z}_{+}$, we have $l \leq x+\lambda g \leq u$ and $A(x+\lambda g)=A x=b$
and hence $x+\lambda g \in S$, so $S$ is infinite. Next, suppose $S$ is infinite. Then the polyhedron $P:=\left\{x \in \mathbb{R}^{n}: A x=b, l \leq x \leq u\right\}$ is unbounded and hence, as is well known, has a recession vector, that is, a nonzero $h$, which we may assume to be integer, such that $x+\alpha h \in P$ for all $x \in P$ and $\alpha \geq 0$. This implies that $h \in \mathcal{L}^{*}(A)$ and that $h_{i} \leq 0$ whenever $u_{i}<\infty$ and $h_{i} \geq 0$ whenever $l_{i}>-\infty$. So $h$ is a conformal sum $h=\sum g_{i}$ of vectors $g_{i} \in \mathcal{G}(A)$, each of which also satisfies $g_{i} \leq 0$ whenever $u_{i}<\infty$ and $g_{i} \geq 0$ whenever $l_{i}>-\infty$, providing such $g$.

### 3.2 Efficient separable convex minimization

In this section, we consider the following nonlinear integer minimization problem:

$$
\begin{equation*}
\min \left\{f(x): x \in \mathbb{Z}^{n}, A x=b, l \leq x \leq u\right\} \tag{3.3}
\end{equation*}
$$

with $A$ integer $m \times n$ matrix, $b \in \mathbb{Z}^{m}, l, u \in \mathbb{Z}_{\infty}^{n}$, and $f: \mathbb{Z}^{n} \rightarrow \mathbb{Z}$ separable convex function, that is, $f(x)=\sum_{j=1}^{n} f_{j}\left(x_{j}\right)$ with each $f_{j}: \mathbb{Z} \rightarrow \mathbb{Z}$ univariate convex.

The main result here is Theorem 3.12: given the Graver basis $\mathcal{G}(A)$ of $A$, we can solve problem (3.3) for any separable convex function in polynomial time.

We prove a sequence of six lemmas and then combine them to prove Theorem 3.12. We start with two simple lemmas about univariate convex functions. The first lemma establishes a certain supermodularity property of such functions.

Lemma 3.6. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a univariate convex function, let $r$ be a real number, and let $s_{1}, \ldots, s_{m}$ be real numbers satisfying $s_{i} s_{j} \geq 0$ for all $i, j$. Then we have the following:

$$
f\left(r+\sum_{i=1}^{m} s_{i}\right)-f(r) \geq \sum_{i=1}^{m}\left(f\left(r+s_{i}\right)-f(r)\right)
$$

Proof. Define a new function $g: \mathbb{R} \rightarrow \mathbb{R}$ by $g(x):=f(r+x)-f(r)$ for all $x \in \mathbb{R}$. Then $g$ is also convex and $g(0)=0$. Therefore, for all $x \in \mathbb{R}$ and $0 \leq \mu \leq 1$ :

$$
g(\mu x)=g((1-\mu) 0+\mu x) \leq(1-\mu) g(0)+\mu g(x)=\mu g(x)
$$

Now assume that not all $s_{i}$ are zero else the claim of the lemma is trivial. Define

$$
\lambda_{i}:=\frac{s_{i}}{\sum_{j=1}^{m} s_{j}}, \quad i=1, \ldots, m
$$

Then $\sum_{i=1}^{m} \lambda_{i}=1$ and $0 \leq \lambda_{i} \leq 1$ for all $i$ since all $s_{i}$ have the same sign. Therefore,

$$
\sum_{i=1}^{m} g\left(s_{i}\right)=\sum_{i=1}^{m} g\left(\lambda_{i} \sum_{j=1}^{m} s_{j}\right) \leq \sum_{i=1}^{m} \lambda_{i} g\left(\sum_{j=1}^{m} s_{j}\right)=g\left(\sum_{j=1}^{m} s_{j}\right)
$$

and hence, as claimed

$$
\sum_{i=1}^{m}\left(f\left(r+s_{i}\right)-f(r)\right)=\sum_{i=1}^{m} g\left(s_{i}\right) \leq g\left(\sum_{j=1}^{m} s_{j}\right)=f\left(r+\sum_{j=1}^{m} s_{j}\right)-f(r)
$$

The second lemma shows that univariate convex functions can be minimized efficiently over an interval of integers using repeated bisections.

Lemma 3.7. There is an algorithm that, given any two integer numbers $r \leq s$ and any univariate convex function $f: \mathbb{Z} \rightarrow \mathbb{R}$ given by a comparison oracle, solves in time polynomial in $\langle r, s\rangle$ the following univariate integer minimization problem:

$$
\min \{f(\lambda): \lambda \in \mathbb{Z}, r \leq \lambda \leq s\}
$$

Proof. If $r=s$ then $\lambda:=r$ is optimal. So assume that $r \leq s-1$. Consider the integers:

$$
r \leq\left\lfloor\frac{r+s}{2}\right\rfloor<\left\lfloor\frac{r+s}{2}\right\rfloor+1 \leq s
$$

Use the oracle of $f$ to compare $f\left(\left\lfloor\frac{r+s}{2}\right\rfloor\right)$ and $f\left(\left\lfloor\frac{r+s}{2}\right\rfloor+1\right)$. By convexity of $f$ :
$f\left(\left\lfloor\frac{r+s}{2}\right\rfloor\right)=f\left(\left\lfloor\frac{r+s}{2}\right\rfloor+1\right) \Longrightarrow \lambda:=\left\lfloor\frac{r+s}{2}\right\rfloor$ is a minimum of $f$;
$f\left(\left\lfloor\frac{r+s}{2}\right\rfloor\right)<f\left(\left\lfloor\frac{r+s}{2}\right\rfloor+1\right) \Longrightarrow$ the minimum of $f$ is in the interval $\left[r,\left\lfloor\frac{r+s}{2}\right\rfloor\right]$; $f\left(\left\lfloor\frac{r+s}{2}\right\rfloor\right)>f\left(\left\lfloor\frac{r+s}{2}\right\rfloor+1\right) \Longrightarrow$ the minimum of $f$ is in the interval $\left[\left\lfloor\frac{r+s}{2}\right\rfloor+1, s\right]$.
Thus, we either obtain the optimal point or bisect the interval $[r, s]$ and repeat. So in $O(\log (s-r))=O(\langle r, s\rangle)$ bisections, we find an optimal solution $\lambda \in \mathbb{Z} \cap[r, s]$.

The next two lemmas extend Lemmas 3.6 and 3.7. The first lemma shows the supermodularity of separable convex functions with respect to conformal sums, see also [78].

Lemma 3.8. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be any separable convex function, $x \in \mathbb{R}^{n}$ any point, and $\sum g_{i}$ any conformal sum in $\mathbb{R}^{n}$. Then we have the following inequality:

$$
f\left(x+\sum g_{i}\right)-f(x) \geq \sum\left(f\left(x+g_{i}\right)-f(x)\right)
$$

Proof. Let $f_{j}$ be univariate convex functions such that $f(x)=\sum_{j=1}^{n} f_{j}\left(x_{j}\right)$. Consider any $1 \leq j \leq n$. Since $\sum g_{i}$ is a conformal sum, we have $g_{i, j} g_{k, j} \geq 0$ for all $i, k$ and so, setting $r:=x_{j}$ and $s_{i}:=g_{i, j}$ for all $i$, Lemma 3.6 applied to $f_{j}$ implies the following:

$$
\begin{equation*}
f_{j}\left(x_{j}+\sum_{i} g_{i, j}\right)-f_{j}\left(x_{j}\right) \geq \sum_{i}\left(f_{j}\left(x_{j}+g_{i, j}\right)-f_{j}\left(x_{j}\right)\right) \tag{3.4}
\end{equation*}
$$

Summing the equations (3.4) for $j=1, \ldots, n$, we obtain the claimed inequality.
The second lemma enables to find a best improvement step in a given direction.
Lemma 3.9. There is an algorithm that, given bounds $l$, $u \in \mathbb{Z}_{\infty}^{n}$, direction $g \in \mathbb{Z}^{n}$, point $x \in \mathbb{Z}^{n}$ with $l \leq x \leq u$, and convex function $f: \mathbb{Z}^{n} \rightarrow \mathbb{R}$ presented by comparison oracle, solves in time polynomial in $\langle l, u, g, x\rangle$, the univariate problem:

$$
\begin{equation*}
\min \left\{f(x+\lambda g): \lambda \in \mathbb{Z}_{+}, l \leq x+\lambda g \leq u\right\} \tag{3.5}
\end{equation*}
$$

Proof. Let $S:=\left\{\lambda \in \mathbb{Z}_{+}: l \leq x+\lambda g \leq u\right\}$ be the feasible set and let $s:=\sup S$, which is easy to determine. If $s=\infty$ then conclude that $S$ is infinite and stop. Otherwise, $S=$ $\{0,1, \ldots, s\}$ and the problem can be solved by the algorithm of Lemma 3.7 minimizing the univariate convex function $h(\lambda):=h(x+\lambda g)$ over $S$.

We can now show that the Graver basis of $A$ allows to solve problem (3.3) in polynomial time, provided we are given an initial feasible point to start with. We later show how to find such an initial point as well. Below, and throughout this chapter, $\hat{f}$ denotes the maximum value of $|f(x)|$ over the feasible set and need not be part of the input. An outline of the algorithm is provided in Figure 3.1.


Figure 3.1: Separable convex minimization using Graver bases

Lemma 3.10. There is an algorithm that, given integer $m \times n$ matrix $A$, its Graver basis $\mathcal{G}(A)$, vectors $l, u \in \mathbb{Z}_{\infty}^{n}$ and $x \in \mathbb{Z}^{n}$ with $l \leq x \leq u$, and separable convex function $f: \mathbb{Z}^{n} \rightarrow \mathbb{Z}$ presented by a comparison oracle, solves the integer program:

$$
\begin{equation*}
\min \left\{f(z): z \in \mathbb{Z}^{n}, A z=b, l \leq z \leq u\right\}, \quad b:=A x \tag{3.6}
\end{equation*}
$$

in time which is polynomial in the binary length $\langle\mathcal{G}(A), l, u, x, \hat{f}\rangle$ of the data.
Proof. First, apply the algorithm of Lemma 3.5 to $\mathcal{G}(A)$ and $l, u$ and either detect that the feasible set is infinite and stop, or conclude it is finite and continue. Next, produce a
sequence of feasible points $x_{0}, x_{1}, \ldots, x_{s}$ with $x_{0}:=x$ the given input point, as follows. Having obtained $x_{k}$, solve the univariate minimization problem:

$$
\begin{equation*}
\min \left\{f\left(x_{k}+\lambda g\right): \lambda \in \mathbb{Z}_{+}, g \in \mathcal{G}(A), l \leq x_{k}+\lambda g \leq u\right\} \tag{3.7}
\end{equation*}
$$

by applying the algorithm of Lemma 3.9 for each $g \in \mathcal{G}(A)$. If the minimal value in (3.7) satisfies $f\left(x_{k}+\lambda g\right)<f\left(x_{k}\right)$ then set $x_{k+1}:=x_{k}+\lambda g$ and repeat, else stop and output the last point $x_{s}$ in the sequence. Now, $A x_{k+1}=A\left(x_{k}+\lambda g\right)=A x_{k}=b$ by induction on $k$, so each $x_{k}$ is feasible. Since the feasible set is finite and the $x_{k}$ have decreasing objective values and hence distinct, the algorithm terminates.

We now show that the point $x_{s}$ output by the algorithm is optimal. Let $x^{*}$ be any optimal solution to (3.6). Consider any point $x_{k}$ in the sequence and suppose that it is not optimal. We claim that a new point $x_{k+1}$ will be produced and will satisfy the following:

$$
\begin{equation*}
f\left(x_{k+1}\right)-f\left(x^{*}\right) \leq \frac{2 n-3}{2 n-2}\left(f\left(x_{k}\right)-f\left(x^{*}\right)\right) \tag{3.8}
\end{equation*}
$$

By Lemma 3.4, we can write the difference $x^{*}-x_{k}=\sum_{i=1}^{t} \lambda_{i} g_{i}$ as conformal sum involving $1 \leq t \leq 2 n-2$ elements $g_{i} \in \mathcal{G}(A)$ with all $\lambda_{i} \in \mathbb{Z}_{+}$. By Lemma 3.8:

$$
f\left(x^{*}\right)-f\left(x_{k}\right)=f\left(x_{k}+\sum_{i=1}^{t} \lambda_{i} g_{i}\right)-f\left(x_{k}\right) \geq \sum_{i=1}^{t}\left(f\left(x_{k}+\lambda_{i} g_{i}\right)-f\left(x_{k}\right)\right)
$$

Adding $t\left(f\left(x_{k}\right)-f\left(x^{*}\right)\right)$ on both sides and rearranging terms, we obtain the following:

$$
\sum_{i=1}^{t}\left(f\left(x_{k}+\lambda_{i} g_{i}\right)-f\left(x^{*}\right)\right) \leq(t-1)\left(f\left(x_{k}\right)-f\left(x^{*}\right)\right)
$$

Therefore, there is some summand on the left-hand side satisfying the following:

$$
f\left(x_{k}+\lambda_{i} g_{i}\right)-f\left(x^{*}\right) \leq \frac{t-1}{t}\left(f\left(x_{k}\right)-f\left(x^{*}\right)\right) \leq \frac{2 n-3}{2 n-2}\left(f\left(x_{k}\right)-f\left(x^{*}\right)\right)
$$

So the point $x_{k}+\lambda g$ attaining minimum in (3.7) satisfies the following:

$$
f\left(x_{k}+\lambda g\right)-f\left(x^{*}\right) \leq f\left(x_{k}+\lambda_{i} g_{i}\right)-f\left(x^{*}\right) \leq \frac{2 n-3}{2 n-2}\left(f\left(x_{k}\right)-f\left(x^{*}\right)\right)
$$

and so indeed $x_{k+1}:=x_{k}+\lambda g$ will be produced and will satisfy (3.8). This shows that the last point $x_{s}$ produced and output by the algorithm is indeed optimal.

We proceed to bound the number $s$ of points. Consider any $i<s$ and the intermediate nonoptimal point $x_{i}$ in the sequence produced by the algorithm. Then $f\left(x_{i}\right)>f\left(x^{*}\right)$ with both values integer, and so repeated use of (3.8) gives the following:

$$
\begin{aligned}
1 \leq f\left(x_{i}\right)-f\left(x^{*}\right) & =\prod_{k=0}^{i-1} \frac{f\left(x_{k+1}\right)-f\left(x^{*}\right)}{f\left(x_{k}\right)-f\left(x^{*}\right)}\left(f(x)-f\left(x^{*}\right)\right) \\
& \leq\left(\frac{2 n-3}{2 n-2}\right)^{i}\left(f(x)-f\left(x^{*}\right)\right)
\end{aligned}
$$

and therefore

$$
i \leq\left(\log \frac{2 n-2}{2 n-3}\right)^{-1} \log \left(f(x)-f\left(x^{*}\right)\right)
$$

Therefore, the number $s$ of points produced by the algorithm is at most one unit larger than this bound, and using a simple bound on the logarithm, we obtain the following:

$$
s=O\left(n \log \left(f(x)-f\left(x^{*}\right)\right)\right)
$$

Thus, the number of points produced and the total running time are polynomial.
Next, we show that we can also find an initial feasible point for a given integer program or assert that the given set is empty or infinite, in polynomial time.

Lemma 3.11. There is an algorithm that, given integer $m \times n$ matrix $A$, its Graver basis $\mathcal{G}(A)$, $l, u \in \mathbb{Z}_{\infty}^{n}$, and $b \in \mathbb{Z}^{m}$, in time which is polynomial in $\langle A, \mathcal{G}(A), l, u, b\rangle$, either finds a feasible point $x \in S$ or asserts that $S$ is empty or infinite, where

$$
S:=\left\{z \in \mathbb{Z}^{n}: A z=b, l \leq z \leq u\right\} .
$$

Proof. Assume that $l \leq u$ and that $l_{i}<\infty$ and $u_{j}>-\infty$ for all $j$, since otherwise there is no feasible point. Also assume that there is no $g \in \mathcal{G}(A)$ satisfying $g_{i} \leq 0$ whenever $u_{i}<\infty$ and $g_{i} \geq 0$ whenever $l_{i}>-\infty$, since otherwise $S$ is empty or infinite by Lemma 3.5. Now, either detect there is no integer solution to the system of equations $A x=b$ (without the lower and upper bound constraints) and stop or determine some such solution $\hat{x} \in \mathbb{Z}^{n}$ and continue; it is well known that this can be done in polynomial time, say, using the Hermite normal form of $A$, see [90]. Next, define a separable convex function on $\mathbb{Z}^{n}$ by $f(x):=\sum_{j=1}^{n} f_{j}\left(x_{j}\right)$ with

$$
f_{j}\left(x_{j}\right):= \begin{cases}l_{j}-x_{j} & \text { if } x_{j}<l_{j} \\ 0 & \text { if } l_{j} \leq x_{j} \leq u_{j}, \quad j=1, \ldots, n \\ x_{j}-u_{j} & \text { if } x_{j}>u_{j}\end{cases}
$$

and extended lower and upper bounds:

$$
\hat{l}_{j}:=\min \left\{l_{j}, \hat{x}_{j}\right\}, \quad \hat{u}_{j}:=\max \left\{u_{j}, \hat{x}_{j}\right\}, \quad j=1, \ldots, n
$$

Consider the auxiliary separable convex integer program:

$$
\begin{equation*}
\min \left\{f(z): z \in \mathbb{Z}^{n}, A z=b, \hat{l} \leq z \leq \hat{u}\right\} \tag{3.9}
\end{equation*}
$$

First, note that $\hat{x}$ is feasible in (3.9). Next, note that $\hat{l}_{j}>-\infty$ if and only if $l_{j}>-\infty$ and $\hat{u}_{j}<\infty$ if and only if $u_{j}<\infty$. So there is no $g \in \mathcal{G}(A)$ satisfying $g_{i} \leq 0$ whenever $\hat{u}_{i}<\infty$ and $g_{i} \geq 0$ whenever $\hat{l}_{i}>-\infty$ and hence the feasible set of (3.9) is finite by Lemma 3.5. Now, apply the algorithm of Lemma 3.10 to (3.9) and obtain an optimal solution $x$. This can be done in polynomial time since the binary length of $\hat{x}$ and therefore
also of $\hat{l}, \hat{u}$ and of the maximum value $\hat{f}$ of $|f(x)|$ over the feasible set of (3.9) are polynomial in the length of the data.

Now, note that every point $z \in S$ is feasible in (3.9), and every point $z$ feasible in (3.9) satisfies $f(z) \geq 0$ with equality if and only if $z \in S$. So, if $f(x)>0$ then the original set $S$ is empty, whereas if $f(x)=0$ then $x \in S$ is a feasible point.

We are finally in position to prove the important result of [50] that the Graver basis allows to solve the nonlinear integer program (3.3) in polynomial time. As before, the bound $\hat{f}$ on $|f(x)|$ over the feasible set need not be part of the input.

Theorem 3.12. There is an algorithm that, given integer $m \times n$ matrix $A$, its Graver basis $\mathcal{G}(A), l, u \in \mathbb{Z}_{\infty}^{n}, b \in \mathbb{Z}^{m}$, and separable convex $f: \mathbb{Z}^{n} \rightarrow \mathbb{Z}$ presented by comparison oracle, solves in time polynomial in $\langle A, \mathcal{G}(A), l, u, b, \hat{f}\rangle$ the problem:

$$
\min \left\{f(x): x \in \mathbb{Z}^{n}, A x=b, l \leq x \leq u\right\}
$$

Proof. First, apply the algorithm of Lemma 3.11 and either conclude that the given integer program is infeasible or the feasible set is infinite and stop or obtain an initial feasible point and continue. Next, apply the algorithm of Lemma 3.10 and either conclude that the feasible set is infinite or obtain an optimal solution.

### 3.3 Specializations and extensions

### 3.3.1 Linear integer programming

Any linear function $w x=\sum_{i=1}^{n} w_{i} x_{i}$ is separable convex. Moreover, an upper bound on $|w x|$ over the feasible set (when finite), which is polynomial in the binary length of the data, readily follows from Cramer's rule. So we have, as an immediate special case of Theorem 3.12, the following important result of [24], that Graver bases enable the polynomial time solution of linear integer programming.

Theorem 3.13. There is an algorithm that, given an integer $m \times n$ matrix $A$, its Graver basis $\mathcal{G}(A), l, u \in \mathbb{Z}_{\infty}^{n}, b \in \mathbb{Z}^{m}$, and $w \in \mathbb{Z}^{n}$, solves in time which is polynomial in $\langle A, \mathcal{G}(A), l, u, b, w\rangle$ the following linear integer programming problem:

$$
\min \left\{w x: x \in \mathbb{Z}^{n}, A x=b, l \leq x \leq u\right\}
$$

### 3.3.2 Distance minimization

Another useful special case of Theorem 3.12 which is natural in various applications such as image processing, tomography, communication, and error correcting codes is the following result of [50], asserting that Graver bases enable to determine a feasible point which is $l_{p}$-closest to a given desired goal point in polynomial time.

Theorem 3.14. There is an algorithm that, given integer $m \times n$ matrix A, its Graver basis $\mathcal{G}(A)$, positive integer $p$, vectors $l$, $u \in \mathbb{Z}_{\infty}^{n}, b \in \mathbb{Z}^{m}$, and $\hat{x} \in \mathbb{Z}^{n}$, solves in time polynomial in $p$ and $\langle A, \mathcal{G}(A), l, u, b, \hat{x}\rangle$, the closest-point problem:

$$
\begin{equation*}
\min \left\{\|x-\hat{x}\|_{p}: x \in \mathbb{Z}^{n}, A x=b, l \leq x \leq u\right\} \tag{3.10}
\end{equation*}
$$

For $p=\infty$, the problem (3.10) can be solved in time polynomial in $\langle A, \mathcal{G}(A), l, u, b, \hat{x}\rangle$.
Proof. For finite $p$, apply the algorithm of Theorem 3.12 taking $f$ to be the $p$ th power $\|x-\hat{x}\|_{p}^{p}$ of the $l_{p}$ distance. If the feasible set is nonempty and finite (else the algorithm stops) then the maximum value $\hat{f}$ of $|f(x)|$ over it is polynomial in $p$ and $\langle A, l, u, b, \hat{x}\rangle$, and hence an optimal solution can be found in polynomial time.

Consider $p=\infty$. Using Cramer's rule, it is easy to compute an integer $\rho$ with $\langle\rho\rangle$ polynomially bounded in $\langle A, l, u, b\rangle$ that, if the feasible set is finite, provides an upper bound on $\|x\|_{\infty}$ for any feasible $x$. Let $q$ be a positive integer satisfying the following:

$$
q>\frac{\log n}{\log \left(1+(2 \rho)^{-1}\right)}
$$

Now, apply the algorithm described above for the $l_{q}$ distance. Assuming that the feasible set is nonempty and finite (else the algorithm stops), let $x^{*}$ be the feasible point minimizing the $l_{q}$ distance to $\hat{x}$ obtained by the algorithm. We claim that it also minimizes the $l_{\infty}$ distance to $\hat{x}$ and hence is the desired optimal solution. Consider any feasible point $x$. By standard inequalities between the $l_{\infty}$ and $l_{q}$ norms:

$$
\left\|x^{*}-\hat{x}\right\|_{\infty} \leq\left\|x^{*}-\hat{x}\right\|_{q} \leq\|x-\hat{x}\|_{q} \leq n^{\frac{1}{q}}\|x-\hat{x}\|_{\infty}
$$

Therefore,

$$
\left\|x^{*}-\hat{x}\right\|_{\infty}-\|x-\hat{x}\|_{\infty} \leq\left(n^{\frac{1}{q}}-1\right)\|x-\hat{x}\|_{\infty} \leq\left(n^{\frac{1}{q}}-1\right) 2 \rho<1
$$

where the last inequality holds by the choice of $q$. Since $\left\|x^{*}-\hat{x}\right\|_{\infty}$ and $\|x-\hat{x}\|_{\infty}$ are integers, we find that $\left\|x^{*}-\hat{x}\right\|_{\infty} \leq\|x-\hat{x}\|_{\infty}$. This establishes the claim.

In particular, for each $p$ the Graver basis enables to solve the integer program:

$$
\min \left\{\|x\|_{p}: x \in \mathbb{Z}^{n}, A x=b, l \leq x \leq u\right\}
$$

which for $p=\infty$ is equivalent to the min-max integer program:

$$
\min \left\{\max \left\{\left|x_{i}\right|: i=1, \ldots, n\right\}: x \in \mathbb{Z}^{n}, A x=b, l \leq x \leq u\right\}
$$

### 3.3.3 Convex integer maximization

We proceed to discuss the maximization of a convex function of the composite form $f(W x)$, with $f: \mathbb{Z}^{d} \rightarrow \mathbb{Z}$ any convex function and $W$ any integer $d \times n$ matrix.

Consider the following pair of polyhedra (with the containment typically strict):

$$
\operatorname{conv}\left\{x \in \mathbb{Z}^{n}: A x=b, l \leq x \leq u\right\} \subseteq\left\{x \in \mathbb{R}^{n}: A x=b, l \leq x \leq u\right\}
$$

We have shown in Lemma 2.18 that the set of circuits $\mathcal{C}(A)$ is a set of all edge directions of the right-hand side. We now show the analog statement asserting that the Graver basis $\mathcal{G}(A)$ is a set of all edge directions of the left-hand side.

Lemma 3.15. For any integer $m \times n$ matrix $A, l, u \in \mathbb{Z}_{\infty}^{n}$ and $b \in \mathbb{Z}^{m}$, the Graver basis $\mathcal{G}(A)$ is a set of all edge directions of $P=\operatorname{conv}\left\{x \in \mathbb{Z}^{n}: A x=b, l \leq x \leq u\right\}$.

Proof. Consider any edge $e$ of $P$ and pick distinct integer points $x, y \in e$. Then $g:=$ $y-x$ is in $\mathcal{L}^{*}(A)$ and hence Lemma 3.2 implies that $g=\sum_{i} h_{i}$ is a conformal sum for suitable $h_{i} \in \mathcal{G}(A)$. We claim that $x+h_{i} \in P$ for all $i$. Indeed, $h_{i} \in \mathcal{G}(A)$ implies $A\left(x+h_{i}\right)=A x=b$, and $l \leq x, x+g \leq u$ and $h_{i} \sqsubseteq g$ imply $l \leq x+h_{i} \leq u$.

Now, let $w \in \mathbb{Z}^{n}$ be uniquely maximized over $P$ at the edge $e$. Then $w h_{i}=w(x+$ $\left.h_{i}\right)-w x \leq 0$ for all $i$. But $\sum w h_{i}=w g=w y-w x=0$, implying that in fact $w h_{i}=0$ and hence $x+h_{i} \in e$ for all $i$. This implies that $h_{i}$ is a direction of $e$ (in fact, all $h_{i}$ are the same and $g$ is a multiple of some Graver basis element).

Theorems 3.13 and 2.16 with Lemma 3.15 imply the following result of [23].
Theorem 3.16. For every fixed $d$, there is an algorithm that, given integer $m \times n$ matrix $A$, its Graver basis $\mathcal{G}(A)$, $l, u \in \mathbb{Z}_{\infty}^{n}, b \in \mathbb{Z}^{m}$, integer $d \times n$ matrix $W$, and convex function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by a comparison oracle, solves in time which is polynomial in $\langle A, W, \mathcal{G}(A), l, u, b\rangle$, the convex integer maximization problem:

$$
\max \left\{f(W x): x \in \mathbb{Z}^{n}, A x=b, l \leq x \leq u\right\}
$$

Proof. Let $S:=\left\{x \in \mathbb{Z}^{n}: A x=b, l \leq x \leq u\right\}$. The algorithm of Theorem 3.13 allows to realize in polynomial time a linear-optimization oracle for $S$. In particular, it allows to either conclude that $S$ is infinite and stop or that it is finite, in which case the binary length $\langle\rho(S)\rangle$ of its radius is polynomial in $\langle A, l, u, b\rangle$, and continue. By Lemma 3.15, the given Graver basis is a set of all edge directions of $\operatorname{conv}(S)$. Hence, the algorithm of Theorem 2.16 can be applied and provides the polynomial time solution of the given convex integer maximization program.

### 3.3.4 Weighted separable convex minimization

We next establish a broad extension of Theorem 3.12, where the objective function is a sum $f(W x)+g(x)$ involving two separable convex functions $f: \mathbb{Z}^{d} \rightarrow \mathbb{Z}, g: \mathbb{Z}^{n} \rightarrow \mathbb{Z}$, which includes a composite term $f(W x)$. Moreover, the number $d$ of rows of $W$ is allowed to be variable. As usual, it suffices to be given a comparison oracle for the objective function. However, since it is more natural here to have each of $f, g$ given by its own presentation, we assume that each of $f, g$ is given by an evaluation oracle that, queried on a vector, returns the value of the function on that vector. As usual, $\hat{f}, \hat{g}$ denote the maximum values of $|f(W x)|,|g(x)|$ over the feasible set and need not be part of the input. We also allow to incorporate inequalities on $W x$ in addition to the lower and upper bound inequalities on $x$.

To solve this problem, we need the Graver basis of an extended, $(m+d) \times(n+d)$ matrix, composed of $A, W$, the $d \times d$ identity matrix $I$ and the zero $m \times d$ matrix.

Theorem 3.17. There is an algorithm that, given an integer $m \times n$ matrix $A$, an integer $d \times n$ matrix $W, l, u \in \mathbb{Z}_{\infty}^{n}, \hat{l}, \hat{u} \in \mathbb{Z}_{\infty}^{d}, b \in \mathbb{Z}^{m}$, the Graver basis $\mathcal{G}(B)$ of

$$
B:=\left(\begin{array}{cc}
A & 0 \\
W & I
\end{array}\right)
$$

and separable convex functions $f: \mathbb{Z}^{d} \rightarrow \mathbb{Z}, g: \mathbb{Z}^{n} \rightarrow \mathbb{Z}$ presented by evaluation oracles, solves in time polynomial in $\langle A, W, \mathcal{G}(B), l, u, \hat{l}, \hat{u}, b, \hat{f}, \hat{g}\rangle$, the problem:

$$
\begin{equation*}
\min \left\{f(W x)+g(x): x \in \mathbb{Z}^{n}, A x=b, \hat{l} \leq W x \leq \hat{u}, l \leq x \leq u\right\} \tag{3.11}
\end{equation*}
$$

Proof. Define $h: \mathbb{Z}^{n+d} \rightarrow \mathbb{Z}$ by $h(x, y):=f(-y)+g(x)$ for all $x \in \mathbb{Z}^{n}$ and $y \in \mathbb{Z}^{d}$. Clearly, $h$ is separable convex since $f, g$ are. Now, problem (3.11) becomes as follows:

$$
\min \left\{h(x, y):(x, y) \in \mathbb{Z}^{n+d},\left(\begin{array}{cc}
A & 0 \\
W & I
\end{array}\right)\binom{x}{y}=\binom{b}{0}, l \leq x \leq u,-\hat{u} \leq y \leq-\hat{l}\right\}
$$

and the statement follows at once by applying Theorem 3.12 to this problem.

### 3.3.5 Totally unimodular systems revisited

Here, we deduce Theorem 2.19 on convex maximization over totally unimodular systems as a very special case of Theorem 3.16, giving an alternative algorithmic proof incorporating the algorithm of Theorem 3.12 instead of linear programming.

For a matrix $A$, let $\Delta(A)$ denote the maximum absolute value of a determinant of a square submatrix of $A$. The following bounds are well known; see, for example, [95].

Lemma 3.18. For any circuit $c \in \mathcal{C}(A)$ with $A$ integer matrix of rank $r$, we have the following:

$$
\|c\|_{\infty} \leq \Delta(A) \quad \text { and } \quad\|c\|_{1} \leq(r+1) \Delta(A)
$$

Proof. Consider any circuit $c$ of $A$ and let $s:=|\operatorname{supp}(c)|-1 \leq r$. Let $x \in \mathbb{Z}^{s+1}$ be the restriction of $c$ to its nonzero coordinates. Then there is an $s \times(s+1)$ submatrix $B$ of $A$ of rank $s$ with columns corresponding to the nonzero coordinates of $c$ such that $B x=0$. Write $x:=\left(x_{0}, \ldots, x_{s}\right)$ and $B:=\left(B^{0}, \ldots, B^{s}\right)$ and for each $j$ let

$$
b_{j}:=\operatorname{det}\left(B^{0}, \ldots, B^{j-1}, B^{j+1}, \ldots, B^{s}\right)
$$

By Cramer's rule $\sum_{j=0}^{s}(-1)^{j} b_{j} B^{j}=0$ and hence $\left|x_{j}\right|$ divides $\left|b_{j}\right| \leq \Delta(A)$ for all $j$. Therefore, $\|c\|_{\infty}=\|x\|_{\infty} \leq \Delta(A)$ and $\|c\|_{1} \leq(s+1)\|c\|_{\infty} \leq(r+1) \Delta(A)$.

As noted before, $\mathcal{C}(A) \subseteq \mathcal{G}(A)$ for every matrix $A$. The next lemma shows that for totally unimodular matrices equality holds, allowing to specialize results on general matrices and Graver bases to totally unimodular matrices and circuits.

Lemma 3.19. The Graver basis and set of circuits of totally unimodular A satisfy the following:

$$
\mathcal{G}(A)=\mathcal{C}(A)
$$

Proof. By Lemma 3.18, any component of any circuit of $A$ satisfies $\left|c_{i}\right| \leq \Delta(A)$. For totally unimodular $A$, this implies $c_{i} \in\{-1,0,1\}$ for each $c \in \mathcal{C}(A)$. Now, consider any $g \in \mathcal{G}(A)$. Since $g \in \mathcal{L}^{*}(A)$, Lemma 2.17 implies that $g=\sum_{i=1}^{t} \lambda_{i} c_{i}$ is a conformal sum involving circuits $c_{i} \in \mathcal{C}(A)$ that satisfy $\operatorname{supp}\left(c_{i}\right) \nsubseteq \bigcup_{j>i} \operatorname{supp}\left(c_{j}\right)$ and $\lambda_{i} \in \mathbb{R}_{+}$for each $i$. Pick any $k \in \operatorname{supp}\left(c_{1}\right) \backslash \bigcup_{j>1} \operatorname{supp}\left(c_{j}\right)$. Then $g_{k}=\lambda_{1} c_{1, k}$ and $c_{1, k}= \pm 1$ and hence $\lambda_{1} \geq 1$, which implies that $c_{1} \sqsubseteq g$. Since $g$ is a Graver basis element, it must be that $g=c_{1}$ and hence $g$ is a circuit. So $\mathcal{G}(A)=\mathcal{C}(A)$.

Theorem 3.16 and Lemma 3.19 imply at once the following theorem from Section 2.3.4.

Theorem 2.19 (revisited). For every fixed $d$ there is an algorithm that, given totally unimodular $m \times n$ matrix $A$, its set of circuits $\mathcal{E}(A), l, u \in \mathbb{Z}_{\infty}^{n}, b \in \mathbb{Z}^{m}$, integer $d \times n$ matrix $W$, and convex $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by comparison oracle, solves in time polynomial in $\langle A, W, \mathbb{C}(A), l, u, b\rangle$ the convex maximization problem:

$$
\max \left\{f(W x): x \in \mathbb{Z}^{n}, A x=b, l \leq x \leq u\right\}
$$

### 3.4 Bounds on Graver bases

The Graver basis of an $m \times n$ matrix $A$ is typically very large and cannot be written down, let alone computed, in polynomial time. Moreover, unlike the set of circuits $\mathcal{C}(A)$ whose cardinality satisfies the bound $2 \sum_{k=0}^{m}\binom{n}{k+1}$ which depends only on $m$ and $n$, the cardinality of the Graver basis cannot be bounded in terms of $m$ and $n$, and generally depends on the entries of $A$ as well. Yet, as we next show, the binary length of each element in the Graver basis is polynomially bounded in that of $A$, implying a simple finite (though exponential) procedure for computing it. Note, though, that in Chapter 4 we introduce a very broad fundamental class of integer programs for which we can compute the Graver basis in polynomial time.

Let again $\Delta(A)$ denote the maximum absolute value of the determinant of a square submatrix of matrix $A$. The Hadamard bound gives $\Delta(A) \leq\left(\sqrt{m}\|A\|_{\infty}\right)^{m}$ with $\|A\|_{\infty}=$ $\max _{i, j}\left|A_{i, j}\right|$, and therefore $\langle\Delta(A)\rangle=O\left(m\left(\log m+\log \|A\|_{\infty}\right)\right)$ is polynomially bounded in $\langle A\rangle$. We have the following bounds on Graver basis elements in analogy to the bounds of Lemma 3.18 on circuits, see also [95].

Lemma 3.20. For any $g \in \mathcal{G}(A)$ with $A$ integer matrix of rank $r$ and $n$ columns:

$$
\|g\|_{\infty} \leq(n-r) \Delta(A) \quad \text { and } \quad\|g\|_{1} \leq(n-r)(r+1) \Delta(A)
$$

Proof. Consider any $g \in \mathcal{G}(A)$. By Lemma 2.17, $g=\sum_{i=1}^{t} \lambda_{i} c_{i}$ is a conformal sum involving $t \leq n-r$ circuits $c_{i} \in \mathcal{C}(A)$ with $\lambda_{i} \in \mathbb{R}_{+}$. Now, each $\lambda_{i} \leq 1$ else $c_{i} \sqsubset g$,
contradicting $g \in \mathcal{G}(A)$. By the triangle inequality for any $1 \leq p \leq \infty$ :

$$
\|g\|_{p}=\left\|\sum_{i=1}^{t} \lambda_{i} c_{i}\right\|_{p} \leq \sum_{i=1}^{t} \lambda_{i}\left\|c_{i}\right\|_{p} \leq(n-r) \max \left\{\|c\|_{p}: c \in \mathcal{C}(A)\right\}
$$

The bounds now follow from the analog bounds of Lemma 3.18 for circuits.
Lemma 3.20 implies the following simple finite, though exponential, generic algorithm for computing the Graver basis of any matrix $A$.

Procedure 3.21 (generic algorithm for computing the Graver basis).

1. Construct the following finite subset of $\mathcal{L}(A)$ :

$$
L:=\left\{x \in \mathbb{Z}^{n}:\|x\|_{\infty} \leq(n-r) \Delta(A),\|x\|_{1} \leq(n-r)(r+1) \Delta(A), A x=0\right\} .
$$

2. Distill out the Graver basis $\mathcal{G}(A)$ as the set of $\sqsubseteq$-minimal elements in $L \backslash\{0\}$.

The Graver basis can also be constructed by Gröbner bases methods [95]. However, the computational complexity of these methods is exponential as well.

We now proceed to Chapter 4, where we introduce the class of $n$-fold integer programs for which we can compute the Graver basis in polynomial time.

## Notes

Primal methods for integer programming, which iteratively generate a sequence of better and better feasible points, have been studied in the literature for decades, see, for instance, the survey [49] and the references therein. In particular, such methods which make use of the Graver basis introduced in [41] or smaller subsets of the lattice of an integer matrix, which are equivalent to the Gröbner bases of the binomial ideal associated with the matrix, are discussed in the book [95] by Sturmfels. However, the polynomial time solvability of integer programming by such methods, in particular in Theorems 3.12, 3.13, and 3.16, was established only recently in the series of papers [23], [24], [50]. Very recent extensions in [66] further show that Graver-based methods also enable the polynomial time solution of integer minimization problems in variable dimension for broad classes of nonconvex quadratic functions and higher degree multivariate polynomial functions.

## 4 n-Fold Integer Programming

In this chapter, we continue our investigation of nonlinear integer programming, that is, nonlinear optimization over sets of integer points given by inequalities:

$$
S:=\left\{x \in \mathbb{Z}^{n}: A x=b, l \leq x \leq u\right\} .
$$

It is well known that even linear optimization over such sets is generally NP-hard. Two fundamental exceptional situations in which linear optimization over such sets can be solved in polynomial time are the following: first, when the dimension $n$ is fixed [69]; second, when the matrix $A$ is totally unimodular [54], [59].

In this chapter, we describe a new important fundamental situation, discovered and developed in the recent series of papers [23], [24], [50], [51], where the optimization of linear and several broad classes of nonlinear objectives can be solved in polynomial time. We now define this class of the so-termed $n$-fold integer programs.

An $(r, s) \times t$ bimatrix is a matrix $A$ consisting of two blocks $A_{1}, A_{2}$ with $A_{1}$ its $r \times t$ submatrix consisting of the first $r$ rows and $A_{2}$ its $s \times t$ submatrix consisting of the last $s$ rows. The $n$-fold product of $A$ is the following $(r+n s) \times n t$ matrix:

$$
A^{(n)}:=\left(\begin{array}{cccc}
A_{1} & A_{1} & \cdots & A_{1} \\
A_{2} & 0 & \cdots & 0 \\
0 & A_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{2}
\end{array}\right) .
$$

The (nonlinear) $n$-fold integer programming problem is the optimization problem over a set presented by inequalities defined by an $n$-fold product, of the form:

$$
\begin{equation*}
S:=\left\{x \in \mathbb{Z}^{n t}: A^{(n)} x=b, l \leq x \leq u\right\} \tag{4.1}
\end{equation*}
$$

with $A$ an integer $(r, s) \times t$ bimatrix, $n$ positive integer, $b \in \mathbb{Z}^{r+n s}$, and $l, u \in \mathbb{Z}_{\infty}^{n t}$.
Some explanatory notes are in order. First, the dimension of an $n$-fold integer program is $n t$ and is variable. Second, $n$-fold products $A^{(n)}$ are highly nontotally unimodular: the $n$-fold product of the simple $(0,1) \times 1$ bimatrix with $A_{1}$ empty and $A_{2}:=2$ satisfies $A^{(n)}=2 I_{n}$ and has exponential determinant $2^{n}$. So this is indeed a class of programs which cannot be solved by methods of fixed dimension or totally unimodular matrices. Third, this class of programs turns out to be very natural and extremely important, with numerous applications, including to integer optimization over multidimensional tables, discussed in this and the next chapter. In fact, it is universal: the results of [27], described in Chapter 5, imply that every integer program is an $n$-fold integer program over some simple bimatrix $A$.

In Section 4.1, we study Graver bases of $n$-fold products of integer bimatrices and show that they can be computed in polynomial time. In Section 4.2, incorporating the results of Chapters 2 and 3, we show that linear optimization, (weighted) separable convex
minimization, distance minimization, and convex maximization over $n$-fold integer programs can be done in polynomial time. In Section 4.3, we discuss some of the numerous applications of this powerful theory including to (non)linear multicommodity transportation and transshipment problems. Discussion of further applications to multiway tables and proof of the universality of $n$-fold integer programming are postponed to Chapter 5. In Section 4.4, we discuss stochastic integer programming, which turns out to be a certain dual of $n$-fold integer programming, and use our theory to solve, in Theorem 4.19, stochastic integer programming in polynomial time as well. Finally, in Section 4.5, we discuss a heuristical scheme for approximative optimization over $n$-fold systems using approximations of the relevant Graver bases.

The following table enables quick navigation among some of the theorems in this chapter providing polynomial time optimization over sets of the form (4.1). Other results include the applications in Section 4.3 and stochastic programming in Section 4.4.

| $\min w x$ <br> (Linear objective) | $\min f(x)$ <br> $f$ separable convex | $\max f(W x)$ <br> $f$ convex | $\min f(W x)+g(x)$ <br> $f, g$ separable convex |
| :---: | :---: | :---: | :---: |
| Theorem 4.7 | Theorem 4.8 | Theorem 4.10 | Theorem 4.12 |

### 4.1 Graver bases of $\boldsymbol{n}$-fold products

In this section, we study properties of Graver bases of $n$-fold products. The main result here is Theorem 4.4: the Graver basis of $A^{(n)}$ is polynomial time computable.

Let $A$ be a fixed integer $(r, s) \times t$ bimatrix with blocks $A_{1}, A_{2}$. For each positive integer $n$, we index vectors in $\mathbb{Z}^{n t}$ as $x=\left(x^{1}, \ldots, x^{n}\right)$ with each brick $x^{k}$ in $\mathbb{Z}^{t}$. The type of vector $x$ is the number type $(x):=\left|\left\{k: x^{k} \neq 0\right\}\right|$ of its nonzero bricks.

The following definition from [89] plays an important role in the sequel.
Definition 4.1. The Graver complexity of an integer bimatrix $A$ is defined as follows:

$$
g(A):=\inf \left\{g \in \mathbb{Z}_{+}: \operatorname{type}(x) \leq g \text { for all } x \in \mathcal{G}\left(A^{(n)}\right) \text { and all } n\right\} .
$$

We proceed to establish a result of [89] and its extension in [56] which show that, in fact, the Graver complexity of every integer bimatrix $A$ is finite.

Consider $n$-fold products $A^{(n)}$ of $A$. By definition of the $n$-fold product, $A^{(n)} x=0$ if and only if $A_{1} \sum_{k=1}^{n} x^{k}=0$ and $A_{2} x^{k}=0$ for all $k$. In particular, a necessary condition for $x$ to lie in $\mathcal{L}\left(A^{(n)}\right)$, and in particular in $\mathcal{G}\left(A^{(n)}\right)$, is that $x^{k} \in \mathcal{L}\left(A_{2}\right)$ for all $k$. Call a vector $x=\left(x^{1}, \ldots, x^{n}\right)$ full if, in fact, $x^{k} \in \mathcal{L}^{*}\left(A_{2}\right)$ for all $k$, in which case type $(x)=n$, and pure if, moreover, $x^{k} \in \mathcal{G}\left(A_{2}\right)$ for all $k$. Full vectors, and in particular pure vectors, are natural candidates for lying in the Graver basis $\mathcal{G}\left(A^{(n)}\right)$ of $A^{(n)}$ and indeed play an important role in its construction.

Consider any full vector $y=\left(y^{1}, \ldots, y^{m}\right)$. By definition, each brick of $y$ satisfies $y^{i} \in \mathcal{L}^{*}\left(A_{2}\right)$ and is therefore a conformal sum $y^{i}=\sum_{j=1}^{k_{i}} x^{i, j}$ of some elements $x^{i, j} \in$ $\mathcal{G}\left(A_{2}\right)$ for all $i, j$. Let $n:=k_{1}+\cdots+k_{m} \geq m$ and let $x$ be the pure vector:

$$
x=\left(x^{1}, \ldots, x^{n}\right):=\left(x^{1,1}, \ldots, x^{1, k_{1}}, \ldots, x^{m, 1}, \ldots, x^{m, k_{m}}\right) .
$$

We call the pure vector $x$ an expansion of the full vector $y$, and the full vector $y$ a compression of the pure vector $x$. Note that $A_{1} \sum y^{i}=A_{1} \sum x^{i, j}$ and therefore $y \in \mathcal{L}\left(A^{(m)}\right)$ if and only if $x \in \mathcal{L}\left(A^{(n)}\right)$. Note also that each full $y$ may have many different expansions and each pure $x$ may have many different compressions.

Lemma 4.2. Consider any expansion $x=\left(x^{1}, \ldots, x^{n}\right)$ of any full $y=\left(y^{1}, \ldots, y^{m}\right)$. If $y$ is in the Graver basis $\mathcal{G}\left(A^{(m)}\right)$ then $x$ is in the Graver basis $\mathcal{G}\left(A^{(n)}\right)$.

Proof. Let $x=\left(x^{1,1}, \ldots, x^{m, k_{m}}\right)=\left(x^{1}, \ldots, x^{n}\right)$ be any expansion of any full $y=$ $\left(y^{1}, \ldots, y^{m}\right)$ with $y^{i}=\sum_{j=1}^{k_{i}} x^{i, j}$ for each $i$. Suppose indirectly that $y \in \mathcal{G}\left(A^{(m)}\right)$ but $x \notin \mathcal{G}\left(A^{(n)}\right)$. Since $y \in \mathcal{L}^{*}\left(A^{(m)}\right)$, we have $x \in \mathcal{L}^{*}\left(A^{(n)}\right)$. Since $x \notin \mathcal{G}\left(A^{(n)}\right)$, there is a $g=\left(g^{1,1}, \ldots, g^{m, k_{m}}\right)$ in $\mathcal{G}\left(A^{(n)}\right)$ satisfying $g \sqsubset x$. Let $h=\left(h^{1}, \ldots, h^{m}\right)$ be the compression of $g$ defined by $h^{i}:=\sum_{j=1}^{k_{i}} g^{i, j}$ for each $i$. Since $g \in \mathcal{L}^{*}\left(A^{(n)}\right)$, we have that $h \in \mathcal{L}^{*}\left(A^{(m)}\right)$. But $h \sqsubset y$, which contradicts $y \in \mathcal{G}\left(A^{(m)}\right)$.

Lemma 4.3. The Graver complexity $g(A)$ of every integer bimatrix $A$ is finite.
Proof. We need to bound the type of any element in the Graver basis of the $l$-fold product of $A$ for any $l$. Suppose that there is an element $z$ of type $m$ in some $\mathcal{G}\left(A^{(l)}\right)$. Then its restriction $y=\left(y^{1}, \ldots, y^{m}\right)$ to its $m$ nonzero bricks is a full vector and is in the Graver basis $\mathcal{G}\left(A^{(m)}\right)$. Let $x=\left(x^{1}, \ldots, x^{n}\right)$ be any expansion of $y$. Then type $(z)=m \leq n=$ type $(x)$, and by Lemma 4.2, the pure vector $x$ is in $\mathcal{G}\left(A^{(n)}\right)$.

Therefore, it suffices to bound the type of any pure element in the Graver basis of the $n$-fold product of $A$ for any $n$. Suppose that $x=\left(x^{1}, \ldots, x^{n}\right)$ is a pure element in $\mathcal{G}\left(A^{(n)}\right)$ for some $n$. Let $\mathcal{G}\left(A_{2}\right)=\left\{g^{1}, \ldots, g^{p}\right\}$ be the Graver basis of $A_{2}$ and let $G_{2}$ be the $t \times p$ matrix whose columns are the $g^{i}$. Let $v \in \mathbb{Z}_{+}^{p}$ be the vector with $v_{i}:=\mid\{k$ : $\left.x^{k}=g^{i}\right\} \mid$ counting the number of bricks of $x$ which are equal to $g^{i}$ for each $i$. Then $\sum_{i=1}^{p} v_{i}=\operatorname{type}(x)=n$. Now, $A_{1} G_{2} v=A_{1} \sum_{k=1}^{n} x^{k}=0$, and hence $v \in \mathcal{L}^{*}\left(A_{1} G_{2}\right)$. We claim that, moreover, $v$ is in $\mathcal{G}\left(A_{1} G_{2}\right)$. Suppose indirectly that it is not. Then there is a $\hat{v} \in \mathcal{G}\left(A_{1} G_{2}\right)$ with $\hat{v} \sqsubset v$, and it is easy to obtain a nonzero $\hat{x} \sqsubset x$ from $x$ by zeroing out some bricks so that $\hat{v}_{i}=\left|\left\{k: \hat{x}^{k}=g^{i}\right\}\right|$ for all $i$. Then $A_{1} \sum_{k=1}^{n} \hat{x}^{k}=A_{1} G_{2} \hat{v}=0$ and hence $\hat{x} \in \mathcal{L}^{*}\left(A^{(n)}\right)$, contradicting $x \in \mathcal{G}\left(A^{(n)}\right)$.

So the type of any pure vector, and hence the Graver complexity of $A$, is at most the largest value $\sum_{i=1}^{p} v_{i}$ of any nonnegative vector $v \in \mathcal{G}\left(A_{1} G_{2}\right)$.

We proceed to establish the following result of [24] asserting that Graver bases of $n$-fold products can be computed in polynomial time. An $n$-lifting of a vector $y=$ $\left(y^{1}, \ldots, y^{m}\right)$ consisting of $m$ bricks is any vector $z=\left(z^{1}, \ldots, z^{n}\right)$ consisting of $n$ bricks such that for some $1 \leq k_{1}<\cdots<k_{m} \leq n$, we have $z^{k_{i}}=y^{i}$ for $i=1, \ldots, m$, and all other bricks of $z$ are zero, in particular, $n \geq m$ and type $(z)=\operatorname{type}(y)$.

Theorem 4.4. For every fixed integer bimatrix $A$, there is an algorithm that, given positive integer $n$, computes the Graver basis $\mathcal{G}\left(A^{(n)}\right)$ of the $n$-fold product of $A$, in time which is polynomial in n. In particular, the cardinality $\left|\mathcal{G}\left(A^{(n)}\right)\right|$ and the binary length $\left\langle\mathcal{G}\left(A^{(n)}\right)\right\rangle$ of the Graver basis of $A^{(n)}$ are polynomial in $n$.

Proof. Let $g:=g(A)$ be the Graver complexity of $A$. Since $A$ is fixed, so is $g$. Therefore, for every $n \leq g$, the Graver basis $\mathcal{G}\left(A^{(n)}\right)$, and in particular, the Graver basis $\mathcal{G}\left(A^{(g)}\right)$ of the $g$-fold product of $A$, can be computed in constant time.

Now, consider any $n>g$. We claim that $\mathcal{G}\left(A^{(n)}\right)$ satisfies the following:

$$
\mathcal{G}\left(A^{(n)}\right)=\left\{z: z \text { is an } n \text {-lifting of some } y \in \mathcal{G}\left(A^{(g)}\right)\right\} .
$$

Consider any $n$-lifting $z$ of any $y \in \mathcal{G}\left(A^{(g)}\right)$. Suppose indirectly that $z \notin \mathcal{G}\left(A^{(n)}\right)$. Then there is a $z^{\prime} \in \mathcal{G}\left(A^{(n)}\right)$ with $z^{\prime} \sqsubset z$. But then $z^{\prime}$ is the $n$-lifting of some $y^{\prime} \in \mathcal{L}^{*}\left(A^{(g)}\right)$ with $y^{\prime} \sqsubset y$, contradicting $y \in \mathcal{G}\left(A^{(g)}\right)$. So $z \in \mathcal{G}\left(A^{(n)}\right)$.

Conversely, consider any $z \in \mathcal{G}\left(A^{(n)}\right)$. Then type $(z) \leq g$ and hence $z$ is the $n$ lifting of some $y \in \mathcal{L}^{*}\left(A^{(g)}\right)$. Suppose indirectly that $y \notin \mathcal{G}\left(A^{(g)}\right)$. Then there exists $y^{\prime} \in \mathcal{G}\left(A^{(g)}\right)$ with $y^{\prime} \sqsubset y$. But then a suitable $n$-lifting $z^{\prime}$ of $y^{\prime}$ satisfies $z^{\prime} \in \mathcal{L}^{*}\left(A^{(n)}\right)$ with $z^{\prime} \sqsubset z$, contradicting $z \in \mathcal{G}\left(A^{(n)}\right)$. So $y \in \mathcal{G}\left(A^{(g)}\right)$.

Now, the number of $n$-liftings of each $y \in \mathcal{G}\left(A^{(g)}\right)$ is at most $\binom{n}{g}$, and hence

$$
\left|\mathcal{G}\left(A^{(n)}\right)\right| \leq\binom{ n}{g}\left|\mathcal{G}\left(A^{(g)}\right)\right|=O\left(n^{g}\right)
$$

So the set of all $n$-liftings of vectors in $\mathcal{G}\left(A^{(g)}\right)$ and hence the Graver basis $\mathcal{G}\left(A^{(n)}\right)$ of the $n$-fold product can be computed in time polynomial in $n$ as claimed.

Here, is an example of computing $\mathcal{G}\left(A^{(n)}\right)$ by the algorithm of Theorem 4.4.

Example 4.5. Consider the $(2,1) \times 2$ bimatrix $A$ with $A_{1}:=I_{2}$ the identity matrix and $A_{2}:=(11)$. Then $\mathcal{G}\left(A_{2}\right)= \pm\{(1,-1)\}$ and $g:=g(A)=2$. The $g$-fold product of $A$ and its Graver basis, which consists of two antipodal pure vectors only, are as follows:

$$
A^{(g)}=A^{(2)}=\left(\begin{array}{llll}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1
\end{array}\right), \quad \mathcal{G}\left(A^{(g)}\right)=\mathcal{G}\left(A^{(2)}\right)= \pm\{(1,-1,-1,1)\}
$$

We demonstrate how to compute the Graver basis of $A^{(4)}$, which is the $6 \times 8$ matrix:

$$
A^{(4)}=\left(\begin{array}{llllllll}
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1
\end{array}\right)
$$

Applying the algorithm of Theorem 4.4, the Graver basis of $A^{(4)}$ is obtained by taking the $6=\binom{4}{2}$ many 4 liftings of each of the two elements of $\mathcal{G}\left(A^{(2)}\right)$ and consists of 12 vectors
given by the rows of the following matrix and their antipodals:

$$
\mathcal{G}\left(A^{(4)}\right)= \pm\left(\begin{array}{cccccccc}
1 & -1 & -1 & 1 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & -1 & 1 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & -1 & 1 \\
0 & 0 & 1 & -1 & -1 & 1 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & -1 & 1 \\
0 & 0 & 0 & 0 & 1 & -1 & -1 & 1
\end{array}\right)
$$

The algorithm of Theorem 4.4 relies on the mere existence of a finite Graver complexity $g(A)$ for every bimatrix $A$, since $g(A)$ and the constant Graver bases $\mathcal{G}\left(A^{(k)}\right)$ for all $k \leq g(A)$ can be built into the algorithm. Nonetheless, the Graver complexity can be computed by a simple finite procedure as we now show. For an integer $r \times p$ matrix $B$, let $\mathcal{H}(B):=\mathcal{G}(B) \cap \mathbb{Z}_{+}^{p}$ denote its so-called Hilbert basis, which is often easier to compute than the entire Graver basis (say by a suitable restriction of the simple generic Algorithm 3.21 to the nonnegative orthant).

Procedure 4.6 (computing the Graver complexity of a bimatrix).

1. Compute the Graver basis $\mathcal{G}\left(A_{2}\right)$ (say using Algorithm 3.21).
2. If $\mathcal{G}\left(A_{2}\right)=\emptyset$ then output $g(A):=0$. Otherwise form the matrix $G_{2}$ having as columns the elements of $\mathcal{G}\left(A_{2}\right)$, compute $\mathcal{H}\left(A_{1} G_{2}\right)$ or $\mathcal{G}\left(A_{1} G_{2}\right)$, and output the following:

$$
g(A):=\max \left\{\mathbf{1} v: v \in \mathcal{H}\left(A_{1} G_{2}\right)\right\}=\max \left\{\|v\|_{1}: v \in \mathcal{G}\left(A_{1} G_{2}\right)\right\}
$$

To justify this procedure, first note that if $\mathcal{G}\left(A_{2}\right)$ is empty, which holds if and only if $A_{2}$ has linearly independent columns, then $\mathcal{G}\left(A^{(n)}\right)$ is also empty for all $n$ and hence indeed $g(A)=0$. Next, note that if $\mathcal{G}\left(A_{2}\right)=\left\{g^{1}, \ldots, g^{p}\right\}$ is nonempty then the proof of Lemma 4.3 shows that if $x=\left(x^{1}, \ldots, x^{n}\right)$ is a pure vector in $\mathcal{G}\left(A^{(n)}\right)$ then the vector $v \in \mathbb{Z}_{+}^{p}$ with $v_{i}=\left|\left\{k: x^{k}=g^{i}\right\}\right|$ is an element of $\mathcal{H}\left(A_{1} G_{2}\right)=\mathcal{G}\left(A_{1} G_{2}\right) \cap \mathbb{Z}_{+}^{p}$ with $\mathbf{1} v=\sum_{i=1}^{p} v_{i}=n=\operatorname{type}(x)$; but it is also easy to see that, conversely, each vector $v \in \mathcal{H}\left(A_{1} G_{2}\right)$ with $\mathbf{1} v=n$ gives rise to a pure element $x \in \mathcal{G}\left(A^{(n)}\right)$ and therefore indeed $g(A)=\max \left\{\mathbf{1} v: v \in \mathcal{H}\left(A_{1} G_{2}\right)\right\}$. Finally, note that a vector $g$ is a column of $G_{2}$ if and only if $-g$ is, and so the same property holds for $A_{1} G_{2}$, implying that $g(A)=\max \left\{\|v\|_{1}: v \in \mathcal{G}\left(A_{1} G_{2}\right)\right\}$ as well.

### 4.2 Efficient $\boldsymbol{n}$-fold integer programming

Combining Theorem 4.4 with the results of Chapter 3, we now obtain five theorems from [23], [24], [50], [51] on (non)linear $n$-fold integer programming polynomial time.

As in Chapter 3, when functions $f, g$ are present, $\hat{f}, \hat{g}$ denote the maximum values of $|f(W x)|,|g(x)|$ over the feasible set and need not be part of the input.

Theorem 4.7. For each fixed integer $(r, s) \times t$ bimatrix $A$, there is an algorithm that, given positive integer $n$, $l, u \in \mathbb{Z}_{\infty}^{n t}, b \in \mathbb{Z}^{r+n s}$, and $w \in \mathbb{Z}^{n t}$, solves in time which is polynomial in $n$ and $\langle l, u, b, w\rangle$ the following linear $n$-fold integer program:

$$
\min \left\{w x: x \in \mathbb{Z}^{n t}, A^{(n)} x=b, l \leq x \leq u\right\}
$$

Proof. First compute the Graver basis $\mathcal{G}\left(A^{(n)}\right)$ by the algorithm of Theorem 4.4. Next, apply the algorithm of Theorem 3.13 and solve the given program.

Theorem 4.8. For each fixed integer $(r, s) \times t$ bimatrix $A$, there is an algorithm that, given $n$, $l, u \in \mathbb{Z}_{\infty}^{n t}, b \in \mathbb{Z}^{r+n s}$, and separable convex $f: \mathbb{Z}^{n t} \rightarrow \mathbb{Z}$ presented by $a$ comparison oracle, solves in time polynomial in $n$ and $\langle l, u, b, \hat{f}\rangle$ the following problem:

$$
\min \left\{f(x): x \in \mathbb{Z}^{n t}, A^{(n)} x=b, l \leq x \leq u\right\}
$$

Proof. First compute the Graver basis $\mathcal{G}\left(A^{(n)}\right)$ by the algorithm of Theorem 4.4. Next, apply the algorithm of Theorem 3.12 and solve the given program.

Theorem 4.9. For each fixed integer $(r, s) \times t$ bimatrix $A$, there is an algorithm that, given positive integers $n$ and $p, l, u \in \mathbb{Z}_{\infty}^{n t}, b \in \mathbb{Z}^{r+n s}$, and $\hat{x} \in \mathbb{Z}^{n t}$, solves in time which is polynomial in $n, p$, and $\langle l, u, b, \hat{x}\rangle$ the closest-point problem:

$$
\begin{equation*}
\min \left\{\|x-\hat{x}\|_{p}: x \in \mathbb{Z}^{n t}, A^{(n)} x=b, l \leq x \leq u\right\} \tag{4.2}
\end{equation*}
$$

For $p=\infty$, the problem (4.2) can be solved in time polynomial in $n$ and $\langle l, u, b, \hat{x}\rangle$.
Proof. First compute the Graver basis $\mathcal{G}\left(A^{(n)}\right)$ by the algorithm of Theorem 4.4. Next, apply the algorithm of Theorem 3.14 and solve the given problem.

In particular, for each $p$ we can solve the minimum norm $n$-fold integer program:

$$
\min \left\{\|x\|_{p}: x \in \mathbb{Z}^{n t}, A^{(n)} x=b, l \leq x \leq u\right\}
$$

which for $p=\infty$ is equivalent to the min-max $n$-fold integer program:

$$
\min \left\{\max \left\{\left|x_{i}\right|: i=1, \ldots, n t\right\}: x \in \mathbb{Z}^{n t}, A^{(n)} x=b, l \leq x \leq u\right\}
$$

Theorem 4.10. For each fixed $d$ and $(r, s) \times t$ integer bimatrix $A$, there is an algorithm that, given $n$, bounds $l$, $u \in \mathbb{Z}_{\infty}^{n t}$, integer $d \times n t$ matrix $W, b \in \mathbb{Z}^{r+n s}$, and convex function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by a comparison oracle, solves in time polynomial in $n$ and $\langle W, l, u, b\rangle$ the convex $n$-fold integer maximization problem:

$$
\max \left\{f(W x): x \in \mathbb{Z}^{n t}, A^{(n)} x=b, l \leq x \leq u\right\} .
$$

Proof. First compute the Graver basis $\mathcal{G}\left(A^{(n)}\right)$ by the algorithm of Theorem 4.4. Next, apply the algorithm of Theorem 3.16 and solve the given program.

We proceed to establish a broad extension of Theorem 3.12, where the objective function is a sum $f(W x)+g(x)$ involving two separable convex functions $f, g$, which includes a composite term $f(W x)$. Moreover, the number $d$ of rows of $W$ is allowed to be variable. We also allow to incorporate inequalities on $W x$ in addition to the lower and upper bound inequalities on $x$. We need the following lemma.

Lemma 4.11. For every fixed integer $(r, s) \times t$ bimatrix $A$ and $(p, q) \times t$ bimatrix $W$, there is an algorithm that, given n, computes in time polynomial in $n$ the Graver basis $\mathcal{G}(B)$ of the following $(r+n s+p+n q) \times(n t+p+n q)$ matrix:

$$
B:=\left(\begin{array}{cc}
A^{(n)} & 0 \\
W^{(n)} & I
\end{array}\right)
$$

Proof. Let $D$ be the $(r+p, s+q) \times(t+p+q)$ bimatrix with blocks defined by the following:

$$
D_{1}:=\left(\begin{array}{ccc}
A_{1} & 0 & 0 \\
W_{1} & I_{p} & 0
\end{array}\right), \quad D_{2}:=\left(\begin{array}{ccc}
A_{2} & 0 & 0 \\
W_{2} & 0 & I_{q}
\end{array}\right)
$$

Apply the algorithm of Theorem 4.4 and compute in polynomial time the Graver basis $\mathcal{G}\left(D^{(n)}\right)$ of the $n$-fold product of $D$, which is the following matrix:

$$
D^{(n)}=\left(\begin{array}{cccccccccc}
A_{1} & 0 & 0 & A_{1} & 0 & 0 & \cdots & A_{1} & 0 & 0 \\
W_{1} & I_{p} & 0 & W_{1} & I_{p} & 0 & \cdots & W_{1} & I_{p} & 0 \\
\hline A_{2} & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
W_{2} & 0 & I_{q} & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & A_{2} & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & W_{2} & 0 & I_{q} & \cdots & 0 & 0 & 0 \\
\hline \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & \cdots & A_{2} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots & W_{2} & 0 & I_{q}
\end{array}\right) .
$$

Suitable row and column permutations applied to $D^{(n)}$ give the following matrix:

$$
C:=\left(\begin{array}{cccc|cccc|cccc}
A_{1} & A_{1} & \cdots & A_{1} & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
A_{2} & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & A_{2} & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{2} & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\hline W_{1} & W_{1} & \cdots & W_{1} & I_{p} & I_{p} & \cdots & I_{p} & 0 & 0 & \cdots & 0 \\
W_{2} & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & I_{q} & 0 & \cdots & 0 \\
0 & W_{2} & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & I_{q} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & W_{2} & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & I_{q}
\end{array}\right) .
$$

Obtain the Graver basis $\mathcal{G}(C)$ in polynomial time from $\mathcal{G}\left(D^{(n)}\right)$ by permuting the entries of each element of the latter by the permutation of the columns of $\mathcal{G}\left(D^{(n)}\right)$ that is used to get $C$ (row permutations do not affect the Graver basis).

Now, note that the matrix $B$ can be obtained from $C$ by dropping all but the first $p$ columns in the second block. Consider any element in the Graver basis of $C$, indexed, according to the block structure, in the following way:

$$
\left(x^{1}, x^{2}, \ldots, x^{n}, y^{1}, y^{2}, \ldots, y^{n}, z^{1}, z^{2}, \ldots, z^{n}\right)
$$

Clearly, if $y^{k}=0$ for $k=2, \ldots, n$ then the following restriction of this element:

$$
\left(x^{1}, x^{2}, \ldots, x^{n}, y^{1}, z^{1}, z^{2}, \ldots, z^{n}\right)
$$

is in the Graver basis of $B$. On the other hand, if

$$
\left(x^{1}, x^{2}, \ldots, x^{n}, y^{1}, z^{1}, z^{2}, \ldots, z^{n}\right)
$$

is any element in $\mathcal{G}(B)$ then its extension:

$$
\left(x^{1}, x^{2}, \ldots, x^{n}, y^{1}, 0, \ldots, 0, z^{1}, z^{2}, \ldots, z^{n}\right)
$$

is in $\mathcal{G}(C)$. So the Graver basis of $B$ can be obtained in polynomial time by the following:

$$
\mathcal{G}(B):=\left\{\left(x^{1}, \ldots, x^{n}, y^{1}, z^{1}, \ldots, z^{n}\right):\left(x^{1}, \ldots, x^{n}, y^{1}, 0, \ldots, 0, z^{1}, \ldots, z^{n}\right) \in \mathcal{G}(C)\right\} .
$$

Therefore, the Graver basis of $B$ can indeed be computed in polynomial time.
We can now prove our next theorem. As usual, it suffices to be given a comparison oracle for the objective function. However, as with Theorem 3.17, it is more natural here to have each of the functions $f, g$ involved given by its own presentation, and so we assume that each of $f, g$ is given by an evaluation oracle.

Theorem 4.12. For every fixed integer $(r, s) \times t$ bimatrix $A$ and integer $(p, q) \times t$ bimatrix $W$, there is an algorithm that, given $n, l, u \in \mathbb{Z}_{\infty}^{n t}, \hat{l}, \hat{u} \in \mathbb{Z}_{\infty}^{p+n q}, b \in \mathbb{Z}^{r+n s}$, and separable convex functions $f: \mathbb{Z}^{p+n q} \rightarrow \mathbb{Z}, g: \mathbb{Z}^{n t} \rightarrow \mathbb{Z}$ presented by evaluation oracles, solves in time which is polynomial in $n$ and $\langle l, u, \hat{l}, \hat{u}, b, \hat{f}, \hat{g}\rangle$ the following problem:

$$
\min \left\{f\left(W^{(n)} x\right)+g(x): x \in \mathbb{Z}^{n t}, A^{(n)} x=b, \hat{l} \leq W^{(n)} x \leq \hat{u}, l \leq x \leq u\right\}
$$

Proof. First, use the algorithm of Lemma 4.11 to compute the Graver basis of the following:

$$
B:=\left(\begin{array}{cc}
A^{(n)} & 0 \\
W^{(n)} & I
\end{array}\right)
$$

Next, apply the algorithm of Theorem 3.17 and solve the given problem.

### 4.3 Some applications

The theory of $n$-fold integer programming has numerous applications in a variety of areas. Here, we discuss applications to (non)linear multicommodity flow problems. In Chapter 5, we discuss applications to multiway tables and privacy in databases.

Recall from Section 1.2.2 the following very general nonlinear multicommodity flow problem (also see Figure 1.2). There is a digraph $G$ with $s$ vertices and $t$ edges. There are $l$ commodities. Each commodity has a demand vector $d^{k} \in \mathbb{Z}^{s}$ with $d_{v}^{k}$ the demand for commodity $k$ at vertex $v$ (interpreted as supply when positive and consumption when negative). Each edge $e$ has a capacity $u_{e}$ (upper bound on the combined flow of all commodities on it). A multicommodity transshipment is a vector $x=\left(x^{1}, \ldots, x^{l}\right)$ with $x^{k} \in \mathbb{Z}_{+}^{t}$ for all $k$ and $x_{e}^{k}$ the flow of commodity $k$ on edge $e$, satisfying the capacity constraint $\sum_{k=1}^{l} x_{e}^{k} \leq u_{e}$ for each edge $e$ and demand constraint $\sum_{e \in \delta^{+}(v)} x_{e}^{k}-\sum_{e \in \delta^{-}(v)} x_{e}^{k}=d_{v}^{k}$ for each vertex $v$ and commodity $k$ with $\delta^{+}(v), \delta^{-}(v)$ the sets of edges entering and leaving vertex $v$. There are cost functions $f_{e}, g_{e}^{k}: \mathbb{Z} \rightarrow \mathbb{Z}$ for each edge and each edgecommodity pair. The cost of transshipment $x$ on edge $e$ is $f_{e}\left(\sum_{k=1}^{l} x_{e}^{k}\right)+\sum_{k=1}^{l} g_{e}^{k}\left(x_{e}^{k}\right)$, where the first term is the value of $f_{e}$ on the combined flow of all commodities on $e$ and the second term the sum of costs for each edge-commodity pair. The cost can in particular be convex such as $\alpha_{e}\left|\sum_{k=1}^{l} x_{e}^{k}\right|^{\beta_{e}}+\sum_{k=1}^{l} \gamma_{e}^{k}\left|x_{e}^{k}\right| \delta_{e}^{k}$ for some nonnegative integers $\alpha_{e}, \beta_{e}, \gamma_{e}^{k}, \delta_{e}^{k}$, accounting for increase in cost due to channel congestion when subject to heavy traffic or communication load [88]. The linear problem is the special case with $\beta_{e}=\delta_{e}^{k}=1$. The total cost is the sum of costs over all edges.

The theory of $n$-fold integer programming provides the first polynomial time algorithms for the problem in two broad situations discussed in Sections 4.3.1 and 4.3.2.

### 4.3.1 Nonlinear many-commodity transshipment

Here, we consider the problem with variable number $l$ of commodities over a fixed (but arbitrary) digraph - the so-termed many-commodity transshipment problem. This problem may seem at first very restricted; however, even deciding if a feasible many-transshipment exists (regardless of its cost) is NP-complete already over the complete bipartite digraphs $K_{3, n}$ (oriented from one side to the other) with only 3 vertices on one side [51]; moreover, even over the single tiny digraph $K_{3,3}$, the only solution available to date is the one given below via $n$-fold integer programming.

As usual, $\hat{f}, \hat{g}$ denote the maximum values of $|f|,|g|$ over the feasible set and need not be part of the input. It is usually easy to determine an upper bound on these values from the problem data. For instance, in the special case of linear cost functions $f, g$, bounds which are polynomial in the binary length of the costs $\alpha_{e}, \gamma_{e}^{k}$, capacities $u$, and demands $d_{v}^{k}$, follow easily from Cramer's rule.

We now obtain a result of [51] on (non)linear many-commodity transshipment.

Corollary 4.13. For every fixed digraph $G$, there is an algorithm that, given l commodities, demand $d_{v}^{k} \in \mathbb{Z}$ for each commodity $k$ and vertex $v$, edge capacities $u_{e} \in \mathbb{Z}_{+}$, and convex costs $f_{e}, g_{e}^{k}: \mathbb{Z} \rightarrow \mathbb{Z}$ presented by evaluation oracles, solves in time polynomial
in l and $\left\langle d_{v}^{k}, u_{e}, \hat{f}, \hat{g}\right\rangle$ the many-commodity transshipment problem:

$$
\begin{array}{ll} 
& \min \sum_{e}\left(f_{e}\left(\sum_{k=1}^{l} x_{e}^{k}\right)+\sum_{k=1}^{l} g_{e}^{k}\left(x_{e}^{k}\right)\right) \\
\text { s.t. } & x_{e}^{k} \in \mathbb{Z}, \quad \sum_{e \in \delta^{+}(v)} x_{e}^{k}-\sum_{e \in \delta^{-}(v)} x_{e}^{k}=d_{v}^{k}, \quad \sum_{k=1}^{l} x_{e}^{k} \leq u_{e}, \quad x_{e}^{k} \geq 0 .
\end{array}
$$

Proof. Assume that $G$ has $s$ vertices and $t$ edges and let $D$ be its $s \times t$ vertex-edge incidence matrix. Let $f: \mathbb{Z}^{t} \rightarrow \mathbb{Z}$ and $g: \mathbb{Z}^{l t} \rightarrow \mathbb{Z}$ be the separable convex functions defined by $f(y):=\sum_{e=1}^{t} f_{e}\left(y_{e}\right)$ with $y_{e}:=\sum_{k=1}^{l} x_{e}^{k}$ and $g(x):=\sum_{e=1}^{t} \sum_{k=1}^{l} g_{e}^{k}\left(x_{e}^{k}\right)$. Let $x=\left(x^{1}, \ldots, x^{l}\right)$ be the vector of variables with $x^{k} \in \mathbb{Z}^{t}$ the flow of commodity $k$ for each $k$. Then the problem can be rewritten as follows:

$$
\min \left\{f\left(\sum_{k=1}^{l} x^{k}\right)+g(x): x \in \mathbb{Z}^{l t}, D x^{k}=d^{k}, \sum_{k=1}^{l} x^{k} \leq u, x \geq 0\right\}
$$

We can now proceed in two ways.
First way: extend the vector of variables to $x=\left(x^{0}, x^{1}, \ldots, x^{l}\right)$ with $x^{0} \in \mathbb{Z}^{t}$ representing an additional slack commodity. Then the capacity constraints become $\sum_{k=0}^{l} x^{k}=$ $u$ and the cost function becomes $f\left(u-x_{0}\right)+g\left(x^{1}, \ldots, x^{l}\right)$ which is also separable convex. Now, let $A$ be the $(t, s) \times t$ bimatrix with first block $A_{1}:=I_{t}$ the $t \times t$ identity matrix and second block $A_{2}:=D$. Let $d^{0}:=D u-\sum_{k=1}^{l} d^{k}$ and let $b:=\left(u, d^{0}, d^{1}, \ldots, d^{l}\right)$. Then the problem becomes the $(l+1)$-fold integer program:

$$
\begin{equation*}
\min \left\{f\left(u-x^{0}\right)+g\left(x^{1}, \ldots, x^{l}\right): x \in \mathbb{Z}^{(l+1) t}, A^{(l+1)} x=b, x \geq 0\right\} \tag{4.3}
\end{equation*}
$$

By Theorem 4.8, this program can be solved in polynomial time as claimed.
Second way: let $A$ be the $(0, s) \times t$ bimatrix with first block $A_{1}$ empty and second block $A_{2}:=D$. Let $W$ be the $(t, 0) \times t$ bimatrix with first block $W_{1}:=I_{t}$ the $t \times t$ identity matrix and second block $W_{2}$ empty. Let $b:=\left(d^{1}, \ldots, d^{l}\right)$. Then the problem is precisely the following $l$-fold integer program:

$$
\min \left\{f\left(W^{(l)} x\right)+g(x): x \in \mathbb{Z}^{l t}, A^{(l)} x=b, W^{(l)} x \leq u, x \geq 0\right\}
$$

By Theorem 4.12, this program can be solved in polynomial time as claimed.
We also point out the following immediate consequence of Corollary 4.13.
Corollary 4.14. For fixed s, the (convex) many-commodity transshipment problem with variable l commodities on any s-vertex digraph is polynomial time solvable.

### 4.3.2 Nonlinear multicommodity transportation

Here, we consider the problem with fixed (but arbitrary) number $l$ of commodities over any bipartite subdigraph of $K_{m, n}$ (oriented from one side to the other) - the so-called multicommodity transportation problem - with fixed number $m$ of suppliers and variable
number $n$ of consumers. This is very natural in operations research applications, where few facilities serve many customers. The problem is difficult even for $l=2$ commodities: deciding if a feasible 2 -commodity transportation exists (regardless of its cost) is NPcomplete already over $K_{m, n}$ [27]; moreover, even over the bipartite digraphs $K_{3, n}$ with only $m=3$ suppliers, the only available solution to date is the one given below via $n$-fold integer programming.

This problem seems harder than the one discussed in the previous subsection (with no seeming analog for non-bipartite digraphs), and the formulation below is more delicate. Therefore, it is convenient to change the labeling of the data a little bit as follows (see Figure 4.1). We denote edges by pairs $(i, j)$, where $1 \leq i \leq m$ is a supplier and

Find integer I commodity transportation $x$ of minimum f,g cost from $m$ suppliers to $n$ consumers in the bipartite digraph $K_{m, n}$
Also given are supply and consumption vectors $s^{i}$ and $c^{j}$ in $Z^{】}$, edge capacities $\mathrm{u}_{\mathrm{i}, \mathrm{j}}$, and volume $\mathrm{v}_{\mathrm{k}}$ per unit commodity k

Consumers


For suitable $(\mathrm{ml}, \mathrm{l}) \times \mathrm{ml}$ bimatrix A and $(0, \mathrm{~m}) \times \mathrm{ml}$ bimatrix W , the problem is expressed as the n-fold integer program:
$\min \left\{f\left(W^{(n)} x\right)+g(x): x\right.$ in $\left.Z^{n m l}, A^{(n)} x=\left(s^{i}, c^{j}\right), W^{(n)} x \leq u, x \geq 0\right\}$.

Figure 4.1: Multicommodity transportation problem
$1 \leq j \leq n$ is a consumer. The demand vectors are replaced by (nonnegative) supply and consumption vectors: each supplier $i$ has a supply vector $s^{i} \in \mathbb{Z}_{+}^{l}$ with $s_{k}^{i}$ its supply in commodity $k$, and each consumer $j$ has a consumption vector $c^{j} \in \mathbb{Z}_{+}^{l}$ with $c_{k}^{j}$ its consumption in commodity $k$. Each commodity $k$ has its own volume $v_{k} \in \mathbb{Z}_{+}$per unit flow. A multicommodity transportation is indexed as follows, with $x_{i, k}^{j}$ the flow of commodity $k$ from supplier $i$ to consumer $j$ :

$$
x=\left(x^{1}, \ldots, x^{n}\right), \quad x^{j}=\left(x_{1,1}^{j}, \ldots, x_{1, l}^{j}, \ldots, x_{m, 1}^{j}, \ldots, x_{m, l}^{j}\right) .
$$

The capacity constraint on edge $(i, j)$ is $\sum_{k=1}^{l} v_{k} x_{i, k}^{j} \leq u_{i, j}$ and the cost is $f_{i, j}\left(\sum_{k=1}^{l} v_{k} x_{i, k}^{j}\right)+\sum_{k=1}^{l} g_{i, k}^{j}\left(x_{i, k}^{j}\right)$ with $f_{i, j}, g_{i, k}^{j}: \mathbb{Z} \rightarrow \mathbb{Z}$ convex.

We assume below that the underlying digraph is $K_{m, n}$ (with edges oriented from suppliers to consumers), since the problem over any subdigraph $G$ of $K_{m, n}$ reduces to that over $K_{m, n}$ by forcing 0 capacity on all edges not present in $G$.

We now obtain a result of [51] on (non)linear multicommodity transportation.
Corollary 4.15. For fixed $l$ commodities, $m$ suppliers, and volumes $v_{k}$, there is an algorithm that, given $n$ customers, supplies and demands $s^{i}, c^{j} \in \mathbb{Z}_{+}^{l}, u_{i, j} \in \mathbb{Z}_{+}$, and convex costs $f_{i, j}, g_{i, k}^{j}: \mathbb{Z} \rightarrow \mathbb{Z}$ presented by evaluation oracles, solves in time polynomial in $n$ and $\left\langle s^{i}, c^{j}, u, \hat{f}, \hat{g}\right\rangle$ the multicommodity transportation problem:

$$
\begin{array}{ll} 
& \min \sum_{i, j}\left(f_{i, j}\left(\sum_{k} v_{k} x_{i, k}^{j}\right)+\sum_{k=1}^{l} g_{i, k}^{j}\left(x_{i, k}^{j}\right)\right) \\
\text { s.t. } \quad x_{i, k}^{j} \in \mathbb{Z}, \quad \sum_{j} x_{i, k}^{j}=s_{k}^{i}, \quad \sum_{i} x_{i, k}^{j}=c_{k}^{j}, \quad \sum_{k=1}^{l} v_{k} x_{i, k}^{j} \leq u_{i, j}, \quad x_{i, k}^{j} \geq 0 .
\end{array}
$$

Proof. Construct bimatrices $A$ and $W$ as follows. Let $D$ be the $(l, 0) \times l$ bimatrix with first block $D_{1}:=I_{l}$ and second block $D_{2}$ empty. Let $V$ be the $(0,1) \times l$ bimatrix with first block $V_{1}$ empty and second block $V_{2}:=\left(v_{1}, \ldots, v_{l}\right)$. Let $A$ be the $(m l, l) \times m l$ bimatrix with first block $A_{1}:=I_{m l}$ and second block $A_{2}:=D^{(m)}$. Let $W$ be the $(0, m) \times m l$ bimatrix with first block $W_{1}$ empty and second block $W_{2}:=V^{(m)}$. Let $b$ be the $(m l+n l)$ vector $b:=\left(s^{1}, \ldots, s^{m}, c^{1}, \ldots, c^{n}\right)$.

Let $f: \mathbb{Z}^{n m} \rightarrow \mathbb{Z}$ and $g: \mathbb{Z}^{n m l} \rightarrow \mathbb{Z}$ be the separable convex functions defined by $f(y):=\sum_{i, j} f_{i, j}\left(y_{i, j}\right)$ with $y_{i, j}:=\sum_{k=1}^{l} v_{k} x_{i, k}^{j}$ and $g(x):=\sum_{i, j} \sum_{k=1}^{l} g_{i, k}^{j}\left(x_{i, k}^{j}\right)$.

Now, note that $A^{(n)} x$ is an $(m l+n l)$-vector, whose first $m l$ entries are the flows from each supplier of each commodity to all consumers, and whose last $n l$ entries are the flows to each consumer of each commodity from all suppliers. So the supply and consumption equations are encoded by $A^{(n)} x=b$. Next, note that the $n m$-vector $y=$ $\left(y_{1,1}, \ldots, y_{m, 1}, \ldots, y_{1, n}, \ldots, y_{m, n}\right)$ satisfies $y=W^{(n)} x$. So the capacity constraints become $W^{(n)} x \leq u$ and the cost function becomes $f\left(W^{(n)} x\right)+g(x)$. Therefore, the problem is precisely the following $n$-fold integer program:

$$
\min \left\{f\left(W^{(n)} x\right)+g(x): x \in \mathbb{Z}^{n m l}, A^{(n)} x=b, W^{(n)} x \leq u, x \geq 0\right\}
$$

By Theorem 4.12, this program can be solved in polynomial time as claimed.

### 4.4 Stochastic integer programming

Stochastic integer programming arises in decision making under uncertainty and is an important and extensively studied area with a variety of applications, see, for instance, [70] and the references therein. We now show that suitable adjustments of the methods of $n$-fold integer programming enable to solve, for the first time, stochastic integer programming problems in polynomial time as well.

In a stochastic integer program, part of the data is random, and decisions are made in two stages - before and after the realizations of the random data occur. The data for the
program is as follows. There are $r$ first-stage decision variables arranged in a vector $y^{0}=$ $\left(y_{1}^{0}, \ldots, y_{r}^{0}\right)$ and $s$ second-stage decision variables arranged in a vector $y=\left(y_{1}, \ldots, y_{s}\right)$. There are deterministic lower and upper bounds $l^{0}, u^{0} \in \mathbb{Z}_{\infty}^{r}$ and cost $w^{0} \in \mathbb{Z}^{r}$ for the first-stage decision vector, and random lower and upper bounds $\mathbf{l}, \mathbf{u} \in \mathbb{Z}_{\infty}^{s}$ and cost $\mathbf{w} \in$ $\mathbb{Z}^{s}$ for the second-stage decision vector. The first-stage and second-stage decision vectors are tied together by a common system of linear equations defined by fixed $r \times t$ integer matrix $A_{1}$, fixed $s \times t$ integer matrix $A_{2}$, and random right-hand side vector $\mathbf{b} \in \mathbb{Z}^{t}$. The objective is to minimize the sum of direct costs of first-stage decisions and expected costs of second-stage decisions. So the stochastic integer programming problem is as follows:

$$
\begin{equation*}
\min \left\{w^{0} y^{0}+\mathbb{E}\left[\mathbf{c}\left(y^{0}\right)\right]: y^{0} \in \mathbb{Z}^{r}, l^{0} \leq y^{0} \leq u^{0}\right\} \tag{4.4}
\end{equation*}
$$

where

$$
\mathbf{c}\left(y^{0}\right):=\min \left\{\mathbf{w} y: y \in \mathbb{Z}^{s}, y^{0} A_{1}+y A_{2}=\mathbf{b}, \mathbf{l} \leq y \leq \mathbf{u}\right\}
$$

In this section, vectors are interpreted as either rows or columns, as is clear from the context; in particular, in the equation system above, $y^{0}, y$, and $\mathbf{b}$ are rows.

It is a common practice to assume that the sample space is finite (possibly the result of discretization of an originally infinite space). So we assume that there are $n$ possible sample points, the so-termed scenarios, where, for $k=1, \ldots, n$, scenario $k$ occurs with probability $p_{k}$, with corresponding realizations $l^{k}, u^{k}, w^{k}, b^{k}$ of the random part of the data. Introducing, for each $k=1, \ldots, n$, a copy $y^{k}:=\left(y_{1}^{k}, \ldots, y_{s}^{k}\right)$ of the second-stage decision vector for scenario $k$, the stochastic integer program (4.4) can be replaced by its following equivalent deterministic counterpart:

$$
\begin{equation*}
\min \left\{w^{0} y^{0}+\sum_{k=1}^{n} p_{k} w^{k} y^{k}: y_{i}^{k} \in \mathbb{Z}, y^{0} A_{1}+y^{k} A_{2}=b^{k}, l^{k} \leq y^{k} \leq u^{k}\right\} \tag{4.5}
\end{equation*}
$$

As is common, we refer to program (4.5) simply also as a stochastic integer program. Note that the number $n$ of scenarios, which is possibly the result of discretization of an infinite space, is typically very large and hence is assumed to be variable.

Now, arrange the variables in an $(r+n s)$-vector $y:=\left(y^{0}, y^{1}, \ldots, y^{n}\right)$ consisting of $n+1$ bricks, and likewise, the costs as $w:=\left(w^{0}, p_{1} w^{1}, \ldots, p_{n} w^{n}\right) \in \mathbb{Z}^{r+n s}$, the lower and upper bounds as $l:=\left(l^{0}, l^{1}, \ldots, l^{n}\right), u:=\left(u^{0}, u^{1}, \ldots, u^{n}\right) \in \mathbb{Z}_{\infty}^{r+n s}$, and the righthand sides as $b:=\left(b^{1}, \ldots, b^{n}\right) \in \mathbb{Z}^{n t}$. Let $A$ be the $(r, s) \times t$ bimatrix with blocks $A_{1}$ and $A_{2}$. Then the program (4.5) can be rewritten in the form:

$$
\begin{equation*}
\min \left\{w y: y \in \mathbb{Z}^{r+n s}, y A^{(n)}=b, l \leq y \leq u\right\} \tag{4.6}
\end{equation*}
$$

The system of equations in this program involves the $n$-fold product $A^{(n)}$ of $A$. However, (4.6) is not quite an $n$-fold program but rather a certain dual of it, since the row vector $y$ of variables multiplies $A^{(n)}$ from the left. Therefore, in order to apply Graver bases methods to program (4.6), the relevant Graver basis is the Graver basis $\mathcal{G}\left(\left(A^{(n)}\right)^{T}\right)$ of the transpose of $A^{(n)}$ rather than of $A^{(n)}$ itself, that is, the set of $\sqsubseteq$-minimal elements among
the nonzero integer solutions of the system:

$$
\left(\begin{array}{lllll}
y^{0} & y^{1} & y^{2} & \cdots & y^{n}
\end{array}\right)\left(\begin{array}{cccc}
A_{1} & A_{1} & \cdots & A_{1} \\
A_{2} & 0 & \cdots & 0 \\
0 & A_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{2}
\end{array}\right)=\left(\begin{array}{llll}
0 & 0 & \cdots & 0
\end{array}\right) .
$$

While $\mathcal{G}\left(A^{(n)}\right)$ can be computed in time polynomial in $n$ by Theorem 4.4, the Graver basis $\mathcal{G}\left(\left(A^{(n)}\right)^{T}\right)$ of the transpose cannot be computed in polynomial time, since, as the next example shows, even its cardinality can be exponential in $n$.

Example 4.16 (exponential Graver basis of stochastic integer program). Let $A$ be the $(1,2) \times 1$ matrix with first block $A_{1}=1$ and second block $A_{2}:=(11)^{T}$. Then $A^{(n)}$ is totally unimodular and $\mathcal{G}\left(A^{(n)}\right)=\mathcal{C}\left(A^{(n)}\right)=\emptyset$ is empty. But the Graver basis $\mathcal{G}\left(\left(A^{(n)}\right)^{T}\right)=\mathcal{C}\left(\left(A^{(n)}\right)^{T}\right)$ of its totally unimodular transpose:

$$
\left(A^{(n)}\right)^{T}=\left(\begin{array}{c|cc|cc|c|cc}
1 & 1 & 1 & 0 & 0 & \cdots & 0 & 0 \\
\hline 1 & 0 & 0 & 1 & 1 & \cdots & 0 & 0 \\
\hline \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\hline 1 & 0 & 0 & 0 & 0 & \cdots & 1 & 1
\end{array}\right)
$$

consists of $2^{n+1}+2 n$ elements, $2 n$ with $y^{0}=0$ and $2^{n+1}$ with $y^{0}= \pm 1$ of the form:

$$
\pm\left(1, y^{1}, \ldots, y^{n}\right), \quad y^{k} \in\{(-1,0),(0,-1)\}, \quad k=1, \ldots, n
$$

We proceed to derive the recent result of [50] building on [52], showing that, nonetheless, stochastic integer programming can be solved in polynomial time. We use the following weaker but useful property of Graver bases of $n$-fold products which does hold for Graver bases of transposes of $n$-fold products as well. We give below only the proof for $n$-fold products. The proof for their transposes can be found in [52] which builds on an extension in [74] of the Gordan lemma [40].

Lemma 4.17. For every fixed bimatrix $A$, there are finite sets $G$ and $H$ such that:

1. for all $n$ and $g=\left(g^{1}, \ldots, g^{n}\right) \in \mathcal{G}\left(A^{(n)}\right)$, we have $g^{k} \in G$ for all $k$;
2. for all $n$ and $h=\left(h^{0}, h^{1}, \ldots, h^{n}\right) \in \mathcal{G}\left(\left(A^{(n)}\right)^{T}\right)$, we have $h^{k} \in H$ for all $k$.

Proof. We provide the proof of part 1 only. The proof of part 2 can be found in [52]. Let $g(A)$ be the Graver complexity of $A$. By the results of Section 4.1 (see proof of Theorem 4.4), any element $g=\left(g^{1}, \ldots, g^{n}\right) \in \mathcal{G}\left(A^{(n)}\right)$ is the $n$-lifting of some $z=$ $\left(z^{1}, \ldots, z^{g(A)}\right) \in \mathcal{G}\left(A^{(g(A))}\right)$. So each brick of $g$ is equal to some brick of $z$. Therefore, $G$ can be taken to be the set of all bricks appearing in some element of the constant basis $\mathcal{G}\left(A^{(g(A))}\right)$. So $G$ depends only on $A$ and is independent of $n$.

We need one more lemma, which replaces Lemmas 3.5 and 3.9 and provides the engine needed for an iterative greedy augmentation process analog to that of Lemma 3.10, without requiring the entire Graver basis to be given explicitly.

Lemma 4.18. For every fixed integer $(r, s) \times t$ bimatrix $A$, there is an algorithm that, given $n$ and vectors $l, u \in \mathbb{Z}_{\infty}^{r+n s}$ and $w, y \in \mathbb{Z}^{r+n s}$ with $l \leq y \leq u$, and letting

$$
S:=\left\{z \in \mathbb{Z}^{r+n s}: z A^{(n)}=b, l \leq z \leq u\right\}, \quad b:=y A^{(n)}
$$

either asserts that $S$ is infinite or concludes that it is finite and finds $\hat{y} \in S$ with

$$
\begin{equation*}
w \hat{y} \leq \min \left\{w(y+\lambda h): \lambda \in \mathbb{Z}_{+}, h \in \mathcal{G}\left(\left(A^{(n)}\right)^{T}\right), l \leq y+\lambda h \leq u\right\} \tag{4.7}
\end{equation*}
$$

in time which is polynomial in $n$ and $\langle l, u, w, y\rangle$.
Proof. Let $H$ be the fixed set of bricks for $A$ guaranteed to exist by Lemma 4.17. Adding $0 \in \mathbb{Z}^{r}$ and $0 \in \mathbb{Z}^{s}$ to $H$ if necessary, we assume that these bricks are in $H$. Define the following:

$$
L:=\left\{h \in \mathbb{Z}^{r+n s}: h^{0} \in H \cap \mathbb{Z}^{r}, h^{k} \in H \cap \mathbb{Z}^{s},\left(h^{0}, h^{k}\right) A=0, k=1, \ldots, n\right\} .
$$

Since $H$ contains every brick of every element of the Graver basis of $\left(A^{(n)}\right)^{T}$, and $h \in$ $\mathbb{Z}^{r+n s}$ satisfies $h A^{(n)}=0$ if and only if $\left(h^{0}, h^{k}\right) A=0$ for $k=1, \ldots, n$, we have the following:

$$
\begin{equation*}
\mathcal{G}\left(\left(A^{(n)}\right)^{T}\right) \subset L \subseteq \mathcal{L}\left(\left(A^{(n)}\right)^{T}\right) \tag{4.8}
\end{equation*}
$$

For each $k$ and each brick $h^{k} \in H$ (in $\mathbb{Z}^{r}$ for $k=0$ and in $\mathbb{Z}^{s}$ for other $k$ ), determine

$$
\begin{equation*}
\lambda\left(k, h^{k}\right):=\sup \left\{\lambda \in \mathbb{Z}_{+}: l^{k} \leq y^{k}+\lambda h^{k} \leq u^{k}\right\} \in \mathbb{Z}_{+} \uplus\{\infty\} \tag{4.9}
\end{equation*}
$$

Note that there are at most $\left|H \cap \mathbb{Z}^{r}\right|+n\left|H \cap \mathbb{Z}^{s}\right|=O(n)$ such that $\lambda\left(k, h^{k}\right)$ and each can be easily computed by inspection, so all can be computed in polynomial time.

First, we claim that $S$ is infinite if and only if there is a nonzero element $h=$ $\left(h^{0}, \ldots, h^{n}\right) \in L$ such that $\lambda\left(k, h^{k}\right)=\infty$ for $k=0, \ldots, n$. Indeed, if such an $h$ exists then $y+\lambda h \in S$ for all $\lambda \in \mathbb{Z}_{+}$so $S$ is infinite; if $S$ is infinite then, by Lemma 3.5, there is such an $h \in \mathcal{G}\left(\left(A^{(n)}\right)^{T}\right) \subset L$. To check this infiniteness criterion in polynomial time, for each $h^{0} \in H \cap \mathbb{Z}^{r}$ with $\lambda\left(0, h^{0}\right)=\infty$, try to extend $h^{0}$ to an element $h=\left(h^{0}, h^{1}, \ldots, h^{n}\right) \in L$ as follows: for $k=1, \ldots, n$ search for a brick $h^{k} \in H \cap \mathbb{Z}^{s}$, nonzero if possible, satisfying $\lambda\left(k, h^{k}\right)=\infty$ and $\left(h^{0}, h^{k}\right) A=0$. Then $S$ is infinite if and only if this process constructs some such nonzero $h$.

Second, assuming that $S$ is finite, we show how to find $\hat{y} \in S$ satisfying (4.7). By (4.8), we can take $\hat{y}:=y+\lambda h$, where $(\lambda, h)$ is any optimal pair for the problem:

$$
\begin{equation*}
\min \left\{w \lambda h: \lambda \in \mathbb{Z}_{+} \uplus\{\infty\}, h \in L, l \leq y+\lambda h \leq u\right\} \tag{4.10}
\end{equation*}
$$

with the convention $\lambda h:=0 \in \mathbb{Z}^{r+n s}$ for the pair $\lambda=\infty$ and $h=0$. Since $0 \in L$ and $S$ is finite, this pair is the only feasible one with $\lambda=\infty$. Since $|L|$ may be exponential (see Example 4.16), we proceed to solve (4.10) indirectly as follows.

Let $\Lambda \subset \mathbb{Z}_{+} \uplus\{\infty\}$ be the set of $\lambda\left(k, h^{k}\right)$ obtained in (4.9) for all $k$ and $h^{k}$. Produce a set $T \subseteq \Lambda \times L$ of pairs $(\lambda, h)$ by applying the following process: for each $\lambda \in \Lambda$ and each brick $h^{0} \in H \cap \mathbb{Z}^{r}$ satisfying $\lambda\left(0, h^{0}\right) \geq \lambda$, try to extend $h^{0}$ to $h=\left(h^{0}, h^{1}, \ldots, h^{n}\right) \in L$
as follows: for $k=1, \ldots, n$ search for a brick $h^{k} \in H \cap \mathbb{Z}^{s}$ satisfying $\lambda\left(k, h^{k}\right) \geq \lambda$ and $\left(h^{0}, h^{k}\right) A=0$, and if there are any, pick one with minimum $w^{k} h^{k}$; if $h$ was completed successfully then add the pair $(\lambda, h)$ to $T$. Note that $|T| \leq|\Lambda| \cdot\left|H \cap \mathbb{Z}^{r}\right|=O(n)$ and can be constructed in polynomial time.

We now claim that an optimal pair $(\lambda, h)$ for (4.10) can be taken as any optimal pair for the following problem, which can be solved immediately by inspecting $T$ as follows:

$$
\begin{equation*}
\min \{w \lambda h:(\lambda, h) \in T\} . \tag{4.11}
\end{equation*}
$$

First, note that any $(\lambda, h) \in T$ satisfies $l \leq y+\lambda h \leq u$ so is feasible in (4.10). Second, consider any pair $(\bar{\lambda}, \bar{h})$ which is optimal for the problem (4.10). Let

$$
\hat{\lambda}:=\min \left\{\lambda\left(k, \bar{h}^{k}\right): k=0, \ldots, n\right\} \in \Lambda .
$$

Then, in the process which generates the set $T$, when considering $\hat{\lambda}$ and $\bar{h}^{0}$, the vector $\bar{h}$ is a feasible extension; let $\hat{h}$ be the optimal extension chosen in the process. Then $(\hat{\lambda}, \hat{h}) \in T$. Now, $(\bar{\lambda}, \bar{h}),(0,0)$ feasible in (4.10) imply $\hat{\lambda} \geq \bar{\lambda}, w \bar{h} \leq 0$, and so

$$
w \hat{\lambda} \hat{h}=\hat{\lambda} \sum_{k} w^{k} \hat{h}^{k} \leq \hat{\lambda} \sum_{k} w^{k} \bar{h}^{k}=\hat{\lambda} w \bar{h} \leq \bar{\lambda} w \bar{h}=w \bar{\lambda} \bar{h}
$$

Therefore, $(\hat{\lambda}, \hat{h})$ is also optimal for (4.10) as claimed. This completes the proof.
We are now in position to prove the following important result of [50] which shows that stochastic integer programming can be solved in polynomial time.

Theorem 4.19. For each fixed integer $(r, s) \times t$ bimatrix $A$, there is an algorithm that, given positive integer $n, l, u \in \mathbb{Z}_{\infty}^{r+n s}, b \in \mathbb{Z}^{n t}$, and $w \in \mathbb{Z}^{r+n s}$, solves in time which is polynomial in $n$ and $\langle l, u, b, w\rangle$ the following stochastic integer program:

$$
\begin{equation*}
\min \left\{w y: y \in \mathbb{Z}^{r+n s}, y A^{(n)}=b, l \leq y \leq u\right\} \tag{4.12}
\end{equation*}
$$

Proof. First, we show the following analogs of Lemmas 3.10 and 3.11 for stochastic integer programming (restricted to optimization of linear objective functions).
Claim 1 (analog of Lemma 3.10). Given an initial feasible point $y$ to the stochastic integer program (4.12), we can solve the program in polynomial time.

Proof of Claim 1. First, apply the algorithm of Lemma 4.18 and either detect that the feasible set is infinite and stop, or conclude it is finite and continue. Next, produce a sequence of feasible points $y^{0}, y^{1}, \ldots, y^{s}$ with $y^{0}:=y$ the given input point, as follows. Having obtained $y^{k}$, obtain a new feasible point $y^{k+1}$ satisfying the following:

$$
\begin{equation*}
w y^{k+1} \leq \min \left\{w\left(y^{k}+\lambda h\right): \lambda \in \mathbb{Z}_{+}, h \in \mathcal{G}\left(\left(A^{(n)}\right)^{T}\right), l \leq y^{k}+\lambda h \leq u\right\} \tag{4.13}
\end{equation*}
$$

by applying again the algorithm of Lemma 4.18. If $w y^{k+1}<w y^{k}$ then repeat, else stop and output the last point $y^{s}$. The proof now proceeds like that of Lemma 3.10, noting that a linear function $w y$ is separable convex, and that inequality (4.13) assures that the sequence of feasible points converges to an optimal point at least as fast as in the algorithm of Lemma 3.10 and hence in polynomial time.

Claim 2 (analog of Lemma 3.11). We can either find a point feasible in (4.12) or detect the program is infeasible or the feasible set is infinite in polynomial time.

Proof of Claim 2. Assume that $l \leq u$ and that $l_{j}<\infty$ and $u_{j}>-\infty$ for all $j$, else there is no feasible point. Now, either detect that there is no integer solution to the system of equations $y A^{(n)}=b$ (without the lower and upper bound constraints) and stop, or determine some such solution $y \in \mathbb{Z}^{r+n s}$ and continue (in polynomial time, using the Hermite normal form of $\left(A^{(n)}\right)^{T}$, see [90]). Let

$$
I:=\left\{j: l_{j} \leq y_{j} \leq u_{j}\right\} \subseteq\{1, \ldots, r+n s\}
$$

be the set of indices of entries of $y$ which satisfy their lower and upper bounds. While $I \subsetneq\{1, \ldots, r+n s\}$, repeat the following procedure. Pick any index $i \notin I$. Then either $y_{i}<l_{i}$ or $y_{i}>u_{i}$. We describe the procedure only in the former case, the latter being symmetric. Update the lower and upper bounds by setting the following:

$$
\hat{l}_{j}:=\min \left\{l_{j}, y_{j}\right\}, \quad \hat{u}_{j}:=\max \left\{u_{j}, y_{j}\right\}, \quad j=1, \ldots, r+n s
$$

Solve in polynomial time the following linear integer program, in which $y$ is feasible:

$$
\begin{equation*}
\max \left\{z_{i}: z \in \mathbb{Z}^{r+n s}, z A^{(n)}=b, \hat{l} \leq z \leq \hat{u}, z_{i} \leq u_{i}\right\} \tag{4.14}
\end{equation*}
$$

by applying the algorithm of Claim 1 above. Now, for all $j$, we have that $\hat{l}_{j}>-\infty$ if and only if $l_{j}>-\infty$ and $\hat{u}_{j}<\infty$ if and only if $u_{j}<\infty$. Therefore, if the algorithm asserts that the feasible set of (4.14) is infinite, then the original program (4.12) either has an infinite feasible set or is infeasible. So assume that the algorithm finds an optimal solution $z$. If $z_{i}<l_{i}$ then (4.12) is infeasible. Otherwise, set $y:=z, I:=\left\{j: l_{j} \leq y_{j} \leq u_{j}\right\}$, and repeat. Note that in each iteration, the cardinality of $I$ increases by at least one. Therefore, after at most $r+n s$ iterations, either the algorithm detects that the original program is infeasible or has an infinite feasible set, or $I=\{1, \ldots, r+n s\}$ is obtained, in which case the current point $y$ is feasible.

To complete the proof of the theorem: first, apply the algorithm of Claim 2 and either conclude the program is infeasible or the feasible set is infinite and stop, or obtain some feasible point and continue. Next, apply the algorithm of Claim 1 and either conclude the feasible set is infinite or obtain an optimal solution.

As for $n$-fold integer programming, a natural extension of (4.12) is the following nonlinear stochastic integer programming problem with objective $f: \mathbb{Z}^{r+n s} \rightarrow \mathbb{Z}$ :

$$
\min \left\{f(y): y \in \mathbb{Z}^{r+n s}, y A^{(n)}=b, l \leq y \leq u\right\}
$$

In [50], this more general problem is solved for splittable convex functions presented by suitable oracles. Moreover, using an extension of the finiteness Lemma 4.17 from [4], the polynomial time solvability of convex stochastic integer programming can be extended to the so-called multistage stochastic integer programming problems, where a multistage process of alternating decisions and observations takes place.

### 4.5 Graver approximation scheme

Consider again the linear or separable convex $n$-fold integer programming problem:

$$
\begin{equation*}
\min \left\{f(x): x \in \mathbb{Z}^{n t}, A^{(n)} x=b, l \leq x \leq u\right\} \tag{4.15}
\end{equation*}
$$

The solution of problem (4.15) by the algorithm of Theorem 4.8 involves two major tasks: first, the construction of the Graver basis $\mathcal{G}\left(A^{(n)}\right)$ by the algorithm of Theorem 4.4; second, the iterative greedy augmentation of an initial point to an optimal one using the Graver basis $\mathcal{G}\left(A^{(n)}\right)$ by the algorithm of Lemma 3.10.

As shown in the proof of Theorem 4.4, the cardinality of $\mathcal{G}\left(A^{(n)}\right)$ is $O\left(n^{g}\right)$ with $g:=g(A)$ the Graver complexity of $A$. So the time needed for constructing $\mathcal{G}\left(A^{(n)}\right)$, as well as for its examination in finding a greedy augmentation in each iteration, involves an $O\left(n^{g}\right)$ term. While this is polynomial since $g$ is fixed, it may be very large even for small $A$. We therefore proceed to suggest a scheme, parameterized by an integer $k \leq g(A)$, which constructs an approximating subset $G_{k}^{n}$ of the Graver basis $\mathcal{G}\left(A^{(n)}\right)$ and uses it for augmentation, resulting in approximative solutions at lower complexity. We define this approximating set by the following:

$$
\begin{equation*}
G_{k}^{n}:=\left\{x \in \mathcal{G}\left(A^{(n)}\right): \operatorname{type}(x) \leq k\right\} . \tag{4.16}
\end{equation*}
$$

The next lemma bounds the size of $G_{k}^{n}$ and suggests an efficient procedure for computing it. It refines Theorem 4.4 which gives the special case of $G_{g}^{n}=\mathcal{G}\left(A^{(n)}\right)$.

Lemma 4.20. For any integer bimatrix $A$ and pair of integers $1 \leq k \leq n$, we have the following:

$$
G_{k}^{n}:=\left\{x \in \mathcal{G}\left(A^{(n)}\right): \operatorname{type}(x) \leq k\right\}=\left\{x: x \text { is an } n \text {-lifting of some } y \in \mathcal{G}\left(A^{(k)}\right)\right\}
$$

For fixed $A, k$, the cardinality of $G_{k}^{n}$ and the time needed to compute it are $O\left(n^{k}\right)$.
Proof. Consider any $n$-lifting $x$ of any $y \in \mathcal{G}\left(A^{(k)}\right)$. Suppose indirectly that $x \notin G_{k}^{n}$. Since type $(x)=\operatorname{type}(y) \leq k$ this implies that $x \notin \mathcal{G}\left(A^{(n)}\right)$. Therefore, there exists some $x^{\prime} \in \mathcal{G}\left(A^{(n)}\right)$ with $x^{\prime} \sqsubset x$. But then $x^{\prime}$ is the $n$-lifting of some $y^{\prime} \in \mathcal{L}^{*}\left(A^{(k)}\right)$ with $y^{\prime} \sqsubset y$, which contradicts $y \in \mathcal{G}\left(A^{(k)}\right)$. So $x \in G_{k}^{n}$.

Conversely, consider any $x \in G_{k}^{n}$. Then $x$ is the $n$-lifting of some $y \in \mathcal{L}^{*}\left(A^{(k)}\right)$. Suppose indirectly that $y \notin \mathcal{G}\left(A^{(k)}\right)$. Then there exists some $y^{\prime} \in \mathcal{G}\left(A^{(k)}\right)$ with $y^{\prime} \sqsubset$ $y$. But then a suitable $n$-lifting $x^{\prime}$ of $y^{\prime}$ satisfies $x^{\prime} \in \mathcal{L}^{*}\left(A^{(n)}\right)$ with $x^{\prime} \sqsubset x$, which contradicts $x \in \mathcal{G}\left(A^{(n)}\right)$. So $y \in \mathcal{G}\left(A^{(k)}\right)$.

Now, the number of $n$-liftings of each $y \in \mathcal{G}\left(A^{(k)}\right)$ is at most $\binom{n}{k}$, and hence

$$
\left|G_{k}^{n}\right| \leq\binom{ n}{k}\left|\mathcal{G}\left(A^{(k)}\right)\right|
$$

If $A$ and $k$ are fixed then the Graver basis $\mathcal{G}\left(A^{(k)}\right)$ is constant and hence the cardinality of $G_{k}^{n}$ and the time needed to compute it are $O\left(n^{k}\right)$ as claimed.

We proceed to outline our Graver approximation scheme for the $n$-fold integer programming problem (4.15), parameterized by $1 \leq k \leq g:=g(A)$. For simplicity, we assume that the input includes an initial feasible point $x_{0}$ and that the feasible set is finite (which can be checked by linear programming). We also assume that $g(A) \geq 1$. The case $g(A)=0$ occurs if and only if the columns of $A_{2}$ are linearly independent, in which case the same holds for $A^{(n)}$ for all $n$, and the given initial point is the only feasible one and hence already the optimal solution. Our scheme uses the following sequence of increasingly better approximations of $\mathcal{G}\left(A^{(n)}\right)$ :

$$
\begin{equation*}
\emptyset=G_{0}^{n} \subseteq G_{1}^{n} \subseteq \cdots \subseteq G_{g}^{n}=\mathcal{G}\left(A^{(n)}\right) \tag{4.17}
\end{equation*}
$$

The containment relations in this sequence follow directly from the definition of the $G_{k}^{n}$ in (4.16), and the equality $G_{g}^{n}=\mathcal{G}\left(A^{(n)}\right)$ follows from the definition of the Graver complexity. For each parameter value $1 \leq k \leq g$, the scheme obtains recursively an initial feasible point $x_{k-1}$, computes $G_{k}^{n}$, and uses it for repeated greedy augmentations as long as possible, terminating with a new, typically better, feasible point $x_{k}$. Thus, the scheme produces a sequence of points satisfying the following:

$$
f\left(x_{0}\right) \geq f\left(x_{1}\right) \geq \cdots \geq f\left(x_{g}\right)=f^{*}
$$

where the last point $x_{g}$, obtained from the scheme with parameter $k=g$ which uses the full Graver basis $G_{g}^{n}=\mathcal{G}\left(A^{(n)}\right)$, is guaranteed by Lemma 3.10 to be an optimal solution attaining the optimal objective function value $f^{*}$.

Procedure 4.21 (Graver scheme for $n$-fold integer programming).

1. Obtain an initial feasible point $x_{k-1}$ by applying the scheme recursively.
2. Compute the approximation $G_{k}^{n}$ of $\mathcal{G}\left(A^{(n)}\right)$ by the algorithm of Lemma 4.20.
3. Use the algorithm of Lemma 3.10 with $G_{k}^{n}$ instead of $\mathcal{G}\left(A^{(n)}\right)$ to iteratively greedily augment $x_{k-1}$ to the best attainable point $x_{k}$ and output this point.

The time taken by step 2 is $O\left(n^{k}\right)$ by Lemma 4.20 and hence polynomial in $n$. The running time of the iterative step 3 is harder to estimate and depends on the quality of the approximation of $\mathcal{G}\left(A^{(n)}\right)$ by $G_{k}^{n}$ and on the type of function $f$.

So the suggested Graver approximation scheme allows to tradeoff precision for complexity, where increased parameter value $k$ typically results in improved approximation $x_{k}$ with better objective value $f\left(x_{k}\right)$ but increased running time, with the highest parameter value $k=g=g(A)$ resulting in a true optimal solution $x_{g}$ with $f\left(x_{g}\right)=f^{*}$ and running time $O\left(n^{g}\right)$, which, nonetheless, is polynomial.

To estimate the quality of an approximating point $x_{k}$ and decide whether to settle for it or to increment $k$ and apply the scheme for the next parameter value and hence for a longer time, it is possible to approximate in polynomial time the optimal objective value $\tilde{f}$ of the continuous relaxation of the problem (4.15):

$$
\begin{equation*}
\tilde{f}:=\min \left\{f(x): x \in \mathbb{R}^{n t}, A^{(n)} x=b, l \leq x \leq u\right\} \leq f^{*} \tag{4.18}
\end{equation*}
$$

by efficiently minimizing a convex function over a polytope, see, for instance, [80].

The mere existence of a finite Graver complexity $g:=g(A)$ for every $A$ suffices to realize Scheme 4.21, since $g$ and the constant Graver bases $\mathcal{G}\left(A^{(k)}\right)$ for $k \leq g$ can be built into the algorithm. In particular, the value $g$ allows to identify the highest parameter $k=g$, for which the scheme outputs a point $x_{k}=x_{g}$ which is a true optimal solution. Note that the relaxation (4.18) cannot be used to compute $f^{*}$ and identify optimality via $f\left(x_{k}\right)=f^{*}$ since there is typically a gap $\tilde{f}<f^{*}$.

In practice, preparatory preprocessing is useful, where the Graver complexity $g(A)$ and each of the Graver bases $\mathcal{G}\left(A^{(k)}\right)$ for $k \leq g$ are actually computed in constant time once and for all (say, by Algorithms 4.6 and 3.21). Then, given any $n$, Scheme 4.21 with any parameter $k \leq g$ can be quickly applied.

## Notes

The core of the theory of $n$-fold integer programming is developed in the series of papers [23], [24], [50]. An important component in this theory is the notion of Graver complexity introduced in [89] which extends [3] and is extended in [56]. The applications to multicommodity flows are from [51]. Multicommodity flows have been studied extensively in the literature with different emphases. Let us mention the paper [68], which investigates max-flow min-cut properties and their use in approximation algorithms for multicommodity flow problems, and the references therein. Stochastic integer programming is an important and extensively studied area with a variety of applications, see [70] and the references therein. Part 2 of the finiteness Lemma 4.17 has been established in [52]. Theorem 4.19 providing the polynomial time solution of stochastic integer programming is from [50].

## 5 Multiway Tables and Universality

Multiway tables occur naturally in any context involving multiply-indexed variables. They have been studied extensively for decades, in operations research in the context of high dimensional transportation problems, and in statistics in the context of privacy in statistical databases and disclosure control, see [3], [7], [8], [22], [29], [36], [58], [62], [63], [75], [97], [100], and the references therein. In this chapter, we study multiway tables in depth, completely settle the algorithmic complexity of multiway table problems, and discuss some of their important applications in these areas.

A d-way table is an $m_{1} \times \cdots \times m_{d}$ array $x=\left(x_{i_{1}, \ldots, i_{d}}\right)$ of nonnegative integers. We say that multiway table $x$ has format $m_{1} \times \cdots \times m_{d}$ and call $m_{1}, \ldots, m_{d}$ the sides of $x$. Following statistical terminology, a margin of table $x$ is the sum of entries in some lower dimensional subarray of $x$ and can be a line-sum, plane-sum, hyperplane-sum, and so on. Table problems involve the set of multiway tables with some of their margins specified. For clarity, through most of this chapter we discuss line-sum constraints, which are the most difficult and already illustrate the main ideas developed herein. But all of our algorithmic results hold much more generally for any hierarchical margins, as discussed later in Section 5.2.3.

The set of multiway tables with some of their margins specified is the set of nonnegative integer arrays satisfying a system of linear equations, and therefore is the set of feasible points in a suitable integer program. For instance, the set of 3 -way tables of format $l \times m \times n$ with all line-sums specified is as follows:

$$
S:=\left\{x \in \mathbb{Z}_{+}^{l \times m \times n}: \sum_{i} x_{i, j, k}=v_{*, j, k}, \sum_{j} x_{i, j, k}=v_{i, *, k}, \sum_{k} x_{i, j, k}=v_{i, j, *}\right\},
$$

where the specified line-sums are $m n+l n+l m$ given nonnegative integer numbers:

$$
v_{*, j, k}, v_{i, *, k}, v_{i, j, *}, \quad 1 \leq i \leq l, 1 \leq j \leq m, 1 \leq k \leq n .
$$

The set of margin-constrained multiway tables of format $m_{1} \times \cdots \times m_{d} \times n$ is shown later in this chapter to form an $n$-fold system (see Figure 5.1). Therefore, the theory of $n$-fold integer programming developed in Chapter 4 applies and provides the first polynomial time algorithms for treating such tables with $m_{1}, \ldots, m_{d}$ fixed and $n$ variable the so-termed long tables. In contrast, we show that margin-constrained multiway tables with two variable sides, in fact, already 3 -way tables of format $l \times m \times 3$ - the so-termed short tables - are universal for integer programming. This universality theorem provides a powerful tool in establishing the presumable limits of polynomial time solvability of multiway table problems and is used in the applications Section 5.2 to contrast the polynomial time solvability over long multiway tables which is attainable by $n$-fold integer programming.

In Section 5.1, we prove the universality Theorem 5.1 showing that every integer program is one over $l \times m \times 3$ line-sum constrained tables. In Section 5.2, we discuss important applications of the $n$-fold integer programming theory from Chapter 4 and the universality theorem to multiindex transportation problems and privacy in statistical databases.

Consider $m_{1} \times \cdots \times m_{d} \times n$ tables with given margins such as line-sums:


Such tables form an n-fold system $\left\{x: A^{(n)} x=b, x \geq 0, x\right.$ integer $\}$ for suitable bimatrix $A$ determined by $m_{1}, \ldots, m_{d}$, where $A_{1}$ controls equations of margins which involve summation over layers, whereas $A_{2}$ controls equations of margins involving summation within a single layer at a time.

Figure 5.1: Multiway tables

In Section 5.3, we prove that $n$-fold integer programming is universal in Theorem 5.12 and use it to suggest a heuristical scheme for arbitrary (non)linear integer programming that builds on the Graver approximation scheme of Section 4.5. Finally, in Section 5.4 we discuss the Graver complexity of (di)graphs, new fascinating invariants that control the complexity of multiway table and multicommodity flow problems. We establish an exponential lower bound in Theorem 5.19 providing unusual type of evidence supporting the $\mathrm{P} \neq \mathrm{NP}$ hypothesis.

The table below enables quick navigation among most results of this chapter.

$\left.$|  | Polynomial time <br> solvability | Universality <br> and intractability |
| :---: | :---: | :---: |
| $n$-fold integer programming | $n$-folds of bimatrices |  |
| (Theorems of Chapter 4) |  |  | | $n$-folds of $m$-folds |
| :---: |
| Theorem 5.12 | \right\rvert\,

### 5.1 The universality theorem

A d-way polytope is the set of $m_{1} \times \cdots \times m_{d}$ nonnegative real arrays $x=\left(x_{i_{1}, \ldots, i_{d}}\right)$ satisfying given margin constraints. So the integer points in such a polytope are precisely the $d$-way tables of the same format which satisfy the same margin constraints. For instance, the 3 -way line-sum polytope of format $l \times m \times n$ is as follows:

$$
T:=\left\{x \in \mathbb{R}_{+}^{l \times m \times n}: \sum_{i} x_{i, j, k}=v_{*, j, k}, \sum_{j} x_{i, j, k}=v_{i, *, k}, \sum_{k} x_{i, j, k}=v_{i, j, *}\right\}
$$

and the corresponding set of line-sum constrained 3-way tables is $S=T \cap \mathbb{Z}^{l \times m \times n}$.
We now establish the universality theorem of [27] which shows that, quite remarkably, any rational polytope is a 3 -way $l \times m \times 3$ line-sum polytope. A polytope $P \subset \mathbb{R}^{p}$ is representable as a polytope $Q \subset \mathbb{R}^{q}$ if there is an injection $\sigma:\{1, \ldots, p\} \rightarrow\{1, \ldots, q\}$ such that the coordinate-erasing projection:

$$
\pi_{\sigma}: \mathbb{R}^{q} \longrightarrow \mathbb{R}^{p}: x=\left(x_{1}, \ldots, x_{q}\right) \longmapsto y=\left(y_{1}, \ldots, y_{p}\right):=\left(x_{\sigma(1)}, \ldots, x_{\sigma(p)}\right)
$$

provides a bijection between $Q$ and $P$ and between $Q \cap \mathbb{Z}^{q}$ and $P \cap \mathbb{Z}^{p}$. If $P$ is representable as $Q$ then the two are structurally isomorphic in any reasonable sense. If moreover the injection $\sigma$ and the corresponding projection $\pi_{\sigma}$ are polynomial time computable, then $P$ and $Q$ are also algorithmically isomorphic in any reasonable sense. The two are linearly equivalent and hence all (non)linear programming problems over the two are polynomial time equivalent; they are combinatorially equivalent and hence they have the same face numbers and facial structure; they are integrally equivalent and hence all (non)linear integer programming and integer counting problems over the two are polynomial time equivalent.

We now provide an outline of the proof of the universality theorem. Complete details and more consequences of this theorem can be found in [26], [27], [28]. In the statement and proof below, we use an abbreviated notation for the line-sums.

Theorem 5.1. Every rational polytope $P=\left\{y \in \mathbb{R}_{+}^{d}: A y=b\right\}$ is in polynomial time computable integer preserving bijection with some $l \times m \times 3$ line-sum polytope:

$$
\begin{equation*}
T:=\left\{x \in \mathbb{R}_{+}^{l \times m \times 3}: \sum_{i} x_{i, j, k}=z_{j, k}, \sum_{j} x_{i, j, k}=v_{i, k}, \sum_{k} x_{i, j, k}=u_{i, j}\right\} . \tag{5.1}
\end{equation*}
$$

More precisely, there is an algorithm that, given integer $A$ and $b$ with $P$ bounded, produces $l, m$ and integer line-sums $u=\left(u_{i, j}\right), v=\left(v_{i, k}\right)$ and $z=\left(z_{j, k}\right)$, in time polynomial in $\langle A, b\rangle$, such that the polytope $P$ is representable as the polytope $T$.

Proof. The proof consists of three polynomial time constructive steps, each representing a polytope of a given format as a polytope of another given format.

First step. We show that any $P:=\{y \geq 0: A y=b\}$ with $A, b$ integer can be represented in polynomial time as $Q:=\{x \geq 0: C x=d\}$ with $C$ matrix all entries of which are in $\{-1,0,1,2\}$. This reduction of coefficients enables the rest of the steps to run in polynomial time. For each variable $y_{j}$, let $k_{j}$ be the maximum number of bits in the binary representation of the absolute value of any coefficient of $y_{j}$ in the system $A y=b$, that
is, $k_{j}:=\max _{i}\left\lfloor\log _{2}\left|a_{i, j}\right|\right\rfloor$. Now introduce variables $x_{j, 0}, \ldots, x_{j, k_{j}}$ and relate them by the equations $2 x_{j, i}-x_{j, i+1}=0$ for all $i$. The representing injection $\sigma$ is defined by $\sigma(j):=(j, 0)$, embedding $y_{j}$ as $x_{j, 0}$. Consider any term $a_{i, j} y_{j}$ of the original system. Using the binary expansion $\left|a_{i, j}\right|=\sum_{s=0}^{k_{j}} t_{s} 2^{s}$ with all $t_{s} \in\{0,1\}$, we rewrite this term as $\pm \sum_{s=0}^{k_{j}} t_{s} x_{j, s}$. It is not hard to verify that this represents $P$ as $Q$ with defining $\{-1,0,1,2\}$-matrix.

Second step. We show that any $Q:=\{y \geq 0: A y=b\}$ with $A, b$ integer can be represented as a face $F$ of a 3-way plane-sum polytope of the form:

$$
\left\{x \in \mathbb{R}_{+}^{r \times s \times h}: \sum_{i, j} x_{i, j, k}=z_{k}, \sum_{i, k} x_{i, j, k}=v_{j}, \sum_{j, k} x_{i, j, k}=u_{i}\right\} .
$$

Note that a face of such a polytope is the set of all $x=\left(x_{i, j, k}\right)$ with some entries forced to zero; these entries are termed "forbidden", and the other entries are termed "enabled". Since $Q$ is a polytope and hence bounded, we can compute by Cramer's rule an integer upper bound $U$ on the value of any coordinate $y_{j}$ of any $y \in Q$. For each $j$, let $r_{j}$ be the maximum between the sum of positive coefficients of $y_{j}$ and sum of absolute values of negative coefficients of $y_{j}$ in the system $A y=b$ :

$$
r_{j}:=\max \left(\sum_{k}\left\{a_{k, j}: a_{k, j}>0\right\}, \sum_{k}\left\{\left|a_{k, j}\right|: a_{k, j}<0\right\}\right) .
$$

Assume that $A$ is a $c \times d$ matrix. Let $r:=\sum_{j=1}^{d} r_{j}, R:=\{1, \ldots, r\}, h:=c+1$ and $H:=\{1, \ldots, h\}$. We now describe how to construct vectors $u, v \in \mathbb{Z}^{r}, z \in \mathbb{Z}^{h}$, and a set $E \subset R \times R \times H$ of triples - the enabled, non-forbidden, entries - such that the polytope $Q$ is represented as the face $F$ of the corresponding 3 -way polytope of $r \times r \times h$ arrays with plane-sums $u, v, z$ and only entries indexed by $E$ enabled as follows:

$$
\begin{aligned}
F:= & \left\{x \in \mathbb{R}_{+}^{r \times r \times h}: x_{i, j, k}=0 \text { for all }(i, j, k) \notin E,\right. \\
& \text { and } \left.\sum_{i, j} x_{i, j, k}=z_{k}, \sum_{i, k} x_{i, j, k}=v_{j}, \sum_{j, k} x_{i, j, k}=u_{i}\right\} .
\end{aligned}
$$

We also indicate the injection $\sigma:\{1, \ldots, d\} \rightarrow R \times R \times H$ giving the desired embedding of coordinates $y_{j}$ as coordinates $x_{i, j, k}$ and the representation of the polytope $Q$ as $F$. Roughly, each equation $k=1, \ldots, c$ is encoded in a "horizontal plane" $R \times R \times\{k\}$ (the last plane $R \times R \times\{h\}$ is included for consistency with its entries being "slacks"); and each variable $y_{j}, j=1, \ldots, d$ is encoded in a "vertical box" $R_{j} \times R_{j} \times H$, where $R=\biguplus_{j=1}^{d} R_{j}$ is the natural partition of $R$ with $\left|R_{j}\right|=r_{j}$ for all $j=1, \ldots, d$, that is, with $R_{j}:=\left\{1+\sum_{l<j} r_{l}, \ldots, \sum_{l \leq j} r_{l}\right\}$.

Now, all "vertical" plane-sums are defined to have the same value $U$, that is, $u_{j}:=$ $v_{j}:=U$ for $j=1, \ldots, r$. All entries not in the union $\biguplus_{j=1}^{d} R_{j} \times R_{j} \times H$ of the variable boxes are forbidden. We now describe the enabled entries in the boxes; for simplicity, we discuss the box $R_{1} \times R_{1} \times H$, the others being similar. We distinguish between the two cases $r_{1}=1$ and $r_{1} \geq 2$.

In the case $r_{1}=1$, we have $R_{1}=\{1\}$; the box, which is just the single line $\{1\} \times$ $\{1\} \times H$, has exactly two enabled entries $\left(1,1, k^{+}\right),\left(1,1, k^{-}\right)$for suitable $k^{+}, k^{-}$to
be defined later. We set $\sigma(1):=\left(1,1, k^{+}\right)$, namely, embed $y_{1}=x_{1,1, k^{+}}$. We define the complement of the variable $y_{1}$ to be $\bar{y}_{1}:=U-y_{1}$ (and likewise for other variables). The vertical sums $u, v$ then force $\bar{y}_{1}=U-y_{1}=U-x_{1,1, k^{+}}=x_{1,1, k^{-}}$, so the complement of $y_{1}$ is also embedded.

Consider next the case $r_{1} \geq 2$. For each $s=1, \ldots, r_{1}$, the line $\{s\} \times\{s\} \times H$ contains one enabled entry $\left(s, s, k^{+}(s)\right)$, and the line $\{s\} \times\left\{1+\left(s \bmod r_{1}\right)\right\} \times H$ contains one enabled entry $\left(s, 1+\left(s \bmod r_{1}\right), k^{-}(s)\right)$. All other entries of $R_{1} \times R_{1} \times H$ are forbidden. Again, we set $\sigma(1):=\left(1,1, k^{+}(1)\right)$, namely, embed $y_{1}=x_{1,1, k^{+}(1)}$; it is then not hard to see that, again, the vertical sums $u, v$ force the following:

$$
x_{s, s, k^{+}(s)}=x_{1,1, k^{+}(1)}=y_{1} \quad \text { and } \quad x_{s, 1+\left(s \bmod r_{1}\right), k^{-}(s)}=U-x_{1,1, k^{+}(1)}=\bar{y}_{1}
$$

for each $s=1, \ldots, r_{1}$. So both $y_{1}$ and $\bar{y}_{1}$ are each embedded in $r_{1}$ distinct entries.
To clarify the above description, it is helpful to visualize the $R \times R$ matrix ( $x_{i, j,+}$ ) whose entries are the vertical line-sums $x_{i, j,+}:=\sum_{k=1}^{h} x_{i, j, k}$. For instance, if we have three variables with $r_{1}=3, r_{2}=1, r_{3}=2$ then we get $R_{1}=\{1,2,3\}, R_{2}=\{4\}$, $R_{3}=\{5,6\}$, and the line-sums matrix $x=\left(x_{i, j,+}\right)$ is as follows:

$$
\left(\begin{array}{cccccc}
x_{1,1,+} & x_{1,2,+} & 0 & 0 & 0 & 0 \\
0 & x_{2,2,+} & x_{2,3+} & 0 & 0 & 0 \\
x_{3,1,+} & 0 & x_{3,3,+} & 0 & 0 & 0 \\
0 & 0 & 0 & x_{4,4,+} & 0 & 0 \\
0 & 0 & 0 & 0 & x_{5,5,+} & x_{5,6,+} \\
0 & 0 & 0 & 0 & x_{6,5,+} & x_{6,6,+}
\end{array}\right)=\left(\begin{array}{cccccc}
y_{1} & \bar{y}_{1} & 0 & 0 & 0 & 0 \\
0 & y_{1} & \bar{y}_{1} & 0 & 0 & 0 \\
\bar{y}_{1} & 0 & y_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & U & 0 & 0 \\
0 & 0 & 0 & 0 & y_{3} & \bar{y}_{3} \\
0 & 0 & 0 & 0 & \bar{y}_{3} & y_{3}
\end{array}\right) .
$$

We now encode the equations by defining the horizontal plane-sums $z$ and the indices $k^{+}(s), k^{-}(s)$ above as follows. For $k=1, \ldots, c$, consider the $k$ th equation $\sum_{j} a_{k, j} y_{j}=$ $b_{k}$. Define the index sets as follows:

$$
J^{+}:=\left\{j: a_{k, j}>0\right\}, \quad J^{-}:=\left\{j: a_{k, j}<0\right\},
$$

and set $z_{k}:=b_{k}+U \cdot \sum_{j \in J^{-}}\left|a_{k, j}\right|$. The last coordinate of $z$ is set for consistency with $u, v$ to be $z_{h}=z_{c+1}:=r \cdot U-\sum_{k=1}^{c} z_{k}$. Now, with $\bar{y}_{j}:=U-y_{j}$ the complement of variable $y_{j}$ as above, the $k$ th equation can be rewritten as follows:

$$
\sum_{j \in J^{+}} a_{k, j} y_{j}+\sum_{j \in J^{-}}\left|a_{k, j}\right| \bar{y}_{j}=\sum_{j=1}^{d} a_{k, j} y_{j}+U \cdot \sum_{j \in J^{-}}\left|a_{k, j}\right|=b_{k}+U \cdot \sum_{j \in J^{-}}\left|a_{k, j}\right|=z_{k}
$$

To encode this equation, we simply "pull down" to the corresponding $k$ th horizontal plane as many copies of each variable $y_{j}$ or $\bar{y}_{j}$ by suitably setting $k^{+}(s):=k$ or $k^{-}(s):=k$. By the choice of $r_{j}$, there are sufficiently many, possibly with a few redundant copies which are absorbed in the last hyperplane by setting $k^{+}(s):=c+1$ or $k^{-}(s):=c+1$.

For instance, if $c=8$, the first variable $y_{1}$ has $r_{1}=3$, its coefficient $a_{4,1}=3$ in the fourth equation is positive, its coefficient $a_{7,1}=-2$ in the seventh equation is negative, and $a_{k, 1}=0$ for $k \neq 4,7$, then we set $k^{+}(1)=k^{+}(2)=k^{+}(3):=4$ (so $\sigma(1):=(1,1,4)$ embedding $y_{1}$ as $\left.x_{1,1,4}\right), k^{-}(1)=k^{-}(2):=7$, and $k^{-}(3):=h=9$. This completes the encoding and provides the desired representation.

Third step. We show that any 3-way plane-sum polytope, with possibly additional upper bound inequalities on the entries, of the form:

$$
F:=\left\{y \in \mathbb{R}_{+}^{r \times s \times h}: \sum_{i, j} y_{i, j, k}=c_{k}, \sum_{i, k} y_{i, j, k}=b_{j}, \sum_{j, k} y_{i, j, k}=a_{i}, y_{i, j, k} \leq e_{i, j, k}\right\}
$$

can be represented as a 3 -way line-sum polytope (with no entry upper bounds):

$$
T:=\left\{x \in \mathbb{R}_{+}^{l \times m \times 3}: \sum_{I} x_{I, J, K}=z_{J, K}, \sum_{J} x_{I, J, K}=v_{I, K}, \sum_{K} x_{I, J, K}=u_{I, J}\right\} .
$$

In particular, this implies that any face $F$ of a 3 -way plane-sum polytope, prescribed by a set $E$ of enabled entries, can be represented as a 3 -way line-sum polytope $T$, by setting an upper-bound $e_{i, j, k}:=0$ on each forbidden entry $(i, j, k) \notin E$ and redundant upper-bound $e_{i, j, k}:=U$ on each enabled entry $(i, j, k) \in E$. We describe the presentation, but omit the proof that it is indeed valid; further details on this step can be found in [26], [27]. We give explicit formulas for $u_{I, J}, v_{I, K}, z_{J, K}$ in terms of $a_{i}, b_{j}, c_{k}$, and $e_{i, j, k}$ as follows. Put $l:=r \cdot s$ and $m:=h+r+s$. The first index $I$ of each entry $x_{I, J, K}$ is a pair $I=(i, j)$ in the $l$-set:

$$
\{(1,1), \ldots,(1, s),(2,1), \ldots,(2, s), \ldots,(r, 1), \ldots,(r, s)\}
$$

The second index $J$ of each entry $x_{I, J, K}$ is a pair $J=(s, t)$ in the $m$-set:

$$
\{(1,1), \ldots,(1, h),(2,1), \ldots,(2, r),(3,1), \ldots,(3, s)\}
$$

The last index $K$ simply ranges in the set $\{1,2,3\}$. We represent $F$ as $T$ via the injection $\sigma$ given explicitly by $\sigma(i, j, k):=((i, j),(1, k), 1)$, embedding each variable $y_{i, j, k}$ as the entry $x_{(i, j),(1, k), 1}$. Let $U$ now denote the minimal between the two values $\max \left\{a_{1}, \ldots, a_{r}\right\}$ and $\max \left\{b_{1}, \ldots, b_{s}\right\}$. The line-sums are set to be as follows:

$$
\begin{gathered}
u_{(i, j),(1, q)}=e_{i, j, q}, \quad u_{(i, j),(2, q)}=\left\{\begin{array}{ll}
U & \text { if } q=i, \\
0 & \text { otherwise },
\end{array} \quad u_{(i, j),(3, q)}= \begin{cases}U & \text { if } q=j, \\
0 & \text { otherwise },\end{cases} \right. \\
v_{(i, j), p}=\left\{\begin{array}{ll}
U & \text { if } p=1, \\
\sum_{k} e_{i, j, k} & \text { if } p=2, \\
U & \text { if } p=3,
\end{array} \quad z_{(p, q), 1}= \begin{cases}c_{q} & \text { if } p=1, \\
s \cdot U-a_{q} & \text { if } p=2, \\
0 & \text { if } p=3,\end{cases} \right. \\
z_{(p, q), 2}= \begin{cases}\left(\sum_{i, j} e_{i, j, q}\right)-c_{q} & \text { if } p=1, \\
0 & \text { if } p=2, \\
b_{q} & \text { if } p=3,\end{cases}
\end{gathered} \quad z_{(p, q), 3}=\left\{\begin{array}{ll}
0 & \text { if } p=1, \\
a_{q} & \text { if } p=2, \\
r \cdot U-b_{q} & \text { if } p=3 .
\end{array}\right]
$$

Finally, applying the first step to the given polytope $P$, applying the second step to the resulting $Q$, and applying the third step to the resulting $F$, we obtain in polynomial time the desired $l \times m \times 3$ line-sum polytope $T$ representing $P$.

### 5.2 Some applications

We now discuss some of the applications of the $n$-fold integer programming theory of Chapter 4 and the universality Theorem 5.1 to multiway table problems, including multiindex transportation, privacy in statistical databases, and extensions.

### 5.2.1 Multiindex transportation problems

Recall from Section 1.2.2 that the multiindex transportation problem of [75] is the problem of finding a minimum cost multiway table with specified margins. So it is the most fundamental linear optimization problem over multiway tables.

Here, we discuss line-sums only. The extension to the much broader setting of hierarchical margin constraints is postponed to Section 5.2.3. So we consider the problem

$$
\min \left\{w x: x \in \mathbb{Z}_{+}^{m_{1} \times \cdots \times m_{d}}, \sum_{i_{1}} x_{i_{1}, \ldots, i_{d}}=v_{*, i_{2}, \ldots, i_{d}}, \ldots, \sum_{i_{d}} x_{i_{1}, \ldots, i_{d}}=v_{i_{1}, \ldots, i_{d-1}, *}\right\},
$$

where the specified line-sums are $\sum_{k=1}^{d} \prod_{i \neq k} m_{i}$ given nonnegative integers:

$$
v_{*, i_{2}, \ldots, i_{d}}, \ldots, v_{i_{1}, \ldots, i_{d-1}, *}, \quad 1 \leq i_{1} \leq m_{1}, \ldots, 1 \leq i_{d} \leq m_{d}
$$

For $d=2$, this program is totally unimodular and can be solved in polynomial time. However, already for $d=3$ it is generally not, and the problem is much harder. Consider the problem over $l \times m \times n$ tables. If $l, m, n$ are all fixed then the problem is solvable in polynomial time (in the natural binary length of the line-sums), but even in this very restricted situation one needs off-hand the algorithm of [69] for integer programming in fixed dimension $l m n$. If $l, m, n$ are all variable then the problem is NP-hard [58]. The in-between cases are much more delicate and were resolved only recently. If two sides are variable and one is fixed then the problem is still NP-hard, even over short $l \times m \times 3$ tables with fixed $n=3$ [26], [27], as is implied by the universality Theorem 5.1. If two sides are fixed and one is variable, then the problem can be solved in polynomial time by $n$-fold integer programming. We proceed to discuss in more detail these in-between cases.

We start with the case of short, $l \times m \times 3$ tables, with two variable sides.

Corollary 5.2. It is NP-complete to decide, given $l, m$, and binary-encoded integer linesums $v_{i, j, *}, v_{i, *, k}, v_{*, j, k}$, if the following set of $l \times m \times 3$ tables is nonempty:

$$
S:=\left\{x \in \mathbb{Z}_{+}^{l \times m \times 3}: \sum_{i} x_{i, j, k}=v_{*, j, k}, \sum_{j} x_{i, j, k}=v_{i, *, k}, \sum_{k} x_{i, j, k}=v_{i, j, *}\right\} .
$$

Proof. The problem is obviously in NP. To illustrate the power of the universality theorem we give two reductions. First, we reduce to it directly the integer programming feasibility problem of deciding, given integer $A, b$, if $Q:=\left\{y \in \mathbb{R}_{+}^{n}: A y=b\right\}$ has an integer point, which is well known to be NP-complete. It is well known (see for instance [90]) that $Q$ has an integer point if and only if the following polytope:

$$
P:=\left\{(y, z) \in \mathbb{R}_{+}^{2 n}: A y=b, y_{i}+z_{i}=U, i=1, \ldots, n\right\}
$$

has an integer point, where $U$ is a suitable positive integer upper bound which can be efficiently computed from $A, b$ by Cramer's rule. We can then apply the polynomial time algorithm of Theorem 5.1 to $P$ and produce $l, m$ and line-sums as above such that $P$ and hence $Q$ have integer points if and only if $S$ is nonempty.

Second, we reduce to it the subset-sum problem, well known to be NP-complete, of deciding, given positive integers $a_{0}, a_{1}, \ldots, a_{n}$, if there is an $I \subseteq\{1, \ldots, n\}$ with $a_{0}=$ $\sum_{i \in I} a_{i}$, which holds if and only if there is an integer point in the polytope:

$$
P:=\left\{(y, z) \in \mathbb{R}_{+}^{2 n}: \sum_{i=1}^{n} a_{i} y_{i}=a_{0}, y_{i}+z_{i}=1 i=1 \ldots, n\right\} .
$$

Now apply the polynomial time algorithm of Theorem 5.1 to $P$ and produce $l, m$ and line-sums as above such that $P$ has an integer point if only if $S$ is nonempty.

The above NP-completeness statement indicates that multiway tables, already of format $l \times m \times 3$, are wildly behaved. The universality Theorem 5.1 provides a powerful tool in demonstrating such behavior, as the next example shows.

Example 1.2 (revisited; real-feasible integer-infeasible transportation). Using universality, we automatically recover the smallest known example, first discovered in [97], of a rational-nonempty, integer-empty, triple-index transportation polytope, as follows. We start with the polytope $P=\{y \geq 0: 2 y=1\}$ in one variable, containing a single rational point but no integer point. The algorithm of Theorem 5.1 then represents it as a $6 \times 4 \times 3$ line-sum polytope $T$ with line-sums given by the following three matrices (the verification of this is left to the reader):

$$
\left(v_{i, j, *}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right), \quad\left(v_{i, *, k}\right)=\left(\begin{array}{ccc}
1 & 1 & 0 \\
1 & 1 & 0 \\
1 & 0 & 1 \\
1 & 0 & 1 \\
0 & 1 & 1 \\
0 & 1 & 1
\end{array}\right), \quad\left(v_{*, j, k}\right)=\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right)
$$

By the universality Theorem 5.1, the polytope $T$ is integer-equivalent to $P$ and hence also contains a single rational point (see Example 1.2) but no integer point.

We proceed to show that the important result, first discovered in [24], that the multiindex transportation problem with two sides fixed and one side variable, can be solved in polynomial time by $n$-fold integer programming. In fact, this result holds more generally for long, $m_{1} \times \cdots \times m_{d} \times n$ multiway tables, of any dimension, with $m_{1}, \ldots, m_{d}$ fixed and $n$ variable. Here, we give the proof for line-sum constraints and in Section 5.2.3 extend it to any hierarchical margin constraints. We note that even over $3 \times 3 \times n$ tables with line-sum constraints, the only solution of the problem available to date is the one below using $n$-fold integer programming.

Corollary 5.3. For every fixed $d, m_{1}, \ldots, m_{d}$, there is an algorithm that, given $n$, integer $m_{1} \times \cdots \times m_{d} \times n$ cost $w$ and line-sums $v=\left(\left(v_{*, i_{2}, \ldots, i_{d+1}}\right), \ldots,\left(v_{i_{1}, \ldots, i_{d}, *}\right)\right)$, solves in
time polynomial in $n$ and $\langle w, v\rangle$ the multiindex transportation problem:

$$
\begin{array}{ll} 
& \min w x=\sum_{i_{1}, \ldots, i_{d+1}} w_{i_{1}, \ldots, i_{d+1}} x_{i_{1}, \ldots, i_{d+1}} \\
\text { s.t. } & x \in \mathbb{Z}_{+}^{m_{1} \times \cdots \times m_{d} \times n}, \sum_{i_{1}} x_{i_{1}, \ldots, i_{d+1}}=v_{*, i_{2}, \ldots, i_{d+1}}, \ldots, \sum_{i_{d+1}} x_{i_{1}, \ldots, i_{d+1}}=v_{i_{1}, \ldots, i_{d}, *} .
\end{array}
$$

Proof. Re-index all arrays as $x=\left(x^{1}, \ldots, x^{n}\right)$ with each $x^{i_{d+1}}=\left(x_{i_{1}, \ldots, i_{d}, i_{d+1}}\right)$ a suitably indexed $m_{1} m_{2} \cdots m_{d}$ vector representing the $i_{d+1}$ th layer of $x$. Define

$$
t:=r:=m_{1} m_{2} \cdots m_{d}, \quad s:=\sum_{k=1}^{d} \prod_{i \neq k} m_{i}
$$

Let $b:=\left(b^{0}, b^{1}, \ldots, b^{n}\right) \in \mathbb{Z}^{r+n s}$, where $b^{0}:=\left(v_{i_{1}, \ldots, i_{d}, *}\right)$ and for $i_{d+1}=1, \ldots, n$,

$$
b^{i_{d+1}}:=\left(\left(v_{*, i_{2}, \ldots, i_{d}, i_{d+1}}\right), \ldots,\left(v_{i_{1}, \ldots, i_{d-1}, *, i_{d+1}}\right)\right)
$$

Let $A$ be the $(t, s) \times t$ bimatrix with first block $A_{1}:=I_{t}$ the $t \times t$ identity matrix and second block $A_{2}$ a matrix defining the line-sum equations on $m_{1} \times \cdots \times m_{d}$ arrays. Then the equations $A_{1}\left(\sum_{i_{d+1}} x^{i_{d+1}}\right)=b^{0}$ represent the line-sum equations $\sum_{i_{d+1}} x_{i_{1}, \ldots, i_{d+1}}=$ $v_{i_{1}, \ldots, i_{d}, *}$, where summations over layers occur, whereas the equations $A_{2} x^{i_{d+1}}=b^{i_{d+1}}$ for $i_{d+1}=1, \ldots, n$ represent all other line-sum equations, where summations are within a single layer at a time (see Figure 5.1). So the multiindex transportation problem is encoded as the $n$-fold integer program:

$$
\min \left\{w x: x \in \mathbb{Z}^{n t}, A^{(n)} x=b, x \geq 0\right\}
$$

Using the algorithm of Theorem 4.7, this $n$-fold integer program, and hence the given multiindex transportation problem, can be solved in polynomial time.

Corollary 5.3 extends immediately to nonlinear objective functions of the forms in Theorems 4.8-4.10. So we have the following solution of the nonlinear multiindex transportation problem of Section 1.2.2 for long tables, stated here for line-sums and extended in Section 5.2.3 to hierarchical margins. As usual, the function $f$ is given by a comparison oracle and $\hat{f}$ is the maximum value of $|f(x)|$ over the feasible set.

Corollary 5.4. For any fixed $d, m_{1}, \ldots, m_{d}$, there are algorithms that, given $n$ and integer line-sums $v$, solve the following over $m_{1} \times \cdots \times m_{d} \times n$ tables satisfying $v$ :

1. $\min f(x)$ with $f$ given separable convex, in time polynomial in $n$ and $\langle v, \hat{f}\rangle$;
2. $\min \|x-\hat{x}\|_{p}$ with $\hat{x}$ given goal table, in time polynomial in $n, p$ and $\langle v, \hat{x}\rangle$;
3. $\max f\left(w^{1} x, \ldots, w^{k} x\right)$ with fixed number $k$ of given integer $m_{1} \times \cdots \times m_{d} \times n$ weights $w^{i}$ and given convex $f$, in time polynomial in $n$ and $\left\langle v, w^{1}, \ldots, w^{k}\right\rangle$.

### 5.2.2 Privacy in statistical databases

A common practice in the disclosure of sensitive data contained in a multiway table is to release some of the table margins rather than the entries of the table. Once the margins are released, the security of any specific entry of the table is related to the set of possible values that can occur in that entry in all tables having the same margins as those of the source table in the database. In particular, if this set consists of a unique value, that of the source table, then this entry can be exposed and privacy violated. This raises the following fundamental problem.

Entry uniqueness problem. Given a list of margin values and entry index, is the value which can occur in that entry in all tables with these margins unique?

The complexity of this problem turns out to behave in analogy to the complexity of the multiindex transportation problem discussed in Section 5.2.1. Consider the problem for $d=3$ over $l \times m \times n$ tables. It is polynomial time decidable when $l, m, n$ are all fixed, and coNP-complete when $l, m, n$ are all variable [58]. The in-between cases are much more delicate and were resolved only recently. If two sides are variable and one is fixed then the problem is still coNP-complete, even over short $l \times m \times 3$ tables with fixed $n=3$ [82]. If two sides are fixed and one is variable, then the problem can be solved in polynomial time by $n$-fold integer programming. We proceed to discuss in more detail these in-between cases.

We start with the case of short, $l \times m \times 3$ tables with two variable sides. Not only is the problem coNP-complete in this case, but also is much stronger; using Theorem 5.1, we can now obtain a result of [28] that any set of nonnegative integers is the set of values of an entry of some $l \times m \times 3$ tables with some specified line-sums.

Corollary 5.5. For every finite set $S \subset \mathbb{Z}_{+}$of nonnegative integers, there exist $l$, $m$, and line-sums for $l \times m \times 3$ tables, such that the set of values occurring in a given entry $x_{r, s, t}$ in all $l \times m \times 3$ tables $x$ having these line-sums, is precisely $S$.

Proof. Consider any finite set $S=\left\{s_{1}, \ldots, s_{h}\right\} \subset \mathbb{Z}_{+}$. Consider the polytope:

$$
P:=\left\{y \in \mathbb{R}_{+}^{h+1}: y_{0}-\sum_{j=1}^{h} s_{j} y_{j}=0, \sum_{j=1}^{h} y_{j}=1\right\} .
$$

By Theorem 5.1, there are (polynomial time computable) $l, m$ and line-sums:

$$
v_{*, j, k}, \quad v_{i, *, k}, \quad v_{i, j, *}, \quad 1 \leq i \leq l, 1 \leq j \leq m, 1 \leq k \leq 3,
$$

defining a 3 -way polytope $T$ which represents $P$. Permuting the indices of arrays if necessary, we may assume that the coordinate $y_{0}$ is embedded in the entry $x_{r, s, t}$ under this presentation. Since $P$ and $T$ are integer-equivalent, the set of values attained by the entry $x_{r, s, t}$ in all tables with these line-sums is, as desired, as follows:

$$
\left\{x_{r, s, t}: x \in T \cap \mathbb{Z}^{l \times m \times 3}\right\}=\left\{y_{0}: y \in P \cap \mathbb{Z}^{h+1}\right\}=S
$$

Using the construction of Corollary 5.5 incorporating that of Theorem 5.1, we obtain the following (probably smallest possible) example of line-sums for $6 \times 4 \times 3$ tables, where some specific entry attains the set of values $\{0,2\}$ which has a gap.

Example 5.6 (gap in the set of values of a table entry, see Figure 5.2). Applying our construction to the polytope $P=\left\{y \geq 0: y_{0}-2 y_{1}=0, y_{1}+y_{2}=1\right\}$ in three variables, we obtain line-sums for $16 \times 11 \times 3$ tables such that the set of values of a specific entry in all tables with these line-sums is precisely $\{0,2\}$ and has a gap. These can be reduced to line-sums for $6 \times 4 \times 3$ tables, given below and in Figure 5.2, where the designated entry also attains the values 0,2 only:

$$
\left(v_{i, j, *}\right)=\left(\begin{array}{cccc}
0 & 1 & 1 & 2 \\
1 & 0 & 0 & 1 \\
0 & 0 & 2 & 2 \\
2 & 2 & 0 & 0 \\
0 & 2 & 0 & 2 \\
2 & 0 & 2 & 0
\end{array}\right), \quad\left(v_{i, *, k}\right)=\left(\begin{array}{ccc}
2 & 2 & 0 \\
1 & 1 & 0 \\
2 & 0 & 2 \\
3 & 0 & 1 \\
0 & 2 & 2 \\
0 & 1 & 3
\end{array}\right), \quad\left(v_{*, j, k}\right)=\left(\begin{array}{ccc}
2 & 1 & 2 \\
2 & 1 & 2 \\
2 & 1 & 2 \\
2 & 3 & 2
\end{array}\right) .
$$

The only values occurring in the designated entry in all $6 \times 4 \times 3$ tables with the specified line-sums are 0,2 .


Figure 5.2: Set of entry values with a gap

The universality Theorem 5.1 also implies the following result of [82] on the complexity of entry uniqueness over $l \times m \times 3$ tables with two variable sides.

Corollary 5.7. It is coNP-complete to decide, given $l, m$, and binary-encoded integer line-sums $v_{i, j, *}, v_{i, *, k}, v_{*, j, k}$, if $x_{1,1,1}$ attains a unique value in all tables in the following set:

$$
S:=\left\{x \in \mathbb{Z}_{+}^{l \times m \times 3}: \sum_{i} x_{i, j, k}=v_{*, j, k}, \sum_{j} x_{i, j, k}=v_{i, *, k}, \sum_{k} x_{i, j, k}=v_{i, j, *}\right\} .
$$

Proof. The problem is obviously in coNP. We reduce to it the complement of the subsetsum problem of deciding, given positive integers $a_{0}, a_{1}, \ldots, a_{n}$, if there is no $I \subseteq$ $\{1, \ldots, n\}$ with $a_{0}=\sum_{i \in I} a_{i}$, which is coNP-complete. Consider the polytope:

$$
P:=\left\{(y, z) \in \mathbb{R}_{+}^{2(n+1)}: a_{0} y_{0}-\sum_{i=1}^{n} a_{i} y_{i}=0, y_{i}+z_{i}=1, i=0,1, \ldots, n\right\} .
$$

First, note that it always has one integer point with $y_{0}=0$, given by $y_{i}=0$ and $z_{i}=1$ for all $i$. Second, note that it has an integer point with $y_{0} \neq 0$ if and only if there is an $I \subseteq\{1, \ldots, n\}$ with $a_{0}=\sum_{i \in I} a_{i}$, given by $y_{0}=1, y_{i}=1$ for $i \in I, y_{i}=0$ for $i \in\{1, \ldots, n\} \backslash I$, and $z_{i}=1-y_{i}$ for all $i$. Now, apply the polynomial time algorithm of Theorem 5.1 and produce $l, m$ and line-sums for $l \times m \times 3$ tables defining a 3-way polytope $T$ which represents $P$. Permuting the indices of arrays if necessary, we may assume that the coordinate $y_{0}$ is embedded in the entry $x_{1,1,1}$ under this presentation. Since $P$ and $T$ are integer-equivalent, we find that $T$ has a table with $x_{1,1,1}=0$, and this value is unique among the tables in $T$ if and only if there is no subset $I \subseteq\{1, \ldots, n\}$ which satisfies $a_{0}=\sum_{i \in I} a_{i}$.

We proceed to show the result of [82] that entry uniqueness over tables with two sides fixed and one side variable can be decided in polynomial time by $n$-fold integer programming. In fact, this result holds more generally for long, $m_{1} \times \cdots \times m_{d} \times n$ tables, of any dimension, with $m_{1}, \ldots, m_{d}$ fixed and $n$ variable. Here, we give the proof for linesums and in Section 5.2.3 extend it to any hierarchical margin constraints. We note that even over $3 \times 3 \times n$ tables with line-sum constraints, the only solution of the problem available to date is the one below using $n$-fold integer programming.

Corollary 5.8. For every fixed $d, m_{1}, \ldots, m_{d}$, there is an algorithm that, given $n$, integer line-sums $v=\left(\left(v_{*, i_{2}}, \ldots, i_{d+1}\right), \ldots,\left(v_{i_{1}, \ldots, i_{d}, *}\right)\right)$, and index $\left(k_{1}, \ldots, k_{d+1}\right)$, solves in time polynomial in $n$ and $\langle v\rangle$, the entry uniqueness problem of deciding if $x_{k_{1}, \ldots, k_{d+1}}$ attains a unique value in all multiway tables in the following set $S$ :

$$
\left\{x \in \mathbb{Z}_{+}^{m_{1} \times \cdots \times m_{d} \times n}: \sum_{i_{1}} x_{i_{1}, \ldots, i_{d+1}}=v_{*, i_{2}, \ldots, i_{d+1}}, \ldots, \sum_{i_{d+1}} x_{i_{1}, \ldots, i_{d+1}}=v_{i_{1}, \ldots, i_{d}, *}\right\} .
$$

Proof. By Corollary 5.3, we can solve in polynomial time both $n$-fold programs as follows:

$$
\begin{aligned}
l & :=\min \left\{x_{k_{1}, \ldots, k_{d+1}}: x \in S\right\}, \\
u & :=\max \left\{x_{k_{1}, \ldots, k_{d+1}}: x \in S\right\} .
\end{aligned}
$$

Clearly, entry $x_{k_{1}, \ldots, k_{d+1}}$ attains a unique value in all tables with the given line-sums if and only if $l=u$, which can therefore be tested in polynomial time.

The algorithm of Corollary 5.8 and its extension to any hierarchical margins which is described in Section 5.2.3 allow statistical agencies to efficiently check possible margins before disclosure; if an entry value is not unique then disclosure may be assumed secure, whereas if the value is unique then disclosure may compromise privacy and hence fewer margins should be released.

We note that long tables, with one side much larger than the others, often arise in practical applications. For instance, in health statistical tables, the long factor may be the age of an individual, whereas other factors may be binary (yes-no) or ternary (subnormal, normal, and supnormal). Moreover, it is always possible to merge categories of factors, with the resulting coarser tables approximating the original ones, making the algorithm of Corollary 5.8 applicable.

Finally, we describe a procedure based on a suitable adaptation of the algorithm of Corollary 5.8, that constructs the entire set of values that can occur in a specified entry, rather than just deciding its uniqueness. Here, $S$ is the set of tables satisfying the given line-sums, and the running time is output-efficient, that is, polynomial in the input length plus the number of elements in the output set.

Procedure 5.9 (constructing the set of values in an entry).

1. Initialize $l:=-\infty, u:=\infty$, and $E:=\emptyset$;
2. solve in polynomial time the following linear $n$-fold integer programs:

$$
\begin{aligned}
& \hat{l}:=\min \left\{x_{k_{1}, \ldots, k_{d+1}}: l \leq x_{k_{1}, \ldots, k_{d+1}} \leq u, x \in S\right\} \\
& \hat{u}:=\max \left\{x_{k_{1}, \ldots, k_{d+1}}: l \leq x_{k_{1}, \ldots, k_{d+1}} \leq u, x \in S\right\}
\end{aligned}
$$

3. if the problems in step 2 are feasible then update $l:=\hat{l}+1, u:=\hat{u}-1, E:=$ $E \uplus\{\hat{l}, \hat{u}\}$, and repeat step 2 , else stop and output the set of values $E$.

### 5.2.3 Extensions to hierarchical margins

We now extend the results of Sections 5.2.1 and 5.2.2 to sets of multiway tables satisfying a much broader class of margin constraints. Consider any $m_{1} \times \cdots \times m_{d}$ table $x$. For any tuple $\left(i_{1}, \ldots, i_{d}\right)$ with $i_{j} \in\left\{1, \ldots, m_{j}\right\} \uplus\{*\}$, the corresponding margin $x_{i_{1}, \ldots, i_{d}}$ of $x$ is defined to be the sum of entries of $x$ over all coordinates $j$ for which $i_{j}=*$. The support of the tuple $\left(i_{1}, \ldots, i_{d}\right)$ and of the margin $x_{i_{1}, \ldots, i_{d}}$ is the set $\operatorname{supp}\left(i_{1}, \ldots, i_{d}\right):=$ $\left\{j: i_{j} \neq *\right\}$ of nonsummed coordinates. For instance, if $x$ is a $9 \times 5 \times 7 \times 8$ table then it has $63=9 \cdot 7$ margins with support $F=\{1,3\}$ such as the following:

$$
x_{6, *, 7, *}=\sum_{i_{2}=1}^{5} \sum_{i_{4}=1}^{8} x_{6, i_{2}, 7, i_{4}} .
$$

A list of margins is hierarchical if, for some family $\mathcal{F}$ of subsets of $\{1, \ldots, d\}$, it consists of all margins with support in $\mathcal{F}$. Given a family $\mathcal{F}$ of subsets of $\{1, \ldots, d\}$ and a list $v=\left(v_{i_{1}, \ldots, i_{d}}\right)$ of integer values for all margins supported on $\mathcal{F}$, the set of multiway tables satisfying the corresponding hierarchical margin constraints is as follows:

$$
\begin{equation*}
S_{\mathcal{F}}:=\left\{x \in \mathbb{Z}_{+}^{m_{1} \times \cdots \times m_{d}}: x_{i_{1}, \ldots, i_{d}}=v_{i_{1}, \ldots, i_{d}}, \operatorname{supp}\left(i_{1}, \ldots, i_{d}\right) \in \mathcal{F}\right\} . \tag{5.2}
\end{equation*}
$$

In particular, for any $0 \leq k \leq d$, the margins supported on the family $\mathcal{F}$ of all $k$-subsets of $\{1, \ldots, d\}$ are precisely all margins which are sums of entries over $(d-k)$-dimensional subtables of $x$. In particular, for the family $\mathcal{F}$ of all $(d-1)$-subsets of $\{1, \ldots, d\}$ (respectively, all $(d-2)$-subsets, or all 1-subsets), the set $S_{\mathcal{F}}$ of multiway tables in (5.2) is precisely the set of $m_{1} \times \cdots \times m_{d}$ tables with all line-sums (respectively, all plan-sums, or all hyperplane-sums) specified.

The following important outcome of $n$-fold integer programming extends Corollaries 5.3 and 5.4 and provides the solution of the nonlinear multiindex transportation problem of Section 1.2.2 for long tables with any hierarchical margin constraints and broad classes of (non)linear objective functions. The function $f$ is given by a comparison oracle and $\hat{f}$ is the maximum value of $|f(x)|$ over the feasible set.

Corollary 5.10. For every fixed $d$, family $\mathcal{F}$ of subsets of $\{1, \ldots, d+1\}$, and sides $m_{1}, \ldots, m_{d}$, there are algorithms that, given $n$ and list $v=\left(v_{i_{1}, \ldots, i_{d+1}}\right)$ of integer values for all margins supported on $\mathcal{F}$, solve the following (non)linear multiindex transportation problems over the set $S_{\mathcal{F}}$ of $m_{1} \times \cdots \times m_{d} \times n$ tables satisfying $v$ :

1. $\min w x$ with given $m_{1} \times \cdots \times m_{d} \times n$ cost $w$, in time polynomial in $n,\langle v, w\rangle$;
2. $\min f(x)$ with $f$ given separable convex, in time polynomial in $n$ and $\langle v, \hat{f}\rangle$;
3. $\min \|x-\hat{x}\|_{p}$ with $\hat{x}$ given goal table, in time polynomial in $n$, $p$, and $\langle v, \hat{x}\rangle$;
4. $\max f\left(w^{1} x, \ldots, w^{k} x\right)$ with fixed number $k$ of given integer $m_{1} \times \cdots \times m_{d} \times n$ weights $w^{i}$ and given convex $f$, in time polynomial in $n$ and $\left\langle v, w^{1}, \ldots, w^{k}\right\rangle$.

Proof. Re-index the arrays as $x=\left(x^{1}, \ldots, x^{n}\right)$ with each $x^{j}=\left(x_{i_{1}, \ldots, i_{d}, j}\right)$ a suitably indexed $m_{1} m_{2} \cdots m_{d}$ vector representing the $j$ th layer of $x$. Then each of the above problems can be encoded as one over a suitable $n$-fold system:

$$
S_{\mathcal{F}}=\left\{x \in \mathbb{Z}_{+}^{n t}: A^{(n)} x=b\right\}
$$

with $A$ an $(r, s) \times t$ bimatrix with $t:=m_{1} m_{2} \cdots m_{d}$ and $r, s, A_{1}$ and $A_{2}$ determined by $\mathcal{F}$, and with right-hand side $b:=\left(b^{0}, b^{1}, \ldots, b^{n}\right) \in \mathbb{Z}^{r+n s}$ determined by the margins $v=\left(v_{i_{1}, \ldots, i_{d+1}}\right)$, such that the equations $A_{1}\left(\sum_{j=1}^{n} x^{j}\right)=b^{0}$ represent the constraints of all margins $x_{i_{1}, \ldots, i_{d}, *}$ (where summation over layers occurs), whereas the equations $A_{2} x^{j}=b^{j}$ for $j=1, \ldots, n$ represent the constraints of all margins $x_{i_{1}, \ldots, i_{d}, j}$ with $j \neq *$ (where summations are within a single layer at a time).

The algorithms of Theorems 4.7-4.10 now enable to solve these $n$-fold programs and hence the given multiindex transportation problems in polynomial time.

A similar extension of Corollary 5.8 allows statistical agencies to efficiently make learned decisions about secure disclosure of hierarchical lists of margins.

Corollary 5.11. For every fixed $d$, family $\mathcal{F}$ of subsets of $\{1, \ldots, d+1\}$, and sides $m_{1}, \ldots, m_{d}$, there is an algorithm that, given $n$, list $v=\left(v_{i_{1}, \ldots, i_{d+1}}\right)$ of integer values for all margins supported on $\mathcal{F}$, and index $\left(k_{1}, \ldots, k_{d+1}\right)$, solves in time polynomial in $n$ and $\langle v\rangle$ the entry uniqueness problem of deciding if $x_{k_{1}, \ldots, k_{d+1}}$ attains a unique value over the set $S_{\mathcal{F}}$ of $m_{1} \times \cdots \times m_{d} \times n$ tables satisfying $v$.

Proof. By Corollary 5.10, we can solve in polynomial time both $n$-fold programs:

$$
\begin{aligned}
l & :=\min \left\{x_{k_{1}, \ldots, k_{d+1}}: x \in S_{\mathcal{F}}\right\}, \\
u & :=\max \left\{x_{k_{1}, \ldots, k_{d+1}}: x \in S_{\mathcal{F}}\right\} .
\end{aligned}
$$

Clearly, entry $x_{k_{1}, \ldots, k_{d+1}}$ attains a unique value in all tables with the given margins if and only if $l=u$, which can therefore be tested in polynomial time.

Finally, as for the special case of line-sums in Section 5.2.2, we have an outputefficient algorithm for constructing the entire set of values that can occur in a specified entry over the set $S_{\mathcal{F}}$ of tables satisfying given hierarchical margin constraints.

Procedure 5.9 (revisited; constructing the set of values in an entry).

1. Initialize $l:=-\infty, u:=\infty$, and $E:=\emptyset$;
2. solve in polynomial time the following linear $n$-fold integer programs:

$$
\begin{aligned}
& \hat{l}:=\min \left\{x_{k_{1}, \ldots, k_{d+1}}: l \leq x_{k_{1}, \ldots, k_{d+1}} \leq u, x \in S_{\mathcal{F}}\right\} \\
& \hat{u}:=\max \left\{x_{k_{1}, \ldots, k_{d+1}}: l \leq x_{k_{1}, \ldots, k_{d+1}} \leq u, x \in S_{\mathcal{F}}\right\}
\end{aligned}
$$

3. if the problems in step 2 are feasible then update $l:=\hat{l}+1, u:=\hat{u}-1, E:=$ $E \uplus\{\hat{l}, \hat{u}\}$, and repeat step 2 , else stop and output the set of values $E$.

### 5.3 Universality of $\boldsymbol{n}$-fold integer programming

Let us introduce the following notation. For an integer $s \times t$ matrix $D$, let $\boxminus D$ be the $(t, s) \times t$ bimatrix with first block the $t \times t$ identity and second block $D$ :

$$
\boxminus D:=\binom{I_{t}}{D}
$$

Now, introduce a special form of the $n$-fold product, defined for a matrix $D$, by the following:

$$
D^{[n]}:=(\boxminus D)^{(n)}=\left(\begin{array}{cccc}
I_{t} & I_{t} & \cdots & I_{t} \\
D & 0 & \cdots & 0 \\
0 & D & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & D
\end{array}\right)
$$

We consider such $n$-fold products of such $m$-fold products of the tiny fixed $1 \times 3$ matrix (111). Note that $(111)^{[m]}$ is precisely the $(3+m) \times 3 m$ incidence matrix of the complete bipartite graph $K_{3, m}$. For instance, for $m=2$, it is the matrix:

$$
\left(\begin{array}{lll}
1 & 1 & 1
\end{array}\right)^{[2]}=\left(\begin{array}{llllll}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1
\end{array}\right)
$$

We can now rewrite Theorem 5.1 in the following compact and elegant form.
Theorem 5.12. Every rational polytope $\left\{y \in \mathbb{R}_{+}^{d}: A y=b\right\}$ stands in polynomial time computable integer preserving bijection with some polytope of the special form:

$$
\left\{x \in \mathbb{R}_{+}^{3 m n}:\left(\begin{array}{lll}
1 & 1 & 1 \tag{5.3}
\end{array}\right)^{[m][n]} x=a\right\} .
$$

Proof. Identify the space $\mathbb{R}^{n \times m \times 3}$ of arrays with $\mathbb{R}^{3 m n}$ by the coordinate ordering:

$$
x=\left(x_{1,1,1}, x_{1,1,2}, x_{1,1,3}, \ldots, x_{1, m, 1}, x_{1, m, 2}, x_{1, m, 3}, \ldots, x_{n, 1,1}, \ldots, x_{n, m, 3}\right)
$$

Then the line-sum equations on arrays become the equations (1111) ${ }^{[m][n]} x=a$ on vectors. Therefore, the polytope (5.3) becomes the 3 -way line-sum polytope (5.1) and the statement follows from the universality Theorem 5.1 for 3 -way tables.

Theorem 5.12 shows the universality of $n$-fold integer programming: every (non)linear integer program can be lifted in polynomial time to an equivalent $n$-fold program over a simple $\{0,1\}$-valued bimatrix $\boxminus(111)^{[m]}$ completely determined by a single parameter $m$. Indeed, consider any (bounded) integer program:

$$
\begin{equation*}
\min \left\{f(y): y \in \mathbb{Z}_{+}^{d}, A y=b\right\} \tag{5.4}
\end{equation*}
$$

Construct in polynomial time an injection $\sigma:\{1, \ldots, d\} \rightarrow\{1, \ldots, 3 m n\}$ embedding each coordinate $y_{i}$ as some coordinate $x_{\sigma(i)}$ and representing the polytope $\left\{y \in \mathbb{R}_{+}^{d}\right.$ : $A y=b\}$ as a polytope (5.3). Then the problem (5.4) lifts to the following $n$-fold integer programming problem over the bimatrix $\boxminus\left(\begin{array}{ll}1 & 1\end{array}\right)^{[m]}$ :

$$
\begin{equation*}
\min \left\{f\left(x_{\sigma(1)}, \ldots, x_{\sigma(d)}\right): x \in \mathbb{Z}_{+}^{3 m n},\left(\boxminus(111)^{[m]}\right)^{(n)} x=a\right\} . \tag{5.5}
\end{equation*}
$$

Moreover, for every fixed $m$, the program (5.5) can be solved in polynomial time for linear and a variety of nonlinear functions $f$ by Theorems 4.7-4.10 and 4.12.

Let $g(m):=g\left(\boxminus\left(\begin{array}{ll}1 & 1\end{array}\right)^{[m]}\right)$ be the Graver complexity of the bimatrix defining the universal program (5.5). When solving this $n$-fold program for any fixed $m$, the time needed for constructing the relevant Graver basis $\mathcal{G}\left(\left(\begin{array}{lll}1 & 1 & 1\end{array}\right)^{[m][n]}\right)$ and repeatedly using it in the iterative augmentation process involves an $O\left(n^{g(m)}\right)$ term. While this is polynomial for each fixed $m$, it may be quite large even for small values of $m$. So we suggest to apply to (5.5) the approximation Scheme 4.21. This scheme, combined with universality, gives the following universal approximation scheme parameterized by $k$ for arbitrary (non)linear integer programming.

Procedure 5.13 (universal scheme for (non)linear integer programming).
Input: Arbitrary nonlinear integer program (5.4) given by integer matrix $A$ and vector $b$, function $f$ presented by comparison oracle, and feasible point $y_{0}$ :

1. check by linear programming if program (5.4) is unbounded. Suppose not;
2. use the algorithm of Theorem 5.12 to lift (5.4) to equivalent program (5.5);
3. obtain an initial feasible point $x_{k-1}$ by applying the scheme recursively, with $x_{0}$ the point in program (5.5) corresponding to the point $y_{0}$ in program (5.4);
4. compute the Graver basis $\mathcal{G}\left((111)^{[m][k]}\right)$;
5. compute the following approximation of $\mathcal{G}\left(\left(\begin{array}{ll}1 & 1\end{array}\right)^{[m][n]}\right)$ :

$$
\begin{aligned}
G_{k}^{m, n} & :=\left\{x \in \mathcal{G}\left((1111)^{[m][n]}\right): \operatorname{type}(x) \leq k\right\} \\
& =\left\{x: x \text { is an } n \text {-lifting of some } z \in \mathcal{G}\left(\left(\begin{array}{ll}
1 & 1
\end{array}\right)^{[m][k]}\right)\right\}
\end{aligned}
$$

6. use the algorithm of Lemma 3.10 with $G_{k}^{m, n}$ instead of $\mathcal{G}\left(\left(\begin{array}{ll}1 & 1\end{array}\right)^{[m][n]}\right)$ to iteratively augment $x_{k-1}$ to the best attainable point $x_{k}$ and output it.

Several remarks about the complexity of this universal approximation scheme are in order. The time taken by step 2 is polynomial in $\langle A, b\rangle$ by Theorem 5.12. It can be shown that the Graver basis $\mathcal{G}\left((111)^{[m][k]}\right)$ can be obtained by a suitable permutation of coordinates from the Graver basis $\mathcal{G}\left(\left(\begin{array}{lll}1 & 1 & 1\end{array}\right)^{[k][m]}\right)$. Therefore, by Theorem 4.4, for fixed $k$ and variable $m$, the computation of $\mathcal{G}\left(\left(\begin{array}{ll}1 & 1\end{array}\right)^{[m][k]}\right)$ in step 4 and its cardinality are $O\left(m^{g(k)}\right)$ with $g(k)=g\left(\boxminus(111)^{[k]}\right)$ and hence polynomial in $m$. In particular, for $k=2$ they are $O\left(m^{3}\right)$. The time for computing $G_{k}^{m, n}$ in step 5 and its cardinality for fixed $k$ and variable $m$ and $n$ are as follows:

$$
\binom{n}{k}\left|\mathcal{G}\left(\left(\begin{array}{lll}
1 & 1 & 1
\end{array}\right)^{[m][k]}\right)\right|=O\left(n^{k} m^{g(k)}\right)
$$

and so are polynomial in $m$ and $n$; for $k=2$ they are $O\left(n^{2} m^{3}\right)$. The time taken by the iterative step 6 is harder to estimate and depends on the quality of the approximation of $\mathcal{G}\left(\left(\begin{array}{ll}1 & 1\end{array}\right)^{[m][n]}\right)$ provided by $G_{k}^{m, n}$ and the type of function $f$.

### 5.4 Graver complexity of graphs and digraphs

Recall that the incidence matrix of a graph or a digraph $G=(V, E)$ is the $V \times E$ matrix $D$ defined as follows: for a graph, $D_{v, e}=1$ if edge $e$ contains vertex $v$ and $D_{v, e}=0$ if not; for a digraph, $D_{v, e}=-1$ if edge $e$ leaves vertex $v, D_{v, e}=1$ if $e$ enters $v$, and $D_{v, e}=0$ otherwise. Recall also that for an integer $s \times t$ matrix $D$, we denote by $\boxminus D$ the $(t, s) \times t$ bimatrix with first block $I_{t}$ and second block $D$.

In this section, we study the following new graph and digraph invariant, the significance of which in nonlinear integer programming is explained below.

Definition 5.14. The Graver complexity of a graph or a digraph $G$ is the Graver complexity $g(G):=g(\boxminus D)$ of the bimatrix $\boxminus D$ with $D$ the incidence matrix of $G$.

Unfortunately, our understanding of this invariant is very limited. While it can be computed by the finite Algorithm 4.6, this computation is out of reach even for very small graphs. For instance, already the Graver complexity $g\left(K_{3,4}\right)$ of the small complete
bipartite graph $K_{3,4}$ on 7 vertices is unknown. Nonetheless, in this section we do establish some bounds on the Graver complexity of the graphs $K_{3, m}$. The main result here is Theorem 5.19: the complexity $g\left(K_{3, m}\right)$ is exponential.

Here is a small example where we can compute the Graver complexity precisely.
Example 5.15 (the bipartite graph $\left.K_{3,2}\right)$. Let $A:=(\boxminus D)$ be the $(6,5) \times 6$ bimatrix with $A_{1}=I_{6}$ and $A_{2}=D$ the incidence matrix of the graph $K_{3,2}$ :

$$
D=\left(\begin{array}{lll}
1 & 1 & 1
\end{array}\right)^{[2]}=\left(\begin{array}{cccccc}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1
\end{array}\right)
$$

We compute the Graver complexity $g\left(K_{3,2}\right)=g(\boxminus D)=g(A)$ by Algorithm 4.6. Since $A_{2}=D$ is totally unimodular, we have $\mathcal{G}\left(A_{2}\right)=\mathcal{G}(D)=\mathcal{C}(D)$ by Lemma 3.19. Let $G_{2}$ be the matrix having as columns the elements of the Graver basis $\mathcal{G}\left(A_{2}\right)$ :

$$
G_{2}:=\mathcal{G}\left(A_{2}\right)=\mathcal{G}(D)=\mathcal{C}(D)=\left(\begin{array}{cccccc}
1 & -1 & 1 & -1 & 0 & 0 \\
-1 & 1 & 0 & 0 & 1 & -1 \\
0 & 0 & -1 & 1 & -1 & 1 \\
-1 & 1 & -1 & 1 & 0 & 0 \\
1 & -1 & 0 & 0 & -1 & 1 \\
0 & 0 & 1 & -1 & 1 & -1
\end{array}\right)
$$

The Graver basis of $A_{1} G_{2}=I_{6} G_{2}=G_{2}$ (computed, say, by Algorithm 3.21) has 22 elements which are the columns of the following matrix and their antipodals:

$$
\mathcal{G}\left(A_{1} G_{2}\right)=\mathcal{G}\left(A_{2}\right)= \pm\left(\begin{array}{ccccccccccc}
1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & -1 & -1 & -1 \\
0 & 1 & 0 & -1 & -1 & 0 & 0 & -1 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & -1 & 0 & -1 & 0 & -1 & 0 & -1
\end{array}\right)
$$

Using Algorithm 4.6, we obtain the Graver complexity of the bipartite graph $K_{3,2}$ :

$$
g\left(K_{3,2}\right)=\max \left\{\|v\|_{1}: v \in \mathcal{G}\left(A_{1} G_{2}\right)\right\}=3
$$

The time taken by our algorithms for (non)linear $n$-fold integer programming over a bimatrix $A$ involves an $O\left(n^{g(A)}\right)$ term needed for constructing the relevant Graver basis $\mathcal{G}\left(A^{(n)}\right)$ and repeatedly using it in the iterative augmentation process.

Consider the many-commodity transshipment problem over a digraph $G$ solved in Section 4.3.1. The bimatrix underlying the $n$-fold integer program (4.3) in the proof of Corollary 4.13 is precisely $\boxminus D$ with $D$ the incidence matrix of $G$. So the time needed to solve the nonlinear many-commodity transshipment problem by the algorithm of Corollary 4.13 involves an $O\left(n^{g(G)}\right)$ term whose exponent $g(G)$ is the Graver complexity of $G$. This explains the significance of this digraph invariant.

Likewise, it can be shown that the many-commodity b-matching problem over an undirected graph $G$, the precise definition of which is omitted, can be solved by an $n$-fold program similar to (4.3), whose solution time involves an $O\left(n^{g(G)}\right)$ term with $g(G)$ the Graver complexity of the graph $G$, explaining its significance.

Finally, consider the universal $n$-fold integer program (5.5) discussed in Section 5.3 as follows:

$$
\min \left\{f(x): x \in \mathbb{Z}_{+}^{3 m n},\left(\boxminus(111)^{[m]}\right)^{(n)} x=a\right\}
$$

The bimatrix defining this universal program is $\boxminus(111))^{[m]}$ with $(111)^{[m]}$ the incidence matrix of the complete bipartite graph $K_{3, m}$. Therefore, the time needed to solve this universal program for any fixed $m$ involves an $O\left(n^{g(m)}\right)$ term, where

$$
g(m):=g\left(\boxminus\left(\begin{array}{lll}
1 & 1 & 1
\end{array}{ }^{[m]}\right)=g\left(K_{3, m}\right)\right.
$$

So the Graver complexity $g(m)$ of the complete bipartite graph $K_{3, m}$ controls the solution time of the universal integer program, explaining its special importance. In particular, since integer programming feasibility is NP-complete, $g(m)$ must grow as a function of $m$ under the hypothesis $\mathrm{P} \neq \mathrm{NP}$. We show below that, in fact, it grows exponentially fast, as $g(m)=\Omega\left(2^{m}\right)$. This provides a new type of evidence of unusual flavor supporting the $\mathrm{P} \neq$ NP hypothesis. An exponential upper bound $g(m)=O\left(m^{4} 6^{m}\right)$ holds as well and can be easily derived from Cramer's rule and Hadamard's bound. Narrowing the gap between these bounds remains a challenging and important problem. While $g(1)=$ $g\left(K_{3,1}\right)=0, g(2)=g\left(K_{3,2}\right)=3$, and $g(3)=g\left(K_{3,3}\right)=9$, the value of $g(m)=$ $g\left(K_{3, m}\right)$ is unknown for all $m \geq 4$.

We proceed to establish the claimed exponential lower bound on $g(m)$. Throughout, let $A:=\boxminus\left(\begin{array}{lll}1 & 1 & 1\end{array}\right)^{[m]}$ be the bimatrix with first block $A_{1}=I_{3 m}$ and second block $A_{2}=\left(\begin{array}{lll}1 & 1 & 1\end{array}\right)^{[m]}$ the incidence matrix of $K_{3, m}$. So $g(m)=g\left(K_{3, m}\right)=g(A)$. Now, $A_{2}$ is totally unimodular, so by Lemma 3.19, its Graver basis equals its set of circuits. Let $G_{2}$ denote the matrix having as columns the elements of $\mathcal{G}\left(A_{2}\right)=\mathcal{C}\left(A_{2}\right)$.

Our starting point is the following lemma.
Lemma 5.16. Any circuit $h \in \mathcal{C}\left(G_{2}\right)$ of $G_{2}$ gives a lower bound $g(m) \geq\|h\|_{1}$.
Proof. First, our data satisfies $A_{1} G_{2}=I_{3 m} G_{2}=G_{2}$. Second, $\mathcal{C}\left(G_{2}\right) \subseteq \mathcal{G}\left(G_{2}\right)$ holds. Therefore, computing the Graver complexity by Algorithm 4.6, we obtain the following:

$$
g(m)=g(A)=\max \left\{\|v\|_{1}: v \in \mathcal{G}\left(G_{2}\right)\right\} \geq \max \left\{\|h\|_{1}: h \in \mathcal{C}\left(G_{2}\right)\right\}
$$

We use the following notation with $m$ any integer clear from the context. Let

$$
B:=\{a, b, c\}, U:=\left\{u_{1}, \ldots, u_{m}\right\}, V:=B \uplus U, E:=B \times U
$$

Then $V$ and $E$ are, respectively, the set of vertices and set of edges of the complete bipartite graph $K_{3, m}$, and index, respectively, the rows and columns of its incidence matrix $A_{2}=\left(\begin{array}{lll}1 & 1 & 1\end{array}\right)^{[m]}$. It is convenient to interpret each vector $x \in \mathbb{Z}^{E}$ also as (1) an integervalued function on the set of edges $E=B \times U$; (2) a $3 \times m$ matrix with rows and columns
indexed, respectively, by $B$ and $U$. With these interpretations, $x$ is in $\mathcal{C}\left(A_{2}\right)=\mathcal{G}\left(A_{2}\right)$ if and only if (1) as a function on $E$, its support is a circuit of $K_{3, m}$, along which it alternates in values $\pm 1$ and can be indicated by the sequence $\left(v_{1}, v_{2}, \ldots, v_{l}\right)$ of vertices of the circuit of $K_{3, m}$ on which it is supported, with the convention that its value is +1 on the first edge $\left(v_{1}, v_{2}\right)$ in that sequence; (2) as a matrix, it is nonzero, has $0, \pm 1$ entries, has zero row and column sums, and has inclusion-minimal support with respect to these properties.

We also use the following terminology. Suppose that $x^{1}, \ldots, x^{k} \in \mathcal{C}\left(A_{2}\right)=\mathcal{G}\left(A_{2}\right)$ are circuits satisfying a relation $\sum_{i=1}^{k} h_{i} x^{i}=0$ with all $h_{i}$ positive. We call it a primitiverelation if $\left(h_{1}, \ldots, h_{k}\right)$ is the restriction of a circuit $h \in \mathcal{C}\left(G_{2}\right) \subseteq \mathcal{G}\left(G_{2}\right)$ to the columns of $G_{2}$ corresponding to the $x^{i}$, in which case $g(m) \geq \sum_{i=1}^{k} h_{i}$.

Here is an example that demonstrates this notation and also plays a role below.

Example $5.17\left(m=4\right.$ : lower bound on the Graver complexity of $\left.K_{3,4}\right)$. Consider the following seven circuits of $\left(\begin{array}{ll}1 & 1\end{array}\right)^{[4]}$ and $K_{3,4}$ :

|  | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x^{1}:=\left(a, u_{4}, c, u_{2}, b, u_{3}\right)=$ | 0 | 0 | -1 | 1 | $a$ |
|  | 0 | -1 | 1 | 0 | $b$ |
|  | 0 | 1 | 0 | -1 | $c$ |
| $x^{2}:=\left(a, u_{2}, c, u_{3}, b, u_{1}\right)=$ | -1 | 1 | 0 | 0 | $a$ |
|  | 1 | 0 | -1 | 0 | $b$ |
|  | 0 | -1 | 1 | 0 | c |
| $x^{3}:=\left(a, u_{4}, b, u_{1}, c, u_{2}\right)=$ | 0 | -1 | 0 | 1 | $a$ |
|  | 1 | 0 | 0 | -1 | $b$ |
|  | -1 | 1 | 0 | 0 | $c$ |
| $x^{4}:=\left(a, u_{4}, b, u_{2}, c, u_{1}\right)=$ | -1 | 0 | 0 | 1 | $a$ |
|  | 0 | 1 | 0 | -1 | $b$ |
|  | 1 | -1 | 0 | 0 | c |
| $x^{5}:=\left(a, u_{1}, b, u_{2}, c, u_{3}\right)=$ | 1 | 0 | -1 | 0 | $a$ |
|  | -1 | 1 | 0 | 0 | $b$ |
|  | 0 | -1 | 1 | 0 | $c$ |
| $x^{6}:=\left(a, u_{3}, b, u_{4}, c, u_{2}\right)=$ | 0 | -1 | 1 | 0 | $a$ |
|  | 0 | 0 | -1 | 1 | $b$ |
|  | 0 | 1 | 0 | -1 | $c$ |
| $x^{7}:=\left(a, u_{2}, b, u_{3}, c, u_{4}\right)=$ |  | 1 | 0 | -1 | $a$ |
|  | 0 | -1 | 1 | 0 | $b$ |
|  | 0 | 0 | -1 | 1 | c |

Then the following linear dependency on $x^{1}, \ldots, x^{7}$ is a primitive-relation:

$$
\sum_{i=1}^{7} h_{i} x^{i}=x^{1}+2 x^{2}+3 x^{3}+3 x^{4}+5 x^{5}+6 x^{6}+7 x^{7}=0
$$

which demonstrates the bound $g(4) \geq \sum_{i=1}^{7} h_{i}=1+2+3+3+5+6+7=27$.
We proceed with the general lower bound. We have the following lemma.
Lemma 5.18. Suppose there are $k$ circuits $x^{i}$ of $\left(\begin{array}{lll}1 & 1 & 1\end{array}\right)^{[m]}$ which admit a primitiverelation $\sum_{i} h_{i} x^{i}=0$ with $x^{k}=\left(a, u_{m-2}, b, u_{m-1}, c, u_{m}\right)$ and $h_{k}$ odd. Then there are also $k+2$ circuits $\bar{x}^{i}$ of $\left(\begin{array}{lll}1 & 1 & 1\end{array}\right)^{[m+1]}$ which admit a primitive-relation $\sum_{i} \bar{h}_{i} \bar{x}^{i}=0$ with $\bar{x}^{k+2}=\left(a, u_{m-1}, b, u_{m}, c, u_{m+1}\right)$ and $\bar{h}_{k+2}$ odd, where the $\bar{h}_{i}$ are given by the following:

$$
\begin{equation*}
\bar{h}_{i}=2 h_{i}, i=1, \ldots, k-1, \quad \bar{h}_{k+2}=\bar{h}_{k+1}=\bar{h}_{k}=h_{k} . \tag{5.6}
\end{equation*}
$$

Proof. Using the natural embedding of the complete bipartite graph $K_{3, m}$ in $K_{3, m+1}$, we can interpret circuits of the former also as circuits of the latter. Put $y^{i}:=x^{i}$ for $i=1, \ldots, k-1$ and define the following circuits:

|  | $u_{1}$ | $\cdots$ | $u_{m-2}$ | $u_{m-1}$ | $u_{m}$ | $u_{m+1}$ |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
| $y^{k}:=\left(a, u_{m-2}, b, u_{m-1}, c, u_{m+1}\right)$ | $=$ | 0 | $\cdots$ | 1 | 0 | 0 | -1 | $a$ |
|  | $\cdots$ | -1 | 1 | 0 | 0 | $b$ |  |  |
|  | $\cdots$ | 0 | -1 | 0 | 1 | $c$ |  |  |
| $y^{k+1}:=\left(a, u_{m-2}, b, u_{m+1}, c, u_{m}\right)$ | $=$ | 0 | $\cdots$ | 1 | 0 | -1 | 0 | $a$ |
|  | $\cdots$ | -1 | 0 | 0 | 1 | $b$ |  |  |
| 0 | $\cdots$ | 0 | 0 | 1 | -1 | $c$ |  |  |
| $y^{k+2}:=\left(a, u_{m+1}, b, u_{m-1}, c, u_{m}\right)$ | $=$ | 0 | $\cdots$ | 0 | 0 | -1 | 1 | $a$ |
|  | $\cdots$ | 0 | 1 | 0 | -1 | $b$ |  |  |
|  | $\cdots$ | 0 | -1 | 1 | 0 | $c$ |  |  |

Note that these circuits satisfy $y^{k}+y^{k+1}+y^{k+2}=2 x^{k}$. Suppose that $\sum_{i} \bar{h}_{i} y^{i}=0$ is a nontrivial relation on the $y^{i}$. Without loss of generality, we may assume that the $\bar{h}_{i}$ are relatively prime integers, at least one of which is positive. Since the edges $\left(a, u_{m+1}\right)$, $\left(b, u_{m+1}\right),\left(c, u_{m+1}\right)$ of $K_{3, m+1}$ are not in $K_{3, m}$ and hence in no circuit $y^{i}$ for $i<k$, the restrictions of the relation $\sum_{i} \bar{h}_{i} y^{i}=0$ to these edges (or to the corresponding matrix entries) force the equalities $\bar{h}_{k+2}=\bar{h}_{k+1}=\bar{h}_{k}$. Therefore,

$$
\begin{aligned}
0=\sum_{i=1}^{k+2} \bar{h}_{i} y^{i} & =\sum_{i=1}^{k-1} \bar{h}_{i} y^{i}+\bar{h}_{k}\left(y^{k}+y^{k+1}+y^{k+2}\right) \\
& =\sum_{i=1}^{k-1} \bar{h}_{i} x^{i}+\bar{h}_{k}\left(2 x^{k}\right)=\sum_{i=1}^{k-1} \bar{h}_{i} x^{i}+2 \bar{h}_{k} x^{k}
\end{aligned}
$$

which is a nontrivial integer relation on the $x^{i}$. So there must exist an integer $\alpha$ so that, for all $i$, the coefficient of $x^{i}$ in that relation is $\alpha$ times the coefficient of $x^{i}$ in the relation $\sum_{i=1}^{k} h_{i} x^{i}=0$ :

$$
\bar{h}_{i}=\alpha h_{i}, i=1, \ldots, k-1, \quad 2 \bar{h}_{k}=\alpha h_{k} .
$$

Since all the $h_{i}$ and at least one of the $\bar{h}_{i}$ are positive, these equations imply that $\alpha$ is positive. Therefore, all $\bar{h}_{i}$ are positive, implying that $\sum_{i} \bar{h}_{i} y^{i}=0$ is a primitive-relation on the $y^{i}$. Since $h_{k}$ is odd, the equation $2 \bar{h}_{k}=\alpha h_{k}$ implies that $\alpha$ is even and therefore $\alpha=2 \mu$ for some positive integer $\mu$, implying $\bar{h}_{k}=\mu h_{k}$. Then $\mu$ divides each of the $\bar{h}_{i}$, which are relatively prime, and therefore $\mu=1$ and $\alpha=2$. Therefore, the $\bar{h}_{i}$ satisfy (5.6), and in particular, $\bar{h}_{k+2}=h_{k}$ is odd.

Now, apply to the vertices of $K_{3, m+1}$ a permutation that maps $u_{m+1}, u_{m-1}, u_{m}$ to $u_{m-1}, u_{m}, u_{m+1}$ in that order and fixes the rest of the vertices. For each $i=1, \ldots, k+2$, let $\bar{x}^{i}$ be the circuit of $K_{3, m+1}$ which is the image of $y^{i}$ under this permutation. Then the $\bar{x}^{i}$ also satisfy the primitive-relation $\sum_{i} \bar{h}_{i} \bar{x}^{i}=0$ with the same coefficients $\bar{h}_{i}$ and $\bar{x}^{k+2}=\left(a, u_{m-1}, b, u_{m}, c, u_{m+1}\right)$, as claimed.

We are now in position to prove the following exponential bound from [13].
Theorem 5.19. For every $m \geq 4$, we have $g(m)=g\left(K_{3, m}\right) \geq 17 \cdot 2^{m-3}-7$.
Proof. We prove by induction on $m$ that, for all $m \geq 4$, there are $2 m-1$ circuits $x^{i}$ of $\left(\begin{array}{lll}1 & 1 & 1\end{array}\right)^{[m]}$ with $x^{2 m-1}=\left(a, u_{m-2}, b, u_{m-1}, c, u_{m}\right)$, satisfying a primitive-relation $\sum_{i} h_{i} x^{i}=0$ with $h_{2 m-1}=7$ and $\sum_{i} h_{i}=17 \cdot 2^{m-3}-7$, which implies the bound.

The induction basis at $m=4$ is provided by the circuits in Example 5.17.
Suppose that the hypothesis holds for some $m \geq 4$ and let $x^{i}$ be $2 m-1$ circuits with corresponding coefficients $h^{i}$ verifying the hypothesis. Lemma 5.18 applied to this data with $k=2 m-1$ then guarantees the existence of $k+2=2 m+1=2(m+1)-1$ circuits $\bar{x}^{i}$ with corresponding coefficients $\bar{h}^{i}$ which satisfy the following:
$\bar{x}^{2(m+1)-1}=\left(a, u_{m-1}, b, u_{m}, c, u_{m+1}\right), \quad \bar{h}_{2(m+1)-1}=\bar{h}_{2 m}=\bar{h}_{2 m-1}=h_{2 m-1}=7$,
and, moreover,

$$
\begin{aligned}
\sum_{i=1}^{2 m+1} \bar{h}_{i} & =\sum_{i=1}^{2 m-2} 2 h_{i}+3 h_{2 m-1}=2 \sum_{i=1}^{2 m-1} h_{i}+h_{2 m-1} \\
& =2\left(17 \cdot 2^{m-3}-7\right)+7=17 \cdot 2^{(m+1)-3}-7 .
\end{aligned}
$$

Example 5.20 ( $m=5$ : lower bound on the Graver complexity of $K_{3,5}$ ). Using our construction, we obtain the following nine circuits of $\left(\begin{array}{ll}1 & 1\end{array}\right)^{[5]}$ and $K_{3,5}$ :

$$
\begin{array}{lll}
x^{1}=\left(a, u_{5}, c, u_{2}, b, u_{4}\right), & x^{2}=\left(a, u_{2}, c, u_{4}, b, u_{1}\right), & x^{3}=\left(a, u_{5}, b, u_{1}, c, u_{2}\right), \\
x^{4}=\left(a, u_{5}, b, u_{2}, c, u_{1}\right), & x^{5}=\left(a, u_{1}, b, u_{2}, c, u_{4}\right), & x^{6}=\left(a, u_{4}, b, u_{5}, c, u_{2}\right), \\
x^{7}=\left(a, u_{2}, b, u_{4}, c, u_{3}\right), & x^{8}=\left(a, u_{2}, b, u_{3}, c, u_{5}\right), & x^{9}=\left(a, u_{3}, b, u_{4}, c, u_{5}\right),
\end{array}
$$

which satisfy the primitive-relation:

$$
2 x^{1}+4 x^{2}+6 x^{3}+6 x^{4}+10 x^{5}+12 x^{6}+7 x^{7}+7 x^{8}+7 x^{9}=0
$$

providing the lower bound $g\left(K_{3,5}\right)=g(5) \geq 61$ on the Graver complexity of $K_{3,5}$.

## Notes

Multiindex transportation problems and polytopes have been studied for decades, starting with the classical 1952 paper [75] by Motzkin. Theorem 5.1 shows that, remarkably, every rational polytope is an $l \times m \times 3$ line-sum transportation polytope. This enables to reduce the study of any algorithmic or structural property of rational convex polytopes to such triple-index polytopes, whose defining matrix is much more structured and depends on two parameters $l$ and $m$ only. A particularly important question, triggered by a letter of M. Hirsch to G. Dantzig in 1957, and open to date, is whether the diameter of the graph of every polytope is polynomially bounded in its dimension and number of facets; see [61] for an up-to-date survey. The universality theorem reduces this question to $l \times m \times 3$ line-sum polytopes. Motivated by their universality, some bounds on the diameter of such multiindex polytopes were recently established in [25]. Let us also mention a universality theorem for $\{0,1\}$-polytopes in [15] by Billera and Sarangarajan, which asserts that every polytope all of whose vertices are $\{0,1\}$-valued, is the face of some traveling salesman polytope. Privacy in databases is an area which is becoming increasingly important in the Internet era and is studied extensively by computer scientists, public data agencies, and statisticians. Let us mention the papers [8], [22], and [36], and the references therein, as informative sources corresponding to these three lines of investigation. Corollaries 5.8 and 5.11 provide the first polynomial time solutions of some of the most fundamental problems that occur in this area. It should be noted, though, that the running time of $n$ fold integer programming algorithms is typically a polynomial of very large degree. It is therefore of interest to study approximations of the Graver basis as in Sections 4.5 and 5.3. Initial experimentations for $3 \times 3 \times n$ multiway tables show very promising results, but much more study is needed. The Graver complexity of a graph and a digraph was introduced in [13]. The importance of these invariants stems from the fact that they form the degree of the polynomial time complexity of solving multiway table and multicommodity flow problems. Unfortunately, they seem to be very hard to compute, and even the complexity $g\left(K_{3,4}\right)$ of the 7 -vertex bipartite graph $K_{3,4}$ is unknown, coincidentally reminiscent of the hardness of the Shannon capacity invariant of a graph which is unknown even for the 7 -vertex circuit $C_{7}$.

## 6 Nonlinear Combinatorial Optimization

In this chapter, we discuss the nonlinear combinatorial optimization problem, namely,

$$
\begin{equation*}
\min \{f(W x): x \in S\} \tag{6.1}
\end{equation*}
$$

with $S \subseteq\{0,1\}^{n}$ presented compactly or by an oracle, integer $d \times n$ matrix $W$, and arbitrary function $f: \mathbb{Z}^{d} \rightarrow \mathbb{Z}$. We consider the minimization form, but our results hold for any function $f$ and hence apply for the maximization form as well.

We assume as usual that the function $f$ is presented by a mere comparison oracle. But unlike previous chapters, were we have assumed and exploited some structure on $f$, such as being convex, here we allow the function $f$ to be arbitrary, making the problem much harder. In fact, any algorithm that solves problem (6.1) for arbitrary function $f$, must, whenever the image $W S=\{W x: x \in S\}$ of $S$ under $W$ contains at least two points, include every image point in some query to the comparison oracle of $f$ and hence must compute the entire image. Indeed, if some point $\hat{y} \in W S$ is not included in any query then the algorithm cannot tell between the possible situations where either $f(\hat{y})$ is strictly smaller or strictly larger than $f(y)$ for every $y \in W S \backslash\{\hat{y}\}$, and hence cannot tell if the optimal solution is in the fiber of $\hat{y}$ or not and cannot solve the problem correctly.

Note that this is in contrast with the special case of maximizing convex functions (or minimizing concave functions) considered in Chapter 2, where it suffices to compute the typically smaller subset $\operatorname{vert}(\operatorname{conv}(W S))$ of vertices of the image.

So the time taken by any algorithm for solving problem (6.1) is at least the cardinality $|W S|$ of the image. Therefore, when $W$ is binary encoded, the problem is intractable and hopeless even in fixed dimension $d=1$, for instance, the image in $\mathbb{Z}$ of $S:=\{0,1\}^{n}$ under $w:=\left(1,2,4, \ldots, 2^{n-1}\right)$ has $|w S|=2^{n}$ points, since

$$
w S=\left\{\sum_{j=1}^{n} 2^{j-1} x_{j}: x \in\{0,1\}^{n}\right\}=\left\{0,1, \ldots, 2^{n}-1\right\} .
$$

Therefore, in this chapter we assume that the weight matrix $W$ is unary encoded. We follow the general outline of the Naïve Strategy 2.1 of Section 2.1, consisting of three steps: computing the image $W S$, finding a point $y \in W S$ minimizing $f(y)$ over $W S$, and finding a feasible point $x \in W^{-1}(y) \cap S$ in the fiber of $y$. The key problem is the first step of the strategy, that of computing the image $W S$.

We solve (6.1) in polynomial time for several types of combinatorial families $S$, using different implementations of Strategy 2.1 involving a variety of methods. For matroids, in Section 6.1.2, we compute the image exactly, leading to deterministic algorithm in Theorem 6.8. For matroid intersections, in Section 6.1.3, we compute a random subset of the image, leading to randomized algorithm in Theorem 6.12. Finally, for arbitrary independence systems, in Section 6.2.1, we compute an approximating subset of the image, leading to approximative algorithm in Theorem 6.23. This approximation has unusual flavor, and its quality is bounded by certain Frobenius numbers derived from the entries of $W$. We also establish an exponential lower bound in Theorem 6.24 on the time needed to solve the problem to optimality.

We conclude with some concrete applications including experimental design in statistics and universal Gröbner bases in computational algebra.

The table below enables quick navigation among theorems in this chapter providing polynomial time solution of problem (6.1). Additional results are in the applications Section 6.3. The first row indicates assumptions on the data (combinatorial structure of $S$, assumptions on $d$, assumptions on $W$ ), and the second row indicates the type of polynomial time algorithm established herein. Our results for matroids and matroid intersections apply to bases and independent sets. Restricting attention to independent sets, all systems considered in the table are independence systems, of generality and difficulty increasing from left to right.

| Single matroid | Two matroid intersections | Any independence system |
| :---: | :---: | :---: |
| $d$ arbitrary | $d$ arbitrary | $d=1$ |
| $W$ unary encoded | $W$ unary encoded | $W$ has entries in $\left\{a_{1}, \ldots, a_{p}\right\}$ |
| Theorem 6.8 | Theorem 6.12 | Theorem 6.23 |
| deterministic | randomized | $r\left(a_{1}, \ldots, a_{p}\right)$-approximative |

### 6.1 Nonlinear matroid optimization

In this section, we solve the nonlinear combinatorial optimization problem (6.1) over matroids and two matroid intersections for arbitrary function $f$ and unary-encoded $W$. The following table summarizes the time complexities of all our algorithmic results for matroids and matroid intersections, including the results of this section and the results of Section 2.5.2 on the maximization of convex functions.

|  | Single matroid | Two matroid intersections |
| :---: | :---: | :---: |
| Maximizing convex $f$ | Corollary 2.25 <br> polynomial in $\langle W\rangle$ | Corollary 2.26 <br> polynomial in $W$ |
| Optimizing any $f$ | Theorem 6.8 <br> polynomial in $W$ | Theorem 6.12 <br> randomized polynomial in $W$ |

### 6.1.1 Preparation

As noted, our solution of problem (6.1) follows the outline of Strategy 2.1, consisting of three steps: computing the image $W S$, finding a point $y \in W S$ minimizing $f(y)$ over $W S$, and finding a feasible point $x \in W^{-1}(y) \cap S$ in the fiber of $y$.

We begin with some preparatory lemmas which are used in the sequel. As usual $\|W\|_{\infty}=\max _{i, j}\left|W_{i, j}\right|$. Also, for any $0 \leq r \leq n$, let $\{0,1\}_{r}^{n}$ be the set of all vectors $x \in\{0,1\}^{n}$ with precisely $r$ entries equal to 1 , that is, with $|\operatorname{supp}(x)|=r$.

The first lemma enables to restrict attention to nonnegative weight matrices.

Lemma 6.1. The image of $S \subseteq\{0,1\}_{r}^{n}$ under an integer $d \times n$ matrix $W$ is obtainable as the translation $W S=\bar{W} S-v$ of the image of $S$ under the nonnegative integer matrix $\bar{W}$ defined by $\bar{W}_{i, j}:=W_{i, j}+\|W\|_{\infty}$ for all $i, j$ with $v:=r\|W\|_{\infty} \mathbf{1} \in \mathbb{Z}^{d}$.

Proof. The proof follows at once since $\bar{W} x=W x+v$ for every $x \in\{0,1\}_{r}^{n}$.
The restriction of $S \subseteq\{0,1\}^{n}$ to a subset $J \subseteq N:=\{1, \ldots, n\}$ of the ground set is the set $S^{J}:=\{x \in S: \operatorname{supp}(x) \subseteq J\} \subseteq\{0,1\}^{n}$ of all points in $S$ supported on $J$. Recall the fiber problem from Section 2.1: given $S \subseteq \mathbb{Z}^{n}$, integer $d \times n$ matrix $W$, and point $y \in \mathbb{Z}^{d}$, find $x \in W^{-1}(y) \cap S$, that is, $x \in S$ with $W x=y$, or assert that none exists. The next lemma shows that the fiber problem for $S \subseteq\{0,1\}^{n}$ can be solved by deciding if $y \in W S^{J}=\left\{W x: x \in S^{J}\right\}$ for $n+1$ restrictions of $S$.

Lemma 6.2. The fiber problem of finding $x \in W^{-1}(y) \cap S$ or asserting that none exists can be solved by deciding if $y \in W S^{J}$ for $n+1$ restrictions $S^{J}$ of $S \subseteq\{0,1\}^{n}$.

Proof. If $y \notin W S^{N}$ then assert that there is no feasible point in the fiber of $y$. Otherwise, set $J_{0}:=N$ and for $j=1,2, \ldots, n$ repeat the following iteration: set $J:=J_{j-1} \backslash\{j\}$; if $y \in W S^{J}$ then set $J_{j}:=J$, else set $J_{j}:=J_{j-1}$. Output the indicator $x:=\mathbf{1}_{J_{n}}$ of the final set $J_{n}$ obtained that way. Then $x \in W^{-1}(y) \cap S$.

We conclude our preparation with some properties of multivariate polynomials. Let $x=\left(x_{1}, \ldots, x_{d}\right)$ be a vector of $d$ variables. Each $u \in \mathbb{Z}_{+}^{d}$ serves as an exponent of a corresponding monomial $x^{u}:=\prod_{i=1}^{d} x_{i}^{u_{i}}$ in $x$. A (multivariate) polynomial in $x$ is a linear combination $g=g(x):=\sum g_{u} x^{u}$ of finitely many monomials with coefficients $g_{u}$ in a suitable field. A polynomial is integer (rational, real, complex) if all its coefficients are integer (rational, real, complex). We mostly restrict attention to integer or rational polynomials, whose coefficients can be processed by our algorithms. The support of $g$ is the finite $\operatorname{set} \operatorname{supp}(g):=\left\{u \in \mathbb{Z}_{+}^{d}: g_{u} \neq 0\right\}$ of exponents of all monomials $x^{u}$ having nonzero coefficients $g_{u}$. We denote by $\|g\|_{\infty}:=\left\|\left(g_{u}: u \in \mathbb{Z}_{+}^{d}\right)\right\|_{\infty}$ the maximum absolute value of any coefficient of $g$. The degree of $g$ is $\operatorname{deg}(g):=\max \left\{\|u\|_{1}: u \in\right.$ $\operatorname{supp}(g)\}$, that is, the maximum value $\|u\|_{1}=\sum_{i=1}^{d} u_{i}$ of an exponent of a monomial $x^{u}$ having a nonzero coefficient $g_{u}$. As usual, an evaluation oracle for $g$ is one that, queried on $x \in \mathbb{Z}^{d}$, returns $g(x)$.

We need two lemmas about polynomials. The first one concerns interpolation.

Lemma 6.3. For any fixed $d$, there is an algorithm that, given $s \in \mathbb{Z}_{+}$and $d$-variate integer polynomial $g$ presented by evaluation oracle, with $\operatorname{supp}(g) \subseteq\{0,1, \ldots, s\}^{d}$, computes $\operatorname{supp}(g)$ and all $g_{u}, u \in \operatorname{supp}(g)$, in time polynomial in $s$ and $\left\langle\|g\|_{\infty}\right\rangle$.

Proof. Let $U:=\{0,1, \ldots, s\}^{d}$ so that $g(x)=\sum_{u \in U} g_{u} x^{u}$. For each of the polynomially many integers $t=1,2, \ldots,(s+1)^{d}$, let $x(t)$ be the vector in $\mathbb{Z}^{d}$ obtained by substituting $x_{i}:=t^{(s+1)^{i-1}}$ for $i=1, \ldots, d$, and use the evaluation oracle of $g$ to compute $g(x(t))$. We then obtain a system of $(s+1)^{d}$ linear equations in $(s+1)^{d}$ indeterminates $g_{u}, u \in U$,
where, for $t=1,2, \ldots,(s+1)^{d}$, the $t$ th equation is as follows:

$$
\sum_{u \in U} g_{u}(x(t))^{u}=\sum_{u \in U} g_{u} \prod_{i=1}^{d}\left(t^{(s+1)^{i-1}}\right)^{u_{i}}=\sum_{u \in U} t^{\left(\sum_{i=1}^{d} u_{i}(s+1)^{i-1}\right)} g_{u}=g(x(t)) .
$$

As $u=\left(u_{1}, \ldots, u_{d}\right)$ runs through $U$, the sum $\sum_{i=1}^{d} u_{i}(s+1)^{i-1}$ attains precisely all $|U|=(s+1)^{d}$ distinct values $0,1, \ldots,(s+1)^{d}-1$. This implies that, under the total order of the points $u$ in $U$ by increasing value of $\sum_{i=1}^{d} u_{i}(s+1)^{i-1}$, the vector of coefficients of the $g_{u}$ in the $t$ th equation is precisely the point $\left(t^{0}, t^{1}, \ldots, t^{(s+1)^{d}-1}\right)$ on the so-called moment curve in $\mathbb{R}^{U} \cong \mathbb{R}^{(s+1)^{d}}$. Therefore, the equations are linearly independent. Moreover, each coefficient and each right-hand side of each equation in this system have a polynomially bounded binary length, since

$$
(x(t))^{u} \leq\left((s+1)^{d}\right)^{(s+1)^{d}-1}, \quad|g(x(t))| \leq(s+1)^{d}\left((s+1)^{d}\right)^{(s+1)^{d}-1}\|g\|_{\infty}
$$

Therefore, the system of equations can be solved in polynomial time, and the coefficients $g_{u}$ and the support $\operatorname{supp}(g)=\left\{u \in U: g_{u} \neq 0\right\}$ be obtained as claimed.

The second lemma, from [93], bounds the number of zeros of a polynomial.
Lemma 6.4. Let $g$ be a nonzero $n$-variate complex polynomial with $\operatorname{deg}(g) \leq r$ and $q$ a positive integer. Then $g(x)=0$ for at most $\frac{r}{q}$ of the vectors $x \in\{1,2, \ldots, q\}^{n}$.

Proof. We show by induction on $n$ that $g(x)=0$ for at most $\frac{r}{q} q^{n}=r q^{n-1}$ such vectors. For $n=1$, this holds since any nonzero univariate polynomial of degree at most $r$ has at most $r$ complex roots. Now, suppose that $n \geq 2$ and $g$ is nonzero. Then for some $0 \leq k \leq r$ and some $(n-1)$-variate polynomials $g_{0}, \ldots, g_{k}$ with $g_{k} \neq 0$ :

$$
g\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=0}^{k} g_{i}\left(x_{1}, \ldots, x_{n-1}\right) x_{n}^{i}
$$

For each vector $\left(v_{1}, \ldots, v_{n-1}\right) \in\{1, \ldots, q\}^{n-1}$ which is not a zero of $g_{k}$, we have that $g\left(v_{1}, \ldots, v_{n-1}, x_{n}\right)$ is a nonzero univariate polynomial in $x_{n}$ of degree at most $k$ and hence is zero for at most $k$ values of $x_{n}$. So $g$ has at most $k q^{n-1}$ such zeros. For each vector $\left(v_{1}, \ldots, v_{n-1}\right) \in\{1, \ldots, q\}^{n-1}$ which is a zero of $g_{k}$ it may be that $g\left(v_{1}, \ldots, v_{n-1}, x_{n}\right)$ is zero for all $q$ values of $x_{n}$ in $\{1, \ldots, q\}$. Since $\operatorname{deg}\left(g_{k}\right) \leq r-k$, by induction $g_{k}$ has at most $(r-k) q^{n-2}$ zeros $\left(v_{1}, \ldots, v_{n-1}\right) \in\{1, \ldots, q\}^{n-1}$. So $g$ has at most $q(r-k) q^{n-2}$ such zeros. Therefore, the total number of zeros of $g$ at most $k q^{n-1}+q(r-k) q^{n-2}=r q^{n-1}$ and the induction step follows.

### 6.1.2 Matroids

The main result of this subsection is Theorem 6.8: for every fixed $d$, we can minimize any nonlinear composite function $f(W x)$ with $W$ presented in unary, over the bases or independent sets of a vectorial matroid, in polynomial time.

Let $M$ be the vectorial matroid of an integer $r \times n$ matrix $A$ of rank $r$ and let $S:=$ $\left\{\mathbf{1}_{B}: B \in \mathcal{B}\right\}$ be its set of bases. Let $W$ be a nonnegative integer $d \times n$ weight matrix. For each $x \in\{0,1\}_{r}^{n}$ let $A^{x}:=\left[A^{j}: j \in \operatorname{supp}(x)\right]$ be the $r \times r$ submatrix of $A$ consisting of the columns corresponding to nonzero entries of $x$.

For each $y \in \mathbb{Z}_{+}^{d}$ define the following:

$$
g_{y}:=\sum\left\{\operatorname{det}^{2}\left(A^{x}\right): x \in W^{-1}(y) \cap S\right\} .
$$

Let $b=\left(b_{1}, \ldots, b_{d}\right)$ be a vector of variables. Define the following polynomial in $b$ :

$$
\begin{equation*}
g=g(b):=\sum_{y} g_{y} b^{y}=\sum_{y} g_{y} \prod_{i=1}^{d} b_{i}^{y_{i}} \tag{6.2}
\end{equation*}
$$

The following lemma bounds the support and norm of $g$ and shows that the image $W S$ of bases coincides with the support of $g$. As usual, $\Delta(A)$ denotes the maximum absolute value of a determinant of a square submatrix of $A$.

Lemma 6.5. For every integer $r \times n$ matrix $A$ of rank $r$ and nonnegative integer $d \times n$ matrix $W$, with $S$ the bases of the matroid of $A$, the polynomial $g$ satisfies the following:

$$
\operatorname{supp}(g)=W S \subseteq\left\{0,1, \ldots, r\|W\|_{\infty}\right\}^{d}, \quad\|g\|_{\infty} \leq\binom{ n}{r} \Delta^{2}(A)
$$

Proof. We have $\operatorname{det}\left(A^{x}\right) \neq 0$ if and only if $x \in S$. Therefore, $g_{y} \neq 0$ if and only if $W^{-1}(y) \cap S \neq \emptyset$, that is, if and only if $y \in W S$. The first claim then follows by the following:

$$
\operatorname{supp}(g)=\left\{y: g_{y} \neq 0\right\}=W S \subseteq W\{0,1\}_{r}^{n} \subseteq\left\{0,1, \ldots, r\|W\|_{\infty}\right\}^{d}
$$

The second claim, bounding $\|g\|_{\infty}$, follows by noting that for all $y \in \mathbb{Z}_{+}^{d}$ we have the following:

$$
\left|g_{y}\right| \leq|S| \Delta^{2}(A) \leq\left|\{0,1\}_{r}^{n}\right| \Delta^{2}(A)=\binom{n}{r} \Delta^{2}(A)
$$

Let $A(b)$ be the $r \times n$ matrix obtained from $A$ by multiplying, for $j=1, \ldots, n$, column $A^{j}$ by monomial $b^{W^{j}}=\prod_{i=1}^{d} b_{i}^{W_{i, j}}$ having as exponent column $W^{j}$ of $W$ :

$$
A^{j}(b):=b^{W^{j}} A^{j}=\prod_{i=1}^{d} b_{i}^{W_{i, j}} A^{j}, \quad j=1, \ldots, n
$$

The next lemma provides an efficient evaluation oracle for the polynomial $g$.
Lemma 6.6. For every integer $r \times n$ matrix $A$ of rank $r$ and nonnegative integer $d \times n$ matrix $W$, the following identity of polynomials in variables $b$, which enables to evaluate $g(b)$ for any given $b \in \mathbb{Z}^{d}$ in time polynomial in $W$ and $\langle A, b\rangle$, holds:

$$
g(b)=\operatorname{det}\left(A(b) A^{T}\right)
$$

Proof. The classical Binet-Cauchy identity for two $r \times n$ matrices $B$ and $C$ is as follows:

$$
\begin{equation*}
\operatorname{det}\left(B C^{T}\right)=\sum_{x \in\{0,1\}_{r}^{n}} \operatorname{det}\left(B^{x}\right) \operatorname{det}\left(C^{x}\right) \tag{6.3}
\end{equation*}
$$

Applying the Binet-Cauchy identity to $B:=A(b)$ and $C:=A$, we obtain the claimed identity, with $S \subseteq\{0,1\}_{r}^{n}$ the set of bases of the vectorial matroid of $A$ :

$$
\begin{aligned}
\operatorname{det}\left(A(b) A^{T}\right) & =\sum_{x \in\{0,1\}_{r}^{n}} \operatorname{det}\left(A^{x}(b)\right) \operatorname{det}\left(A^{x}\right)=\sum_{x \in\{0,1\}_{r}^{n}} \prod_{j=1}^{n}\left(b^{W^{j}}\right)^{x_{j}} \operatorname{det}^{2}\left(A^{x}\right) \\
& =\sum_{x \in S} b^{\left(\sum_{j=1}^{n} x_{j} W^{j}\right)} \operatorname{det}^{2}\left(A^{x}\right)=\sum_{x \in S} b^{W x} \operatorname{det}^{2}\left(A^{x}\right) \\
& =\sum_{y} b^{y} \sum_{x \in W^{-1}(y) \cap S} \operatorname{det}^{2}\left(A^{x}\right)=\sum_{y} g_{y} b^{y}=g(b)
\end{aligned}
$$

Now, given any $b \in \mathbb{Z}^{d}$, we can clearly evaluate $g(b)=\operatorname{det}\left(A(b) A^{T}\right)$ in time which polynomial in $W,\langle A, b\rangle$, by computing the determinant of an integer matrix.

We can now compute the image of the bases or independent sets of a matroid.
Lemma 6.7. For every fixed $d$, there is an algorithm that, given vectorial matroid $M$ which is presented by integer $r \times n$ matrix $A$, and integer $d \times n$ matrix $W$, in time which is polynomial in $\langle A\rangle$ and $W$, computes the image $W S$ of the set $S:=\left\{\mathbf{1}_{B}: B \in \mathcal{B}\right\}$ of bases or set $S:=\left\{\mathbf{1}_{I}: I \in \mathcal{J}\right\}$ of independent sets of $M$.

Proof. We begin with the statement for bases. Removing some rows of $A$ if necessary, we may assume that $A$ has rank $r$ and therefore $S=\left\{\mathbf{1}_{B}: B \in \mathcal{B}\right\} \subseteq\{0,1\}_{r}^{n}$. By Lemma 6.1, we may then assume that $W$ is nonnegative. Define the polynomial $g$ as in (6.2). By Lemma 6.5, we have $\operatorname{supp}(g) \subseteq\{0,1 \ldots, s\}^{d}$ with $s:=r\|W\|_{\infty}$ and $\|g\|_{\infty} \leq$ $\binom{n}{r} \Delta^{2}(A)$. By Lemma 6.6, we can realize in polynomial time an evaluation oracle for the polynomial $g$. So we can apply the algorithm of Lemma 6.3 and compute $\operatorname{supp}(g)$, which by Lemma 6.5 provides the image as $W S:=\operatorname{supp}(g)$, in time polynomial in $s$ and $\left\langle\|g\|_{\infty}\right\rangle$ and hence polynomial in $W$ and $\langle A\rangle$.

We continue with the statement for $S=\left\{\mathbf{1}_{I}: I \in \mathcal{J}\right\}$ the independent sets. Let $\bar{W}:=\left[\begin{array}{ll}W & 0\end{array}\right]$ be the $d \times(n+r)$ matrix obtained by appending to $W$ the $d \times r$ zero matrix and let $\bar{A}:=\left[\begin{array}{ll}A & I_{r}\end{array}\right]$ be the $r \times(n+r)$ matrix obtained by appending to $A$ the $r \times r$ identity matrix. Let $\bar{S}:=\left\{\mathbf{1}_{B}: B \in \overline{\mathcal{B}}\right\}$ be the set of bases of the vectorial matroid $\bar{M}$ of $\bar{A}$. Then it is not hard to verify that $W S=\bar{W} \bar{S}$, which can be computed in polynomial time by the above algorithm for bases of $\bar{M}$.

We can now obtain a result of [10] about nonlinear matroid optimization.
Theorem 6.8. For every fixed $d$, there is an algorithm that, given vectorial matroid $M$ of integer $r \times n$ matrix $A$, integer $d \times n$ matrix $W$, and function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by comparison oracle, solves in time polynomial in $\langle A\rangle, W$, the problem:

$$
\begin{equation*}
\min \{f(W x): x \in S\} \tag{6.4}
\end{equation*}
$$

over the bases $S:=\left\{\mathbf{1}_{B}: B \in \mathcal{B}\right\}$ or independent sets $S:=\left\{\mathbf{1}_{I}: I \in \mathcal{J}\right\}$ of $M$.

Proof. Use the algorithm of Lemma 6.7 and compute the image $W S$. Then use the comparison oracle of $f$ and obtain a point $y \in W S$ minimizing $f$ over $W S$.

We proceed to show how to implement the algorithm of Lemma 6.2 to obtain a point $x \in W^{-1}(y) \cap S$. For this, we need to show how to decide if $y \in W S^{J}$ for the restriction $S^{J}=\{x \in S: \operatorname{supp}(x) \subseteq J\}$ of $S$ to any subset $J \subseteq\{1, \ldots, n\}$.

Consider any such restriction. Let $\bar{A}$ be the $r \times n$ matrix obtained from $A$ by replacing each column $A^{j}, j \notin J$, by the zero vector $0 \in \mathbb{Z}^{r}$. If $S$ is the set of bases and $\operatorname{rank}(\bar{A})<$ $\operatorname{rank}(A)$ then $S^{J}=\emptyset$ so $y \notin W S^{J}$. Otherwise, namely, if $S$ is the set of bases and $\operatorname{rank}(\bar{A})=\operatorname{rank}(A)$, or $S$ is the set of independent sets, then $S^{J}$ is precisely the set of bases or independent sets, respectively, of the matroid $\bar{M}$ of $\bar{A}$. Now, compute $W S^{J}$ by the algorithm of Lemma 6.7 for $\bar{M}$ and check if $y \in W S^{J}$.

Using this decision procedure for restrictions, we can indeed use the algorithm of Lemma 6.2 and obtain $x \in W^{-1}(y) \cap S$ which is an optimal solution.

### 6.1.3 Matroid intersections

We proceed to solve the nonlinear optimization problem over two matroid intersections. The general outline of the solution method is similar to the one over matroids, but the problem is harder and we need to incorporate randomization.

The main result here is Theorem 6.12: for every fixed $d$, we can minimize any nonlinear composite function $f(W x)$ with $W$ in unary, over the common bases or independent sets of two vectorial matroids, in randomized polynomial time.

Let $M_{1}, M_{2}$ be vectorial matroids of integer $r \times n$ matrices $A_{1}, A_{2}$ of rank $r$ and let $S:=\left\{\mathbf{1}_{B}: B \in \mathcal{B}_{1} \cap \mathcal{B}_{2}\right\}$ be the set of common bases. Let $W$ be a nonnegative integer $d \times n$ weight matrix. As before, for each $x \in\{0,1\}_{r}^{n}$ let $A_{k}^{x}:=\left[A_{k}^{j}: j \in \operatorname{supp}(x)\right]$ be the corresponding $r \times r$ submatrix of $A_{k}$ for $k=1,2$.

Let $a=\left(a_{1}, \ldots, a_{n}\right)$ and $b=\left(b_{1}, \ldots, b_{d}\right)$ be vectors of $n$ variables and $d$ variables, respectively. For each $y \in \mathbb{Z}_{+}^{d}$, define the following polynomial in $a$ :

$$
\begin{equation*}
g_{y}(a):=\sum\left\{\operatorname{det}\left(A_{1}^{x}\right) \operatorname{det}\left(A_{2}^{x}\right) a^{x}: x \in W^{-1}(y) \cap S\right\}, \quad a^{x}=\prod_{j=1}^{n} a_{j}^{x_{j}} \tag{6.5}
\end{equation*}
$$

Now, define the following polynomial in both vectors of variables $a$ and $b$ :

$$
\begin{equation*}
g=g(a, b):=\sum_{y} g_{y}(a) b^{y}, \quad b^{y}=\prod_{i=1}^{d} b_{i}^{y_{i}} \tag{6.6}
\end{equation*}
$$

We now consider numerical substitutions of vectors $a \in \mathbb{Z}^{n}$ into $g=g(a, b)$, turning $g$ into a polynomial in $b$ only. In what follows, we often make random substitutions for $a$, in which case $g$ becomes a random polynomial in $b$ with random support $\operatorname{supp}(g)=\{y \in$ $\left.\mathbb{Z}_{+}^{d}: g_{y}(a) \neq 0\right\}$. The following lemma bounds the norm and support of $g$ under such substitutions and shows that any point in the image $W S$ of common bases appears in the random support of $g$ with high probability.

Lemma 6.9. Let $A_{1}, A_{2}$ be integer $r \times n$ matrices of rank $r$, $S$ the set of common bases of their vectorial matroids, and $W$ nonnegative integer $d \times n$ matrix. Let $g$ be the polynomial in $b$ obtained by substituting $a \in\{1,2, \ldots, q\}^{n}$ into $g(a, b)$. Then

$$
\operatorname{supp}(g) \subseteq W S \subseteq\left\{0,1, \ldots, r\|W\|_{\infty}\right\}^{d}, \quad\|g\|_{\infty} \leq\binom{ n}{r} q^{r} \Delta\left(A_{1}\right) \Delta\left(A_{2}\right)
$$

If $a$ is randomly uniformly sampled from $\{1,2, \ldots, q\}^{n}$ then, for every $y \in W S$,

$$
\mathbb{P}[y \in \operatorname{supp}(g)] \geq 1-\frac{r}{q} .
$$

Proof. We begin with the claims on the support and norm. For the support, note that if $y \notin W S$ then $W^{-1}(y) \cap S=\emptyset$ and hence $g_{y}(a)=0$ for any $a$. Therefore,

$$
\operatorname{supp}(g)=\left\{y: g_{y}(a) \neq 0\right\} \subseteq W S \subseteq W\{0,1\}_{r}^{n} \subseteq\left\{0,1, \ldots, r\|W\|_{\infty}\right\}^{d}
$$

For the bound on the norm $\|g\|_{\infty}$, note that for all $y \in \mathbb{Z}_{+}^{d}$, we have the following:

$$
\left|g_{y}(a)\right| \leq|S| \Delta\left(A_{1}\right) \Delta\left(A_{2}\right) q^{r} \leq\left|\{0,1\}_{r}^{n}\right| \Delta\left(A_{1}\right) \Delta\left(A_{2}\right) q^{r}=\binom{n}{r} q^{r} \Delta\left(A_{1}\right) \Delta\left(A_{2}\right)
$$

For the claim on random substitutions, consider any point $y \in W S$. Consider

$$
g_{y}(a)=\sum\left\{\operatorname{det}\left(A_{1}^{x}\right) \operatorname{det}\left(A_{2}^{x}\right) a^{x}: x \in W^{-1}(y) \cap S\right\}
$$

as a polynomial in $a$. Since distinct $x \in\{0,1\}^{n}$ give distinct monomial $a^{x}$, no cancelations occur among terms in the sum defining $g_{y}(a)$. Since $y$ is in the image, there is some $x \in W^{-1}(y) \cap S$ and hence the monomial $a^{x}$ appears with coefficient $\operatorname{det}\left(A_{1}^{x}\right) \operatorname{det}\left(A_{2}^{x}\right)$ which is nonzero since $x$ is a common basis. Therefore, $g_{u}(a)$ is a nonzero polynomial in $a$ of degree $r$. The claim now follows from Lemma 6.4 which bounds the probability of $g_{y}(a)=0$ which is equivalent to $y \notin \operatorname{supp}(g)$.

Let $A_{1}(a, b)$ be the $r \times n$ matrix obtained from the matrix $A_{1}$ by multiplying, for $j=1, \ldots, n$, the column $A_{1}^{j}$ by the monomial $a_{j} b^{W^{j}}=a_{j} \prod_{i=1}^{d} b_{i}^{W_{i, j}}$, that is,

$$
A_{1}^{j}(a, b):=a_{j} b^{W^{j}} A_{1}^{j}=a_{j} \prod_{i=1}^{d} b_{i}^{W_{i, j}} A_{1}^{j}, \quad j=1, \ldots, n
$$

The next lemma provides an efficient evaluation oracle for the polynomial $g$.
Lemma 6.10. For every integer $r \times n$ matrices $A_{1}, A_{2}$ of rank $r$ and nonnegative integer $d \times n$ matrix $W$, the following identity, which enables to evaluate $g(a, b)$ for any given $a \in \mathbb{Z}^{n}$ and $b \in \mathbb{Z}^{d}$ in time polynomial in $W$ and $\left\langle A_{1}, A_{2}, a, b\right\rangle$, holds:

$$
g(a, b)=\operatorname{det}\left(A_{1}(a, b) A_{2}^{T}\right)
$$

Proof. The Binet-Cauchy identity (6.3) with $B:=A_{1}(a, b)$ and $C:=A_{2}$ gives the claimed identity, with $S \subseteq\{0,1\}_{r}^{n}$ the common bases of the matroids of $A_{1}, A_{2}$ :

$$
\begin{aligned}
\operatorname{det}\left(A_{1}(a, b) A_{2}^{T}\right) & =\sum_{x \in\{0,1\}_{r}^{n}} \operatorname{det}\left(A_{1}^{x}(a, b)\right) \operatorname{det}\left(A_{2}^{x}\right) \\
& =\sum_{x \in\{0,1\}_{r}^{n}} \prod_{j=1}^{n}\left(a_{j} b^{W^{j}}\right)^{x_{j}} \operatorname{det}\left(A_{1}^{x}\right) \operatorname{det}\left(A_{2}^{x}\right) \\
& =\sum_{x \in S} a^{x} b^{W x} \operatorname{det}\left(A_{1}^{x}\right) \operatorname{det}\left(A_{2}^{x}\right) \\
& =\sum_{y} b^{y} \sum_{x \in W^{-1}(y) \cap S} a^{x} \operatorname{det}\left(A_{1}^{x}\right) \operatorname{det}\left(A_{2}^{x}\right) \\
& =\sum_{y} g_{y}(a) b^{y}=g(a, b) .
\end{aligned}
$$

Given $a \in \mathbb{Z}^{n}, b \in \mathbb{Z}^{d}$, we can evaluate $g(a, b)=\operatorname{det}\left(A_{1}(a, b) A_{2}^{T}\right)$ in time polynomial in $W,\left\langle A_{1}, A_{2}, a, b\right\rangle$, by computing the determinant of an integer matrix.

We can now show how to compute a random subset of the set of common bases or common independent sets of two matroids, which contains every point of the image with high probability. A randomized algorithm is an algorithm that has access to a random bit generator. Its running time then counts also the number of random bits used. A randomized algorithm is polynomial time if its running time, including the number of random bits used, is polynomial in the input length.

Lemma 6.11. For every fixed $d$, there is a randomized algorithm that, given two vectorial matroids, with $M_{k}$ presented by integer $r_{k} \times n$ matrix $A_{k}$, and integer $d \times n$ matrix $W$, in time polynomial in $\left\langle A_{1}, A_{2}\right\rangle, W$, computes a random subset $Y \subseteq W S$ of the image of $S:=\left\{\mathbf{1}_{B}: B \in \mathcal{B}_{1} \cap \mathcal{B}_{2}\right\}$ common bases or $S:=\left\{\mathbf{1}_{I}: I \in \mathcal{J}_{1} \cap \mathcal{J}_{2}\right\}$ common independent sets of $M_{1}$ and $M_{2}$, such that for every point $y \in W S$ :

$$
\mathbb{P}[y \in Y] \geq 1-\frac{1}{2(n+1)}
$$

Proof. We begin with the statement for common bases. Removing some rows of $A_{k}$ if necessary, we may assume that the rank of $A_{k}$ is $r_{k}$ for $k=1,2$. If $r_{1} \neq r_{2}$ then there is no common basis so the image is empty. So assume $r:=r_{1}=r_{2}$ and therefore $S=\left\{\mathbf{1}_{B}\right.$ : $\left.B \in \mathcal{B}_{1} \cap B_{2}\right\} \subseteq\{0,1\}_{r}^{n}$. By Lemma 6.1, we may then assume that $W$ is nonnegative. Define the polynomial $g$ as in (6.6). Let $q:=2 r(n+1)$. Consider any $a \in\{1,2, \ldots, q\}^{n}$ and let $g=g(a, b)$ be the polynomial in $b$ obtained by substituting $a$. By Lemma 6.9, we have $\operatorname{supp}(g) \subseteq\{0,1, \ldots, s\}^{d}$ with $s:=r\|W\|_{\infty}$ and $\|g\|_{\infty} \leq\binom{ n}{r} q^{r} \Delta\left(A_{1}\right) \Delta\left(A_{2}\right)$. By Lemma 6.10, we can realize in polynomial time an evaluation oracle for the polynomial $g$. So we can apply the algorithm of Lemma 6.3 and compute $\operatorname{supp}(g)$ in time polynomial in $s$ and $\left\langle\|g\|_{\infty}\right\rangle$ and hence polynomial in $W$ and $\left\langle A_{1}, A_{2}\right\rangle$. Now, let $a$ be randomly uniformly sampled from $\{1,2, \ldots, q\}^{n}$, let $g=g(a, b)$ be the random polynomial in $b$
obtained by substituting $a$, and let $Y:=\operatorname{supp}(g)=\left\{y \in \mathbb{Z}_{+}^{d}: g_{y}(a) \neq 0\right\}$ be the random support of $g$. We claim that this $Y$ satisfies the claim of the lemma. Indeed, as just shown, $Y$ can be computed in polynomial time for any realization of the random vector $a$, and by Lemma 6.9, for every point $y \in W S$ of the image:

$$
\mathbb{P}[y \in Y] \geq 1-\frac{r}{q}=1-\frac{1}{2(n+1)}
$$

We continue with the statement for $S=\left\{\mathbf{1}_{I}: I \in \mathcal{J}_{1} \cap \mathcal{J}_{2}\right\}$ the common independent sets. Let $r:=\max \left\{r_{1}, r_{2}\right\}$. Let $\bar{W}:=\left[\begin{array}{ll}W & 0\end{array}\right]$ be the $d \times\left(n+r^{2}\right)$ matrix obtained by appending to $W$ the $d \times r^{2}$ zero matrix. For $k=1,2$, let $\hat{A}_{k}$ be the $r \times n$ matrix obtained by appending $r-r_{k}$ zero rows to $A_{k}$. Let $C_{1}, C_{2}$ be the $r \times r^{2}$ matrices consisting of the first $r$ rows and last $r$ rows, respectively, of the $(r+r) \times r^{2}$ incidence matrix of the complete bipartite graph $K_{r, r}$. For $k=1,2$, let $\bar{A}_{k}:=\left[\hat{A}_{k} C_{k}\right]$ be the $r \times\left(n+r^{2}\right)$ matrix obtained by appending $C_{k}$ to $\hat{A}_{k}$, and let $\bar{M}_{k}$ be the vectorial matroid of $\bar{A}_{k}$. Finally, let $\bar{S}:=\left\{\mathbf{1}_{B}: B \in \overline{\mathcal{B}}_{1} \cap \overline{\mathcal{B}}_{2}\right\}$ be the set of common bases of $\bar{M}_{1}, \bar{M}_{2}$. Then it is not hard to verify that $W S=\bar{W} \bar{S}$, and the claim follows from the above statement for common bases of $\bar{M}_{1}, \bar{M}_{2}$.

We can now obtain a result of [11], providing a randomized polynomial time algorithm for solving the nonlinear matroid intersection problem. By this, we mean that the algorithm either asserts that the problem is infeasible or outputs a point $x \in\{0,1\}^{n}$ which is an optimal solution with probability at least a half. By repeatedly applying the algorithm several times and picking the best solution if any, the probability of success can be increased at will. In particular, repeating it $n$ times increases the probability of obtaining a true optimal solution to at least $1-2^{-n}$ while increasing the running time by a linear factor only.

Theorem 6.12. For every fixed $d$, there is a randomized algorithm that, given two vectorial matroids, with $M_{k}$ presented by integer $r_{k} \times n$ matrix $A_{k}$, integer $d \times n$ matrix $W$, and function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by comparison oracle, solves over the set of common bases $S:=\left\{\mathbf{1}_{B}: B \in \mathcal{B}_{1} \cap \mathcal{B}_{2}\right\}$ or common independent sets $S:=\left\{\mathbf{1}_{I}: I \in \mathcal{J}_{1} \cap \mathcal{J}_{2}\right\}$ of $M_{1}, M_{2}$, in time polynomial in $\left\langle A_{1}, A_{2}\right\rangle$, $W$, the following problem:

$$
\min \{f(W x): x \in S\}
$$

Proof. First, either detect that $S$ is empty or obtain some point $\bar{x} \in S$ as follows: for common independent sets take $\bar{x}:=0 \in \mathbb{Z}^{n}$ which is always feasible; for common bases apply the deterministic matroid intersection algorithm of [33]. So from here on, we assume that $S$ is nonempty and some $\bar{x} \in S$ has been obtained.

We begin by describing the polynomial time randomized algorithm, and then prove that it outputs an optimal solution with probability at least a half.

Use the algorithm of Lemma 6.11 and compute a random subset $Y \subseteq W S$ of the image. Set $\bar{y}:=W \bar{x}$ and $Y:=Y \cup\{\bar{y}\} \subseteq W S$ making sure $Y$ is nonempty. Use the comparison oracle of $f$ to obtain a point $\hat{y} \in Y$ minimizing $f$ over $Y$.

We proceed to show how to implement a randomized counterpart of the algorithm of Lemma 6.2 which outputs a random candidate $\hat{x}$ for being in $W^{-1}(\hat{y}) \cap S$. For this, we
need to describe a randomized procedure for deciding if $\hat{y} \in W S^{J}$ for the restriction $S^{J}=\{x \in S: \operatorname{supp}(x) \subseteq J\}$ of $S$ to any subset $J \subseteq\{1, \ldots, n\}$.

Consider any such restriction. For $k=1,2$, let $\bar{A}_{k}$ be the $r \times n$ matrix obtained from $A_{k}$ by replacing each column $A^{j}, j \notin J$, by $0 \in \mathbb{Z}^{r_{k}}$. If $S$ is the set of common bases and $\operatorname{rank}\left(\bar{A}_{1}\right)<\operatorname{rank}\left(A_{1}\right)$ or $\operatorname{rank}\left(\bar{A}_{2}\right)<\operatorname{rank}\left(A_{2}\right)$ then $S^{J}=\emptyset$ so $\hat{y} \notin W S^{J}$. Otherwise, namely, if $S$ is the set of common bases and $\operatorname{rank}\left(\bar{A}_{k}\right)=\operatorname{rank}\left(A_{k}\right)$ for $k=1,2$, or $S$ is the set of common independent sets, then $S^{J}$ is precisely the set of common bases or common independent sets, respectively, of the vectorial matroids $\bar{M}_{1}, \bar{M}_{2}$ of $\bar{A}_{1}, \bar{A}_{2}$. Now, compute a random subset $Y(J) \subseteq W S^{J}$ by the algorithm of Lemma 6.11 for $\bar{M}_{1}$, $\bar{M}_{2}$, check if $\hat{y} \in Y(J)$ and decide accordingly.

Incorporating this randomized decision procedure for restrictions into the algorithm of Lemma 6.2, we obtain a randomized algorithm which outputs the random indicator $\hat{x}:=\mathbf{1}_{J_{n}}$ of the set $J_{n}$ obtained in the final iteration of that algorithm.

We now show that $\hat{x}$ is an optimal solution with probability at least a half. Consider the following random events:
$\mathbf{E}_{0}$ : the minimizer $\hat{y}$ of $f$ over $Y$ further satisfies $f(\hat{y})=\min \{f(y): y \in W S\}$.
$\mathbf{E}_{j}$ : the algorithm of Lemma 6.2 decides correctly in iteration $j$ whether $\hat{y} \in W S^{J}$.
If all events $\mathbf{E}_{0}, \mathbf{E}_{1}, \ldots, \mathbf{E}_{n}$ hold then the algorithm clearly outputs a point $x$ which is an optimal solution. We proceed to bound the probabilities of these events.

First, let $y^{*} \in W S$ be any minimizer of $f$ over $W S$. If $y^{*} \in Y$ then $f(\hat{y})=f\left(y^{*}\right)$ by choice of $\hat{y}$ and hence $\hat{y}$ is also a minimizer of $f$ over $W S$. So, by Lemma 6.11,

$$
\mathbb{P}\left(\mathbf{E}_{0}\right) \geq \mathbb{P}\left[y^{*} \in Y\right] \geq 1-\frac{1}{2(n+1)}
$$

Next, consider the decision whether $\hat{y} \in W S^{J}$ in iteration $j$ of the algorithm of Lemma 6.2, based on computing a random subset $Y(J) \subseteq W S^{J}$ by the algorithm of Lemma 6.11 and checking if $\hat{y} \in Y(J)$. Then again by Lemma 6.11, we have the following:

$$
\mathbb{P}\left(\mathbf{E}_{j} \mid \hat{y} \notin W S^{J}\right)=\mathbb{P}\left(\hat{y} \notin Y(J) \mid \hat{y} \notin W S^{J}\right)=1
$$

and

$$
\mathbb{P}\left(\mathbf{E}_{j} \mid \hat{y} \in W S^{J}\right)=\mathbb{P}\left(\hat{y} \in Y(J) \mid \hat{y} \in W S^{J}\right) \geq 1-\frac{1}{2(n+1)}
$$

Therefore, we obtain the following:

$$
\begin{aligned}
\mathbb{P}\left(\mathbf{E}_{j}\right) & =\mathbb{P}\left(\mathbf{E}_{j} \mid \hat{y} \notin W S^{J}\right) \mathbb{P}\left[\hat{y} \notin W S^{J}\right]+\mathbb{P}\left(\mathbf{E}_{j} \mid \hat{y} \in W S^{J}\right) \mathbb{P}\left[\hat{y} \in W S^{J}\right] \\
& \geq\left(1-\frac{1}{2(n+1)}\right)\left(\mathbb{P}\left[\hat{y} \notin W S^{J}\right]+\mathbb{P}\left[\hat{y} \in W S^{J}\right]\right)=1-\frac{1}{2(n+1)} .
\end{aligned}
$$

So the probability that the algorithm outputs an optimal solution $\hat{x}$ is at least as follows:

$$
\mathbb{P}\left(\bigcap_{j=0}^{n} \mathbf{E}_{j}\right)=1-\mathbb{P}\left(\bigcup_{j=0}^{n} \mathbf{E}_{j}^{c}\right) \geq 1-\sum_{j=0}^{n} \mathbb{P}\left(\mathbf{E}_{j}^{c}\right) \geq 1-\sum_{j=0}^{n} \frac{1}{2(n+1)}=\frac{1}{2}
$$

This completes the proof, solving the nonlinear matroid intersection problem.

### 6.2 Optimization over independence systems

In this section, we study the nonlinear combinatorial optimization problem (6.1) over an arbitrary independence system introduced in Section 1.2.1, that is, over a nonempty set $S \subseteq\{0,1\}^{n}$ such that $z \in\{0,1\}^{n}$ and $z \leq x \in S$ imply $z \in S$. This is a very broad problem and hence very difficult. In particular, the set of common independent sets of any number $k$ of matroids is an independence system, so, as explained in Section 2.5.2, already for $d=1$ includes the traveling salesman problem and is hard.

Therefore, we consider the problem under the following quite restrictive assumptions. First, as in Chapter 2, we assume that we can do linear optimization over $S$ to begin with, that is, we assume that $S$ is presented by a linear-optimization oracle that, queried on $w \in \mathbb{Z}^{n}$, solves the problem $\max \{w x: x \in S\}$. Second, we assume that $d=1$ so that the weight matrix $W$ becomes simply a weight vector $w \in \mathbb{Z}^{n}$ and the function $f$ is univariate. Finally, we restrict the entries of $w$ to take on values from a fixed $p$ tuple $a=\left(a_{1}, \ldots, a_{p}\right)$ of positive integers, so that $w \in\left\{a_{1}, \ldots, a_{p}\right\}^{n}$. Without loss of generality, we assume that $a=\left(a_{1}, \ldots, a_{p}\right)$ is primitive, that is, the $a_{i}$ are distinct positive integers having greatest common divisor $\operatorname{gcd}(a):=\operatorname{gcd}\left(a_{1}, \ldots, a_{p}\right)=1$. But, as elsewhere in this chapter, we do allow the function $f: \mathbb{Z} \rightarrow \mathbb{R}$, presented by comparison oracle, to be arbitrary.

It turns out, as we show later, that even under these restrictions, the solution of the nonlinear problem (6.1) to optimality may require exponential time. Nonetheless, we are able to find in polynomial time a solution which is approximative in the following unusual and interesting sense. For a nonnegative integer $r$, we say that $x^{*} \in S$ is an $r$-best solution to the minimization problem over $S$, if there are at most $r$ better objective function values attainable by feasible points, that is,

$$
\left|\left\{f(w x): f(w x)<f\left(w x^{*}\right), x \in S\right\}\right| \leq r
$$

In particular, a 0-best solution is optimal. Recall that the Frobenius number of a primitive tuple $a=\left(a_{1}, \ldots, a_{p}\right)$ is the largest integer $\mathrm{F}(a)$ that is not expressible as a nonnegative integer combination of the $a_{i}$ (see more details in Section 6.2.1). It turns out that we can obtain an $r(a)$-best solution with $r(a)$ depending on $a$ only and bounded by the Frobenius numbers derived from subtuples of $a$. In particular, for $p=2$ and any pair $a=\left(a_{1}, a_{2}\right)$, we have $r(a) \leq \mathrm{F}(a)$ the Frobenius number. So, for $a=(2,3)$, that is, for weight vectors $w \in\{2,3\}^{n}$, since $\mathrm{F}(2,3)=1$, our algorithm obtains a 1-best solution in polynomial time. Quite amazingly, it turns out that finding a 0 -best (namely, optimal) solution for $w \in$ $\{2,3\}^{n}$ requires exponential time. The following table emphasizes the contrast between these results.

| $w \in\left\{a_{1}, \ldots, a_{p}\right\}^{n}$ | $w \in\{2,3\}^{n}$ | $w \in\{2,3\}^{n}$ |
| :---: | :---: | :---: |
| $r\left(a_{1}, \ldots, a_{p}\right)$-best solution | 1-best solution | 0-best (optimal) solution |
| Theorem 6.23 | Theorem 6.23 | Theorem 6.24 |
| time polynomial in $n$ | time polynomial in $n$ | time exponential in $n$ |

We now proceed to derive these results. In Section 6.2.1, we provide the approximative solution, and in Section 6.2.2, we prove that exponential time is needed for exact solution.

### 6.2.1 Approximative nonlinear optimization

The main result in this subsection is Theorem 6.23: for every tuple $a=\left(a_{1}, \ldots, a_{p}\right)$, there exists a constant $r(a)$, such that we can find an $r(a)$-best solution for the problem of minimizing any nonlinear composite function $f(w x)$ with any weight vector $w \in$ $\left\{a_{1}, \ldots, a_{p}\right\}^{n}$ over any independence system $S$, in polynomial time.

As the derivation of this is quite long, we split this subsection into two parts.

## Monoids and the Frobenius numbers

We begin with some properties of monoids and the Frobenius numbers needed in the sequel. The key result here is Lemma 6.16 which is of interest in its own right.

Throughout, $a=\left(a_{1}, \ldots, a_{p}\right)$ is a primitive tuple, that is, the $a_{i}$ are distinct positive integers having greatest common divisor $\operatorname{gcd}(a)=\operatorname{gcd}\left(a_{1}, \ldots, a_{p}\right)=1$. For $p=1$, the only primitive $a=\left(a_{1}\right)$ is the one with $a_{1}=1$. The monoid of $a=\left(a_{1}, \ldots, a_{p}\right)$ is the set of nonnegative integer combinations of its entries:

$$
M(a):=\left\{\mu a=\sum_{i=1}^{p} \mu_{i} a_{i}: \mu \in \mathbb{Z}_{+}^{p}\right\} .
$$

The gap set of $a$ is the set $G(a):=\mathbb{Z}_{+} \backslash M(a)$ and is well known to be finite [16]. If all $a_{i} \geq 2$, then $G(a)$ is nonempty, and its maximum element is known as the Frobenius number of $a$ and will be denoted by $\mathrm{F}(a):=\max G(a)$. If some $a_{i}=1$ then $G(a)=\emptyset$, in which case we define $\mathrm{F}(a):=0$ by convention. We also define $G(a):=\emptyset$ and $\mathrm{F}(a):=0$ by convention for the empty $p$-tuple $a=()$ with $p=0$.

Example 6.13. The gap set and the Frobenius number of the pair $a=(3,5)$ are as follows:

$$
G(a)=\{1,2,4,7\}, \quad \mathrm{F}(a)=7
$$

Classical results of Schur and Sylvester assert that for all $p \geq 2$ and all $a=\left(a_{1}, \ldots, a_{p}\right)$ with each $a_{i} \geq 2$, the Frobenius number obeys the upper bound:

$$
\begin{equation*}
\mathrm{F}(a)+1 \leq \min \left\{\left(a_{i}-1\right)\left(a_{j}-1\right): 1 \leq i<j \leq p\right\} \tag{6.7}
\end{equation*}
$$

with equality $\mathrm{F}(a)+1=\left(a_{1}-1\right)\left(a_{2}-1\right)$ holding for $p=2$, see [16] for details.
For monoid $M(a)$ and $\lambda \in \mathbb{Z}_{+}^{p}$, we frequently use the following subset of $M(a)$ :

$$
M(a, \lambda):=\left\{\mu a: \mu \in \mathbb{Z}_{+}^{p}, \mu \leq \lambda\right\} \subset M(a) .
$$

Such subsets satisfy the following simple lemma. Here and later on, for integers $z, s \in \mathbb{Z}$ and set of integers $Z \subseteq \mathbb{Z}$, we let $z+s Z:=\{z+s x: x \in Z\}$.

Lemma 6.14. For every primitive p-tuple $a$ and $\lambda \in \mathbb{Z}_{+}^{p}$ the set $M(a, \lambda)$ satisfies the following:

$$
\begin{equation*}
M(a, \lambda) \subseteq\{0,1, \ldots, a \lambda\} \backslash(G(a) \cup(a \lambda-G(a))) \tag{6.8}
\end{equation*}
$$

Proof. Note that $M(a, \lambda)$ is symmetric on $\{0,1, \ldots, a \lambda\}$, that is, for any integer $g$ we have that $g \in M(a, \lambda)$ if and only if it $a \lambda-g \in M(a, \lambda)$; indeed, $g=a \mu$ with $0 \leq$ $\mu \leq \lambda$ if and only if $a \lambda-g=a(\lambda-\mu)$ with $0 \leq \lambda-\mu \leq \lambda$. Clearly, $M(a, \lambda) \subseteq$ $\{0,1, \ldots, a \lambda\} \backslash G(a)$. The claim now follows from the symmetry.

The following definition plays an important role in the sequel.
Definition 6.15. Call $\lambda \in \mathbb{Z}_{+}^{p}$ saturated for primitive $p$-tuple $a$ if we have equality:

$$
M(a, \lambda)=\{0,1, \ldots, a \lambda\} \backslash(G(a) \cup(a \lambda-G(a)))
$$

In particular, if some $a_{i}=1$ then $\lambda$ saturated for $a$ implies $M(a, \lambda)=\{0,1, \ldots, a \lambda\}$.
Example 6.13 (continued). Let $a=(3,5)$ and $\lambda=(3,4)$. Then $a \lambda=29$, and the two values $12=4 \cdot 3+0 \cdot 5$ and $17=4 \cdot 3+1 \cdot 5$ are not in $M(a, \lambda)$ but are in $\{0,1, \ldots, a \lambda\} \backslash(G(a) \cup(a \lambda-G(a)))$. Therefore, this $\lambda$ is not saturated for this $a$.

Let as usual $\|a\|_{\infty}:=\max \left\{a_{1}, \ldots, a_{p}\right\}$. Call $a=\left(a_{1}, \ldots, a_{p}\right)$ divisible if $a_{i}$ divides $a_{i+1}$ for $i=1, \ldots, p-1$. The following key lemma asserts that, for every primitive $a$, every componentwise sufficiently large $\lambda \in \mathbb{Z}_{+}^{p}$ is saturated.

Lemma 6.16. Let $a=\left(a_{1}, \ldots, a_{p}\right)$ be any primitive $p$-tuple. Then we have the following:

1. every $\lambda \in \mathbb{Z}_{+}^{p}$ with $\lambda_{i} \geq\|a\|_{\infty}$ for $1 \leq i \leq p$ is saturated for $a$;
2. every $\lambda \in \mathbb{Z}_{+}^{p}$ with $\lambda_{i} \geq \frac{a_{i+1}}{a_{i}}-1$ for $1 \leq i<p$ is saturated for divisible $a$.

Proof. We begin with part 1 . We prove that $\lambda$ is saturated if all $\lambda_{i} \geq 2\|a\|_{\infty}$. The proof of the stronger statement is quite technical and can be found in [67].

Fix any $\lambda=\left(\lambda_{1}, \ldots, \lambda_{p}\right)$ satisfying $\lambda_{i} \geq 2\|a\|_{\infty}$ for all $i$. Consider any integer $v \in\{0,1, \ldots, a \lambda\} \backslash(G(a) \cup(a \lambda-G(a)))$. We show that $v \in M(a, \lambda)$ as well.

Suppose first that $v \leq \frac{1}{2} \lambda a$. Assume indirectly that $v \notin M(a, \lambda)$ and choose $\mu \in \mathbb{Z}_{+}^{p}$ such that $v=\mu a$ and $\mu$ has smallest possible violation $\sum\left\{\mu_{i}-\lambda_{i}: \mu_{i}>\lambda_{i}\right\}$. Let $j$ be an index such that $\mu_{j}>\lambda_{j}$. Now, $v=\mu a \leq \frac{1}{2} \lambda a$ and $\frac{1}{2} \lambda_{i} \geq\|a\|_{\infty}$ for all $i$ imply the following:

$$
\sum_{i=1}^{p}\left(\left(\lambda_{i}-\|a\|_{\infty}\right)-\mu_{i}\right) a_{i} \geq \sum_{i=1}^{p}\left(\frac{1}{2} \lambda_{i}-\mu_{i}\right) a_{i} \geq 0
$$

So some index $k$ satisfies $\left(\lambda_{k}-\|a\|_{\infty}\right)-\mu_{k} \geq 0$ and therefore $\mu_{k} \leq \lambda_{k}-\|a\|_{\infty}$.
Now, define a new tuple $\nu$ by the following:

$$
\nu_{j}:=\mu_{j}-a_{k}, \quad \nu_{k}:=\mu_{k}+a_{j}, \quad \text { and } \quad \nu_{i}:=\mu_{i} \quad \text { for all } i \neq j, k
$$

Then $\nu_{j}>\lambda_{j}-a_{k}>0$ and $\nu_{k} \leq\left(\lambda_{k}-\|a\|_{\infty}\right)+a_{j} \leq \lambda_{k}$. So $\nu$ is nonnegative, satisfies $\nu a=\mu a=v$, and has smaller violation than $\mu$, which is a contradiction to the choice of $\mu$. Therefore, indeed $v \in M(a, \lambda)$.

Next, suppose that $v>\frac{1}{2} \lambda a$. Put $u:=\lambda a-v$. Then $v \notin(G(a) \cup(a \lambda-G(a)))$ implies $u \notin((a \lambda-G(a)) \cup G(a))$. Since $u<\frac{1}{2} \lambda a$, by what we just proved applied to $u$,
we conclude that $u \in M(a, \lambda)$, and hence $u=\mu a$ for some $\mu \leq \lambda$. Then $v=(\lambda-\mu) a$ and hence $v \in M(a, \lambda)$ as well. This completes the proof of part 1 .

We proceed with part 2 . We use induction on $p$. For $p=1$, we have $a_{1}=1$ and hence $G(a)=\emptyset$. Therefore, it is easy to verify that every $\lambda=\left(\lambda_{1}\right)$ is saturated.

Next, consider $p>1$. We now use induction on $\lambda_{p}$. Suppose first that $\lambda_{p}=0$. Let $a^{\prime}:=\left(a_{1}, \ldots, a_{p-1}\right)$ and $\lambda^{\prime}:=\left(\lambda_{1}, \ldots, \lambda_{p-1}\right)$. Consider any $0 \leq v \leq \lambda a=\lambda^{\prime} a^{\prime}$. Since $\lambda^{\prime}$ is saturated by induction on $p$, there exists $\mu^{\prime} \leq \lambda^{\prime}$ with $v=\mu^{\prime} a^{\prime}$. Then $\mu:=$ $\left(\mu^{\prime}, 0\right) \leq \lambda$ and $v=\mu a$. So $\lambda$ is also saturated. Suppose next that $\lambda_{p}>0$. Let $\tau:=$ $\left(\lambda_{1}, \ldots, \lambda_{p-1}, \lambda_{p}-1\right)$. Consider any value $0 \leq v \leq \tau a=\lambda a-a_{p}$. Since $\tau$ is saturated by induction on $\lambda_{p}$, there is a $\mu \leq \tau<\lambda$ with $v=\mu a$ and so $v \in M(a, \tau) \subseteq M(a, \lambda)$. Moreover, $v+a_{p}=\hat{\mu} a$ with $\hat{\mu}:=\left(\mu_{1}, \ldots, \mu_{p-1}, \mu_{p}+1\right) \leq \lambda$ so $v+a_{p} \in M(a, \lambda)$ as well. Therefore,

$$
\begin{equation*}
\{0,1, \ldots, \tau a\} \cup\left\{a_{p}, a_{p}+1, \ldots, a \lambda\right\} \subseteq M(a, \lambda) \tag{6.9}
\end{equation*}
$$

Now,

$$
\tau a=\sum_{i=1}^{p} \tau_{i} a_{i} \geq \sum_{i=1}^{p-1} \lambda_{i} a_{i} \geq \sum_{i=1}^{p-1}\left(\frac{a_{i+1}}{a_{i}}-1\right) a_{i}=\sum_{i=1}^{p-1}\left(a_{i+1}-a_{i}\right)=a_{p}-1
$$

implying that the left-hand side of (6.9) is in fact equal to $\{0,1, \ldots, \lambda a\}$. So $\lambda$ is indeed saturated. This completes the double induction and the proof of part 2 .

## Efficient approximation

We proceed to solve the nonlinear optimization problem $\min \{f(w x): x \in S\}$ with $S \subseteq$ $\{0,1\}^{n}$ an independence system presented by a linear-optimization oracle, weight vector $w \in\left\{a_{1}, \ldots, a_{p}\right\}^{n}$ taking values in a primitive tuple $a=\left(a_{1}, \ldots, a_{p}\right)$, and arbitrary univariate function $f: \mathbb{Z} \rightarrow \mathbb{R}$ presented by a comparison oracle.

The outline of our approach is the following variant of Strategy 2.1. The key step is that of computing a subset $T \subseteq S$ of the feasible set, whose image $w T \subseteq w S$ contains most image points and hence provides a good approximation of the true image $w S$. Note that here $w S=\{w x: x \in S\} \subset \mathbb{Z}$ is a set of integer numbers. Then, by inspecting $T$ and using the comparison oracle of $f$, we determine a point $x \in T \subseteq S$ whose image $y:=w x$ minimizes $f$ over $w T \subseteq w S$, and output $x$, which is in the fiber $W^{-1}(y) \cap T \subseteq$ $W^{-1}(y) \cap S$, as the approximative solution.

For any point $x \in\{0,1\}^{n}$, define the independence system generated by $x$ to be as follows:

$$
S(x):=\left\{z \in\{0,1\}^{n}: z \leq x\right\}
$$

For any independence system $S$ and any $x \in S$, we have $S(x) \subseteq S$ and hence $w S(x) \subseteq$ $w S$, so the image of $S(x)$ provides an approximation of the image of $S$.

The set $S(x)$ has $2^{k}$ points, where $k:=|\operatorname{supp}(x)|$ and hence its cardinality is typically exponential. Nonetheless, as the next lemma shows, for $w$ taking values in $a$ we can compute in polynomial time a subset $T \subseteq S(x)$ such that $w S(x)=w T$.

Here and later on, for $a=\left(a_{1}, \ldots, a_{p}\right) \in \mathbb{Z}_{+}^{p}$ and $w \in\left\{a_{1}, \ldots, a_{p}\right\}^{n}$, we use the following notation. Let $N:=\{1, \ldots, n\}$ and $N_{i}:=\left\{j \in N: w_{j}=a_{i}\right\}$ for $i=1, \ldots, p$, giving a partition $N=\biguplus_{i=1}^{p} N_{i}$ of the ground set according to weights of elements. Also, for $x \in\{0,1\}^{n}$ and $i=1, \ldots, p$, let $\sigma_{i}(x):=\left|\operatorname{supp}(x) \cap N_{i}\right|$ and $\sigma(x):=$ $\left(\sigma_{1}(x), \ldots, \sigma_{p}(x)\right)$, so that the weight of $x$ under $w$ satisfies $w x=a \sigma(x)$.

Lemma 6.17. For every fixed $p$, there is an algorithm that, given $x \in\{0,1\}^{n}, a \in \mathbb{Z}_{+}^{p}$, and $w \in\left\{a_{1}, \ldots, a_{p}\right\}^{n}$, in time polynomial in $\langle w\rangle$, obtains $T \subseteq S(x)$ with the following:

$$
w S(x)=\{w z: z \in S(x)\}=\{w z: z \in T\}=w T
$$

Proof. Using the notation introduced above, let $\sigma:=\sigma(x)=\left(\sigma_{1}(x), \ldots, \sigma_{p}(x)\right)$. For each $\mu \in \mathbb{Z}_{+}^{p}$ satisfying $\mu \leq \sigma$ determine some $x_{\mu} \leq x$ with $\sigma\left(x_{\mu}\right)=\mu$ by zeroing out suitable entries of $x$. Then $T:=\left\{x_{\mu}: \mu \in \mathbb{Z}_{+}^{p}, \mu \leq \sigma\right\}$ is computable in polynomial time since there are $\prod_{i=1}^{p}\left(\sigma_{i}+1\right) \leq(n+1)^{p}$ such $\mu \leq \sigma$, and

$$
\begin{aligned}
w S(x) & =\left\{w z=a \sigma(z): z \in\{0,1\}^{n}, z \leq x\right\}=\left\{a \mu: \mu \in \mathbb{Z}_{+}^{p}, \mu \leq \sigma\right\} \\
& =\left\{a \sigma\left(x_{\mu}\right)=w x_{\mu}: \mu \in \mathbb{Z}_{+}^{p}, \mu \leq \sigma\right\}=\{w z: z \in T\}=w T
\end{aligned}
$$

A particularly appealing approximation $w S(x)$ of the image $w S$ is given by any point $\hat{x} \in S$ maximizing the linear function $w x$ over $S$, since for any such point:

$$
\begin{equation*}
\{0, w \hat{x}\} \subseteq w S(\hat{x}) \subseteq w S \subseteq\{0,1, \ldots, w \hat{x}\} \tag{6.10}
\end{equation*}
$$

Moreover, such an approximation $w S(\hat{x})$ can be easily computed as follows: first query the linear-optimization oracle of $S$ about $w$ and obtain $\hat{x} \in S$ attaining $w \hat{x}=\max \{w x$ : $x \in S\}$; next compute $w S(\hat{x})$ by the algorithm of Lemma 6.17.

Unfortunately, as the following example shows, the number of points of $w S$ which are missing from $w S(\hat{x})$ cannot generally be bounded by any constant.

Example 6.18 (unbounded gap). Let $a:=(1,2)$ and $n:=4 m$. Define three vectors in $\mathbb{Z}^{n}$ by $x^{1}:=\sum_{j=1}^{2 m} \mathbf{1}_{j}, x^{2}:=\sum_{j=2 m+1}^{4 m} \mathbf{1}_{j}$, and $w:=x^{1}+2 x^{2}$, namely,

$$
x^{1}:=(1, \ldots, 1,0, \ldots, 0), \quad x^{2}:=(0, \ldots, 0,1, \ldots, 1), \quad w=(1, \ldots, 1,2, \ldots, 2)
$$

Let $S$ be the following independence system:

$$
S:=S\left(x^{1}\right) \cup S\left(x^{2}\right)=\left\{x \in\{0,1\}^{n}: x \leq x^{1}\right\} \cup\left\{x \in\{0,1\}^{n}: x \leq x^{2}\right\} .
$$

Then the unique maximizer of $w x$ over $S$ is $\hat{x}:=x^{2}$, with $w \hat{x}=4 m$, and hence

$$
\begin{aligned}
w S(\hat{x}) & =\{2 i: i=0,1, \ldots, 2 m\} \\
& \subsetneq\{i: i=0,1, \ldots, 2 m\} \cup\{2 i: i=0,1, \ldots, 2 m\}=w S
\end{aligned}
$$

and

$$
|w S \backslash w S(\hat{x})|=|\{1,3, \ldots, 2 m-1\}|=m=\frac{n}{4} .
$$

This example shows that approximating the image using a single system which is generated by a point is not satisfactory. We proceed to refine the above approach by partitioning $S$ into many pieces, approximating the image of each individually and combining these approximations to get a good overall approximation.

Let $S \subseteq\{0,1\}^{n}$ be a set, $a=\left(a_{1}, \ldots, a_{p}\right) \in \mathbb{Z}_{+}^{p}$ a tuple, and $w \in\left\{a_{1}, \ldots, a_{p}\right\}^{n}$ a weight vector. Fix any $\lambda \in \mathbb{Z}_{+}^{p}$. For any $\mu \in \mathbb{Z}_{+}^{p}$ satisfying $\mu \leq \lambda$, define the following:

$$
S_{\mu}^{\lambda}:=\left\{x \in S: \begin{array}{ll}
\sigma_{i}(x)=\mu_{i} & \text { if } \mu_{i}<\lambda_{i}  \tag{6.11}\\
\sigma_{i}(x) \geq \mu_{i} & \text { if } \mu_{i}=\lambda_{i}
\end{array}\right\}
$$

Then each $x \in S$ is in precisely one $S_{\mu}^{\lambda}$, the one with $\mu_{i}=\min \left\{\sigma_{i}(x), \lambda_{i}\right\}$ for all $i$. Therefore, the $S_{\mu}^{\lambda}$ with $\lambda$ fixed and $\mu \leq \lambda$ form a partition of $S$, that is, we have the following:

$$
S=\biguplus_{\mu \leq \lambda} S_{\mu}^{\lambda}
$$

We can now outline our approach for approximating the image. We choose $\lambda$ saturated for $a$. For each $S_{\mu}^{\lambda}$, we compute a point $x_{\mu}^{\lambda} \in S_{\mu}^{\lambda}$ maximizing $w$ over $S_{\mu}^{\lambda}$. We then compute $T_{\mu}^{\lambda} \subseteq S\left(x_{\mu}^{\lambda}\right)$ such that $w T_{\mu}^{\lambda}=w S\left(x_{\mu}^{\lambda}\right)$ approximates $w S_{\mu}^{\lambda}$. Finally, we take $T:=\bigcup_{\mu \leq \lambda} T_{\mu}^{\lambda}$ and show that $w T$ is a good approximation of $w S$.

We proceed to develop the details of this outlined approach. We need two lemmas to show that we can maximize the linear function $w x$ over each $S_{\mu}^{\lambda}$. For any set $S \subseteq\{0,1\}^{n}$ and any two subsets $\emptyset \subseteq I \subseteq J \subseteq N=\{1, \ldots, n\}$ let

$$
S_{I}^{J}:=\{x \in S: I \subseteq \operatorname{supp}(x) \subseteq J\}
$$

The restriction of $S$ to $J$ in Section 6.1.1 is the special case $S^{J}=S_{\emptyset}^{J}$. Our first simple lemma reduces linear optimization over such sets to linear optimization over $S$.

Lemma 6.19. There is an algorithm that, given any set $S \subseteq\{0,1\}^{n}$ presented by linearoptimization oracle, $w \in \mathbb{Z}^{n}$, and $I \subseteq J \subseteq N=\{1, \ldots, n\}$, solves the linear optimization problem $\max \left\{w x: x \in S_{I}^{J}\right\}$ in time which is polynomial in $\langle w\rangle$.

Proof. Given such $S, w, I$ and $J$, let $\alpha:=n\|w\|_{\infty}+1$ and define $u \in \mathbb{Z}^{n}$ by the following:

$$
u_{j}:= \begin{cases}w_{j}+\alpha, & j \in I, \\ w_{j}, & j \in J \backslash I, \quad j=1, \ldots, n \\ w_{j}-\alpha, & j \notin J\end{cases}
$$

Using the linear-optimization oracle of $S$, solve the linear optimization problem:

$$
\max \{u x: x \in S\} .
$$

If the oracle asserts that $S$ is empty then so is $S_{I}^{J}$. Otherwise, let $x^{*} \in S$ be the optimal solution returned by the oracle. Now, note that for all $x \in S_{I}^{J}$ and all $z \in S \backslash S_{I}^{J}$, if any, we have $u x=w x+|I| \alpha$ and $u z \leq w z+(|I|-1) \alpha$ and therefore,

$$
u x-u z \geq \alpha+w(x-z) \geq \alpha-n\|w\|_{\infty}=1
$$

This implies that if $x^{*} \notin S_{I}^{J}$ then $S_{I}^{J}$ is empty, whereas if $x^{*} \in S_{I}^{J}$ then for all $x \in S_{I}^{J}$ we have $w x^{*}-w x=u x^{*}-u x \geq 0$ and therefore $x^{*}$ maximizes $w$ over $S_{I}^{J}$.

Lemma 6.20. For every fixed $p$ and $\lambda \in \mathbb{Z}_{+}^{p}$, there is an algorithm that, given set $S \subseteq$ $\{0,1\}^{n}$ presented by linear-optimization oracle, $a \in \mathbb{Z}_{+}^{p}, w \in\left\{a_{1}, \ldots, a_{p}\right\}^{n}$, and $\mu \in$ $\mathbb{Z}_{+}^{p}$ with $\mu \leq \lambda$, solves $\max \left\{w x: x \in S_{\mu}^{\lambda}\right\}$ in time polynomial in $\langle w\rangle$.

Proof. Let $K:=\left\{i: \mu_{i}<\lambda_{i}\right\}$. As usual, let $N_{i}:=\left\{j: w_{j}=a_{i}\right\}$ for $i=1, \ldots, p$. It is clear that if $\mu_{i}>\left|N_{i}\right|$ for some $i$ then $S_{\mu}^{\lambda}$ is empty. Otherwise, for every choice of subsets $S_{i} \subseteq N_{i}$ satisfying $\left|S_{i}\right|=\mu_{i}$ for $i=1, \ldots, p$, do the following: let

$$
I:=\bigcup_{i=1}^{p} S_{i}, \quad J:=\bigcup_{i \in K} S_{i} \cup \bigcup_{i \notin K} N_{i},
$$

and use the algorithm of Lemma 6.19 to either detect that $S_{I}^{J}$ is empty or obtain a point $x\left(S_{1}, \ldots, S_{p}\right) \in S_{I}^{J}$ which attains $\max \left\{w x: x \in S_{I}^{J}\right\}$.

It is clear that $S_{\mu}^{\lambda}$ is the union of the $S_{I}^{J}$ over all choices $S_{1}, \ldots, S_{p}$ as above. So if all $S_{I}^{J}$ are empty then so is $S_{\mu}^{\lambda}$. Otherwise, the point $x^{*}$ among the $x\left(S_{1}, \ldots, S_{p}\right)$, which attains the maximum value $w x$, is a point $S_{\mu}^{\lambda}$ which maximizes $w$ over $S_{\mu}^{\lambda}$.

Now, when $\mu_{i} \leq\left|N_{i}\right|$ for all $i$, the number of possible choices $S_{1}, \ldots, S_{p}$ is as follows:

$$
\prod_{i=1}^{p}\binom{\left|N_{i}\right|}{\mu_{i}} \leq \prod_{i=1}^{p} n^{\mu_{i}} \leq \prod_{i=1}^{p} n^{\lambda_{i}}
$$

which is polynomial since $\lambda$ is fixed, and so we can indeed either conclude that $S_{\mu}^{\lambda}$ is empty or find $x^{*} \in S_{\mu}^{\lambda}$ which maximizes $w$ over $S_{\mu}^{\lambda}$ in polynomial time.

For each primitive $p$-tuple $a=\left(a_{1}, \ldots, a_{p}\right)$, define a constant $r(a)$ as follows. Let $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{p}\right)$ with $\lambda_{i}:=\|a\|_{\infty}$ for all $i$. For each $\mu \in \mathbb{Z}_{+}^{p}$ with $\mu \leq \lambda$ let

$$
\begin{equation*}
I_{\mu}:=\left\{i: \mu_{i}=\lambda_{i}\right\}, \quad g_{\mu}:=\operatorname{gcd}\left(a_{i}: i \in I_{\mu}\right), \quad a_{\mu}:=\frac{1}{g_{\mu}}\left(a_{i}: i \in I_{\mu}\right) \tag{6.12}
\end{equation*}
$$

Finally, let $r(a)$ be the sum of cardinalities of gap sets of $a_{\mu}$ for all $\mu \in \mathbb{Z}_{+}^{p}$ with $\mu \leq \lambda$, which is bounded by the sum of corresponding Frobenius numbers, that is,

$$
\begin{equation*}
r(a):=\sum_{\mu \leq \lambda}\left|G\left(a_{\mu}\right)\right| \leq \sum_{\mu \leq \lambda} \mathrm{F}\left(a_{\mu}\right) \tag{6.13}
\end{equation*}
$$

We can now approximate the image by a subset missing at most $r(a)$ points.

Lemma 6.21. For every fixed primitive $a=\left(a_{1}, \ldots, a_{p}\right)$, there is an algorithm that, given independence system $S \subseteq\{0,1\}^{n}$ presented by linear-optimization oracle and $w \in\left\{a_{1}, \ldots, a_{p}\right\}^{n}$, computes, in time polynomial in $n$, a subset $T \subseteq S$ satisfying the following:

$$
|w S \backslash w T| \leq r(a) .
$$

Proof. We begin by describing the polynomial time algorithm, and then prove that the image $w T$ of its output $T \subseteq S$ misses at most $r(a)$ points from $w S$.

Define $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{p}\right)$ by $\lambda_{i}:=\|a\|_{\infty}$ for every $i$. For every $\mu \in \mathbb{Z}_{+}^{p}$ with $\mu \leq \lambda$ do the following: use the algorithm of Lemma 6.20 to either detect that $S_{\mu}^{\lambda}$ is empty or obtain a point $x_{\mu}^{\lambda} \in S_{\mu}^{\lambda}$ which attains $\max \left\{w x: x \in S_{\mu}^{\lambda}\right\}$; if $S_{\mu}^{\lambda}=\emptyset$ then define $T_{\mu}^{\lambda}:=\emptyset$, else compute by the algorithm of Lemma 6.17 a subset $T_{\mu}^{\lambda} \subseteq S\left(x_{\mu}^{\lambda}\right)$ of the system $S\left(x_{\mu}^{\lambda}\right)$ generated by $x_{\mu}^{\lambda}$, such that $w S\left(x_{\mu}^{\lambda}\right)=w T_{\mu}^{\lambda}$. Finally, let

$$
T:=\bigcup_{\mu \leq \lambda} T_{\mu}^{\lambda}
$$

Note that the number of tuples $\mu \leq \lambda$ and hence of applications of the polynomial time algorithms of Lemma 6.17 and Lemma 6.20 is $\prod_{i=1}^{p}\left(\lambda_{i}+1\right)=\left(1+\|a\|_{\infty}\right)^{p}$ which is constant since $a$ is fixed. Therefore, the algorithm is polynomial time.

We proceed to bound the number of missing image points. Consider any $\mu \leq \lambda$ with $S_{\mu}^{\lambda} \neq \emptyset$ and let $x_{\mu}^{\lambda}$ be the maximizer of $w$ over $S_{\mu}^{\lambda}$ obtained by the algorithm. Let $I_{\mu}$, $g_{\mu}$, and $a_{\mu}$ be as in (6.12), and let $h_{\mu}:=\sum\left\{a_{i} \mu_{i}: i \notin I_{\mu}\right\}$. For every $x \in\{0,1\}$ let $\sigma_{\mu}(x):=\left(\sigma_{i}(x): i \in I_{\mu}\right)$ where, as usual, $\sigma_{i}(x)=\left|\operatorname{supp}(x) \cap N_{i}\right|$. Then for every point $x \in S_{\mu}^{\lambda}$, we have the following:

$$
w x=\sum_{i \notin I_{\mu}} a_{i} \sigma_{i}(x)+\sum_{i \in I_{\mu}} a_{i} \sigma_{i}(x)=\sum_{i \notin I_{\mu}} a_{i} \mu_{i}+g_{\mu} \sum_{i \in I_{\mu}} \frac{1}{g_{\mu}} a_{i} \sigma_{i}(x)=h_{\mu}+g_{\mu} a_{\mu} \sigma_{\mu}(x),
$$

and hence $w x \in h_{\mu}+g_{\mu} M\left(a_{\mu}\right)$ and $w x \leq w x_{\mu}^{\lambda}=h_{\mu}+g_{\mu} a_{\mu} \sigma_{\mu}\left(x_{\mu}^{\lambda}\right)$. Therefore,

$$
w S_{\mu}^{\lambda} \subseteq h_{\mu}+g_{\mu}\left(M\left(a_{\mu}\right) \cap\left\{0,1, \ldots, a_{\mu} \sigma_{\mu}\left(x_{\mu}^{\lambda}\right)\right\}\right)
$$

Let $S\left(x_{\mu}^{\lambda}\right)=\left\{x: x \leq x_{\mu}^{\lambda}\right\}$ be the system generated by $x_{\mu}^{\lambda}$. For any $\nu \leq \sigma_{\mu}\left(x_{\mu}^{\lambda}\right)$, there is an $x \in S\left(x_{\mu}^{\lambda}\right)$ obtained by zeroing out suitable entries of $x_{\mu}^{\lambda}$ such that $\sigma_{\mu}(x)=\nu$ and $\sigma_{i}(x)=\sigma_{i}\left(x_{\mu}^{\lambda}\right)=\mu_{i}$ for $i \notin I_{\mu}$, and hence $w x=h_{\mu}+g_{\mu} a_{\mu} \nu$. Therefore,

$$
h_{\mu}+g_{\mu} M\left(a_{\mu}, \sigma_{\mu}\left(x_{\mu}^{\lambda}\right)\right) \subseteq w S\left(x_{\mu}^{\lambda}\right)
$$

Since $x_{\mu}^{\lambda}$ is in $S_{\mu}^{\lambda}$, for each $i \in I_{\mu}$, we have $\sigma_{i}\left(x_{\mu}^{\lambda}\right) \geq \mu_{i}=\lambda_{i}=\|a\|_{\infty} \geq\left\|a_{\mu}\right\|_{\infty}$. Therefore, by Lemma 6.16, we find that $\sigma_{\mu}\left(x_{\mu}^{\lambda}\right)$ is saturated for $a_{\mu}$, and hence,

$$
M\left(a_{\mu}, \sigma_{\mu}\left(x_{\mu}^{\lambda}\right)\right)=\left(M\left(a_{\mu}\right) \cap\left\{0,1, \ldots, a_{\mu} \sigma_{\mu}\left(x_{\mu}^{\lambda}\right)\right\}\right) \backslash\left(a_{\mu} \sigma_{\mu}\left(x_{\mu}^{\lambda}\right)-G\left(a_{\mu}\right)\right)
$$

This implies that

$$
w S_{\mu}^{\lambda} \backslash w S\left(x_{\mu}^{\lambda}\right) \subseteq h_{\mu}+g_{\mu}\left(a_{\mu} \sigma_{\mu}\left(x_{\mu}^{\lambda}\right)-G\left(a_{\mu}\right)\right)
$$

Since $T_{\mu}^{\lambda} \subseteq S\left(x_{\mu}^{\lambda}\right)$ computed by the algorithm satisfies $w T_{\mu}^{\lambda}=w S\left(x_{\mu}^{\lambda}\right)$, we obtain the following:

$$
\left|w S_{\mu}^{\lambda} \backslash w T_{\mu}^{\lambda}\right|=\left|w S_{\mu}^{\lambda} \backslash w S\left(x_{\mu}^{\lambda}\right)\right| \leq\left|G\left(a_{\mu}\right)\right|
$$

Since the set $T \subseteq S$ computed by the algorithm satisfies the following:

$$
w S \backslash w T=w\left(\bigcup_{\mu \leq \lambda} S_{\mu}^{\lambda}\right) \backslash w\left(\bigcup_{\mu \leq \lambda} T_{\mu}^{\lambda}\right) \subseteq \bigcup_{\mu \leq \lambda}\left(w S_{\mu}^{\lambda} \backslash w T_{\mu}^{\lambda}\right)
$$

it therefore finally follows that:

$$
|w S \backslash w T| \leq \sum_{\mu \leq \lambda}\left|w S_{\mu}^{\lambda} \backslash w T_{\mu}^{\lambda}\right| \leq \sum_{\mu \leq \lambda} \mid\left(G\left(a_{\mu}\right) \mid=r(a)\right.
$$

The next lemma provides some estimates on the constant $r(a)$ controlling the approximation quality. Recall our notation in (6.12) and (6.13) for primitive tuple $a \in \mathbb{Z}_{+}^{p}$ : define $\lambda \in \mathbb{Z}_{+}^{p}$ by $\lambda_{i}:=\|a\|_{\infty}$ for all $i$ and for each $\mu \in \mathbb{Z}_{+}^{p}$ with $\mu \leq \lambda$ let

$$
I_{\mu}:=\left\{i: \mu_{i}=\lambda_{i}\right\}, \quad g_{\mu}:=\operatorname{gcd}\left(a_{i}: i \in I_{\mu}\right), \quad a_{\mu}:=\frac{1}{g_{\mu}}\left(a_{i}: i \in I_{\mu}\right),
$$

and

$$
r(a):=\sum_{\mu \leq \lambda}\left|G\left(a_{\mu}\right)\right| \leq \sum_{\mu \leq \lambda} \mathrm{F}\left(a_{\mu}\right)
$$

Lemma 6.22. For every primitive p-tuple $a=\left(a_{1}, \ldots, a_{p}\right)$ the following hold:

1. an upper bound on $r(a)$ is given by $r(a) \leq 2^{p}\|a\|_{\infty}^{p}$;
2. for divisible a we have $r(a)=0$;
3. for $p=2$, that is, for $a=\left(a_{1}, a_{2}\right)$, we have $r(a)=|G(a)| \leq \mathrm{F}(a)$.

Proof. Define $\lambda \in \mathbb{Z}_{+}^{p}$ by $\lambda_{i}:=\|a\|_{\infty}$ for all $i$ and $I_{\mu}, a_{\mu}, r(a)$ as above. Note that if $I_{\mu}$ is empty or a singleton then $a_{\mu}=()$ or $a_{\mu}=1$ so $G\left(a_{\mu}\right)=\emptyset$ and $\mathrm{F}\left(a_{\mu}\right)=0$.
Part 1. First, as noted, for each tuple $\mu \leq \lambda$ with $\left|I_{\mu}\right| \leq 1$, we have $\mathrm{F}\left(a_{\mu}\right)=0$. Second, there are at most $2^{p}\|a\|_{\infty}^{p-2}$ tuple $\mu \leq \lambda$ with $\left|I_{\mu}\right| \geq 2$, and for each, the bound of (6.7) implies $\mathrm{F}\left(a_{\mu}\right) \leq\|a\|_{\infty}^{2}$. So we obtain, as claimed the following:

$$
r(a) \leq \sum_{\mu \leq \lambda} \mathrm{F}\left(a_{\mu}\right) \leq 2^{p}\|a\|_{\infty}^{p-2}\|a\|_{\infty}^{2}=2^{p}\|a\|_{\infty}^{p}
$$

Part 2. If $a$ is divisible, then the least entry of every nonempty tuple $a_{\mu}$ is 1 and hence $G\left(a_{\mu}\right)=\emptyset$ for every $\mu \leq \lambda$. Therefore, $r(a)=0$.

Part 3. As noted, $G\left(a_{\mu}\right)=\emptyset$ for each $\mu \leq \lambda$ with $\left|I_{\mu}\right| \leq 1$. For $p=2$, the only $\mu \leq \lambda$ with $\left|I_{\mu}\right|=2$ is $\mu=\lambda$. Since $a_{\lambda}^{\lambda}=a$, we obtain $r(a)=|G(a)| \leq \mathrm{F}(a)$.

We can finally obtain a result of [67], providing an approximative polynomial time algorithm for nonlinear optimization over independence systems. Recall that $x^{*} \in S$ is an $r$-best solution of the minimization problem (6.1) if there are at most $r$ better objective function values attainable by feasible points, that is,

$$
\left|\left\{f(w x): f(w x)<f\left(w x^{*}\right), x \in S\right\}\right| \leq r
$$

Theorem 6.23. For every primitive p-tuple $a=\left(a_{1}, \ldots, a_{p}\right)$, there is a constant $r(a)$ and an algorithm that, given any independence system $S \subseteq\{0,1\}^{n}$ presented by a linearoptimization oracle, weight vector $w \in\left\{a_{1}, \ldots, a_{p}\right\}^{n}$, and function $f: \mathbb{Z} \rightarrow \mathbb{R}$ presented by a comparison oracle, determines an $r(a)$-best solution of the nonlinear problem $\min \{f(w x): x \in S\}$, in time polynomial in $n$. Furthermore:

1. the quality of the approximation obtained satisfies the bound $r(a) \leq 2^{p}\|a\|_{\infty}^{p}$;
2. if $a_{i}$ divides $a_{i+1}$ for $1 \leq i<p$ then the algorithm finds an optimal solution;
3. for $p=2$, that is, for $a=\left(a_{1}, a_{2}\right)$, the algorithm finds an $\mathrm{F}(a)$-best solution.

Proof. Define $r(a)$ as in (6.13). Compute $T \subseteq S$ such that $|w S \backslash w T| \leq r(a)$ by the algorithm of Lemma 6.21. Now, inspecting $T$ and using the comparison oracle of $f$, find a point $\hat{x} \in T$ whose image $\hat{y}:=w \hat{x}$ attains $f(\hat{y})=\min \{f(y): y \in w T\}$. Then

$$
\begin{aligned}
|\{f(w x): f(w x)<f(w \hat{x}), x \in S\}| & =|\{f(y): f(y)<f(\hat{y}), y \in w S\}| \\
& =|\{f(y): f(y)<f(\hat{y}), y \in w S \backslash w T\}| \\
& \leq|w S \backslash w T| \leq r(a) .
\end{aligned}
$$

Therefore, $\hat{x}$ is an $r(a)$-best solution of the given problem. The additional claims 1, 2, and 3 now follow at once from the corresponding claims of Lemma 6.22.

### 6.2.2 Exponential time to exact optimization

We now demonstrate that Theorem 6.23 is best possible in the following sense. Consider $a:=(2,3)$ which is the simplest primitive tuple with nonzero Frobenius number $\mathrm{F}(2,3)=1$. Consider weight vectors $w \in\{2,3\}^{n}$, that is, where each ground set element has weight either 2 or 3 . Then part 3 of Theorem 6.23 assures that we can produce a 1-best solution, that is, either an optimal or a second best solution, in polynomial time. We now show that, in contrast, a 0 -best, that is, an optimal, solution for such weight vectors cannot be computed in polynomial time.

Theorem 6.24. There is no polynomial time algorithm for solving the problem $\min \{f(w x): x \in S\}$ with $S \subseteq\{0,1\}^{n}$ independence system presented by linearoptimization oracle, $f: \mathbb{Z} \rightarrow \mathbb{R}$ presented by comparison oracle, and $w \in\{2,3\}^{n}$.

In fact, the following stronger statement holds. Let $n:=4 m$ with $m \geq 2$. Define $w \in\{2,3\}^{n}$ by $w_{j}:=2$ for $j \leq 2 m$ and $w_{j}:=3$ for $j>2 m$. Define $f$ on $\mathbb{Z}$ by $f(5 m-1):=-1$ and $f(z):=0$ for all $z \neq 5 m-1$. Then at least $2^{m}$ queries of the oracle presenting $S$ are needed to determine the optimal objective function value.

Proof. Let $n:=4 m$ with $m \geq 2, I:=\{1, \ldots, 2 m\}$ and $J:=\{2 m+1, \ldots, 4 m\}$. Define weight $w \in\{2,3\}^{n}$ by $w_{j}:=2$ for $j \in I$ and $w_{j}:=3$ for $j \in J$, and function $f$ on $\mathbb{Z}$ by $f(5 m-1):=-1$ and $f(z):=0$ for all $z \neq 5 m-1$. For $E \subseteq\{1, \ldots, n\}$ and any nonnegative integer $k$, let $\binom{E}{k}$ be the set of all $k$-element subsets of $E$. For $i=0,1,2$, let

$$
T_{i}:=\left\{x=\mathbf{1}_{A}+\mathbf{1}_{B}: A \in\binom{I}{m+i}, B \in\binom{J}{m-i}\right\} \subset\{0,1\}^{n} .
$$

Let $S$ be the independence system generated by $T_{0} \cup T_{2}$, that is,

$$
S:=\left\{z \in\{0,1\}^{n}: z \leq x \text { for some } x \in T_{0} \cup T_{2}\right\}
$$

Then the image of $S$ under $w$ and the minimum value of $f(w x)$ over $S$ satisfy the following:

$$
w S=\{0, \ldots, 5 m\} \backslash\{1,5 m-1\}, \quad \min \{f(w x): x \in S\}=0 .
$$

For each $y \in T_{1}$ let $S_{y}:=S \cup\{y\}$. Note that $S_{y}$ is also an independence system. Further, the image of $S_{y}$ under $w$ and the minimum value of $f(w x)$ over $S_{y}$ satisfy the following:

$$
w S_{y}=\{0, \ldots, 5 m\} \backslash\{1\}, \quad \min \left\{f(w x): x \in S_{y}\right\}=-1
$$

Finally, for each vector $c \in \mathbb{Z}^{n}$, let

$$
Y(c):=\left\{y \in T_{1}: c y>\max \{c x: x \in S\}\right\} .
$$

First, we claim that $|Y(c)| \leq\binom{ 2 m}{m-1}$ for every $c \in \mathbb{Z}^{n}$. Consider two elements $y, z \in$ $Y(c)$ if any. Then $y=\mathbf{1}_{A}+\mathbf{1}_{B}$ and $z=\mathbf{1}_{U}+\mathbf{1}_{V}$ for some $A, U \in\binom{I}{m+1}$ and $B, V \in\binom{J}{m-1}$. Suppose, indirectly, that $A \neq U$ and $B \neq V$. Pick $a \in A \backslash U$ and $v \in V \backslash B$. Consider the following vectors:

$$
\begin{aligned}
& x^{0}:=y-\mathbf{1}_{a}+\mathbf{1}_{v} \in T_{0}, \\
& x^{2}:=z+\mathbf{1}_{a}-\mathbf{1}_{v} \in T_{2} .
\end{aligned}
$$

Now $y, z \in Y(c)$ and $x^{0}, x^{2} \in S$ imply the contradiction:

$$
\begin{aligned}
& c_{a}-c_{v}=c y-c x^{0}>0 \\
& c_{v}-c_{a}=c z-c x^{2}>0
\end{aligned}
$$

So all vectors in $Y(c)$ are of the form $\mathbf{1}_{A}+\mathbf{1}_{B}$, with either $A \in\binom{I}{m+1}$ fixed, giving $|Y(c)| \leq\binom{ 2 m}{m-1}$, or $B \in\binom{J}{m-1}$ fixed, giving $|Y(c)| \leq\binom{ 2 m}{m+1}=\binom{2 m}{m-1}$, as claimed.

Now, consider any algorithm, and let $c^{1}, \ldots, c^{p} \in \mathbb{Z}^{n}$ be the sequence of oracle queries made by the algorithm. Suppose that $p<2^{m} \leq\binom{ 2 m}{m+1}$. Then

$$
\left|\bigcup_{i=1}^{p} Y\left(c^{i}\right)\right| \leq \sum_{i=1}^{p}\left|Y\left(c^{i}\right)\right| \leq p\binom{2 m}{m-1}<\binom{2 m}{m+1}\binom{2 m}{m-1}=\left|T_{1}\right| .
$$

So there is some $y \in T_{1}$ which is not an element of any $Y\left(c^{i}\right)$, that is, satisfies $c^{i} y \leq$ $\max \left\{c^{i} x: x \in S\right\}$ for each $i=1, \ldots, p$. So whether the linear-optimization oracle presents $S$ or $S_{y}$, on each query $c^{i}$ it can reply with some $x^{i} \in S$ attaining the following:

$$
c^{i} x^{i}=\max \left\{c^{i} x: x \in S\right\}=\max \left\{c^{i} x: x \in S_{y}\right\}
$$

Therefore, the algorithm cannot tell whether the oracle is presenting $S$ or $S_{y}$ and therefore cannot tell whether the optimal objective function value is 0 or -1 .

### 6.3 Some applications

### 6.3.1 Nonlinear bipartite matching

We begin with a simple immediate application of Theorem 6.12. Consider once again the classical assignment problem discussed in Examples 2.4 and 2.27. The feasible set $S$ consists of the $m \times m$ permutation matrices, which are also interpreted as the perfect matchings in the complete bipartite graph $K_{m, m}$. Nonlinear assignment problems have applications in operations research and scheduling concerning the optimal assignment of jobs to processors; see, for instance, [12] for a concrete application to find the minimum so-called make-span scheduling.

In Chapter 2, we have demonstrated, in Example 2.27, that the assignment problem is polynomial time solvable for convex objectives. We now obtain a result of [12], solving the problem for arbitrary objectives in randomized polynomial time.

Corollary 6.25. For every fixed $d$, there is a randomized algorithm, that, given $m$, integer $d \times N$ matrix $W$ with columns indexed by $N:=\{(i, j): 1 \leq i, j \leq m\}$, and arbitrary function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by comparison oracle, and letting $S \subset\{0,1\}^{N}$ be the set of $m \times m$ permutation matrices, solves in time which is polynomial in $m$ and $W$, the nonlinear assignment (or bipartite matching) problem:

$$
\min \{f(W x): x \in S\} .
$$

Proof. We use the obvious identification $\mathbb{R}^{m \times m} \cong \mathbb{R}^{N}$. As in Example 2.27, let $S_{1} \subset$ $\{0,1\}^{N}$ be the set of $m \times m$ matrices with one 1 per row and let $S_{2} \subset\{0,1\}^{N}$ be the set of $m \times m$ matrices with one 1 per column. Then $S_{1}, S_{2}$ are the sets of indicators of bases of matroids $M_{1}, M_{2}$ on $N:=\{(i, j): 1 \leq i, j \leq m\}$, and $S=S_{1} \cap S_{2}$ is the set of common bases. Moreover, $M_{1}, M_{2}$ are the vectorial matroids of the $m \times N$ matrices $A_{1}, A_{2}$ which consist of the first $m$ rows and last $m$ rows, respectively, of the $(m+m) \times N$ incidence matrix of the complete bipartite graph $K_{m, m}$. The corollary now follows at once from Theorem 6.12.

As noted in Example 2.4, the fiber problem for $S$ the permutation matrices, $d=2$, and $\{0,1\}$-valued $W$, includes the so-called exact bipartite matching problem, whose complexity is long open [12], [76]. So, an important, more general open problem is to determine conditions under which Corollary 6.25 and Theorem 6.12 could be strengthened to provide deterministic rather than randomized algorithms for the nonlinear assignment problem and nonlinear matroid intersection problem.

### 6.3.2 Experimental design

We now discuss an application of nonlinear matroid optimization to the area of experimental design. It concerns the choice of a model that can best describe an unknown system which is learned by experimentation, see [86] for more details. Here, we consider the commonly used class of multivariate polynomial models. So the unknown system is assumed to be a real polynomial function $y=g(x)=\sum_{u} g_{u} x^{u}$ of real variables $x=\left(x_{1}, \ldots, x_{k}\right)$. (See Section 6.1.1 for terminology on polynomials.)

Each finite subset $U \subset \mathbb{Z}_{+}^{k}$ provides a model for the system: under such model, the system is assumed to be a polynomial $y=g(x)=\sum_{u \in U} g_{u} x^{u}$ whose support $\operatorname{supp}(g)=$ $\left\{u \in \mathbb{Z}_{+}^{k}: g_{u} \neq 0\right\}$ is contained in $U$. Assuming model $U$ for the system, the user conducts experiments in order to learn the system. Each experiment consists of feeding the system with some input point $x \in \mathbb{R}^{k}$ and measuring the corresponding output $y=g(x)$. We assume that admissible experiments are limited to points which lie in a prescribed finite set $P \subset \mathbb{R}^{k}$, called the design. Indeed, in practice, experiments at arbitrary points may be impossible or costly. Once all experiments are made, that is, each point $p \in P$ is input to the system and the corresponding output $y=g(p)$ is measured, the user tries to fit the model, that is, use the information to try and determine the coefficients $g_{u}, u \in U$.

A model $U=\left\{u_{1}, \ldots, u_{r}\right\} \subset \mathbb{Z}_{+}^{k}$ is identifiable by design $P=\left\{p_{1}, \ldots, p_{r}\right\} \subset \mathbb{R}^{k}$ if for all possible experiment outcomes $y_{1}, \ldots, y_{r}$ at design points $p_{1}, \ldots, p_{r}$, there is a unique polynomial $g(x)=\sum_{u \in U} g_{u} x^{u}$ with support in $U$ which is consistent with all experiments, that is, satisfies $g\left(p_{i}\right)=y_{i}$ for $i=1, \ldots, r$. It is not hard to verify that $U$ is identifiable by $P$ if and only if the $r \times r$ matrix $P^{U}$ defined by the following:

$$
\left(p^{U}\right)_{i, j}:=p_{i}^{u_{j}}=\prod_{t=1}^{k} p_{i, t}^{u_{j, t}}, \quad 1 \leq i, j \leq r
$$

is invertible. If $U$ is identifiable by $P$ then fitting the model, that is, finding the vector $g=$ $\left(g_{u_{1}}, \ldots, g_{u_{r}}\right)$ of coefficients of the polynomial model given any vector of experiment outcomes $y:=\left(y_{1}, \ldots, y_{r}\right)$, is done by computing $g:=\left(P^{U}\right)^{-1} y$.

The problem we consider here is that of choosing the best identifiable model, defined as follows. Given design $P=\left\{p_{1}, \ldots, p_{r}\right\} \subset \mathbb{R}^{k}$, set of potential exponents $V=\left\{v_{1}, \ldots, v_{n}\right\} \subset \mathbb{Z}_{+}^{k}$, and objective function $\mathcal{A}$ on models, the so-termed aberration in the statistics literature (see, e.g., [99]), the problem is to determine a model $U \subseteq V$ which is identifiable by design $P$ and has minimum aberration $\mathcal{A}(U)$.

Broadly speaking, preferred polynomial models are those in which variables do not occur with high degrees, and the aberration is chosen accordingly.

The following example illustrates some useful aberrations.
Example 6.26. We describe two classes of aberrations $\mathcal{A}(U)$ on models $U \subset \mathbb{Z}_{+}^{k}$. Let $\operatorname{deg}_{i}\left(x^{u}\right):=u_{i}$ denote the degree of variable $x_{i}$ in monomial $x^{u}=\prod_{i} x_{i}^{u_{i}}$.

## 1. Average degree

For each model $U$, consider the following vector, whose $i$ th component is the average degree of $x_{i}$ over all monomials of the model polynomial $\sum_{u \in U} g_{u} x^{u}$ :

$$
a(U):=\left(\frac{1}{|U|} \sum_{u \in U} \operatorname{deg}_{1}\left(x^{u}\right), \ldots, \frac{1}{|U|} \sum_{u \in U} \operatorname{deg}_{k}\left(x^{u}\right)\right)
$$

Define the aberration by $\mathcal{A}(U):=f(a(U))$ for some function $f: \mathbb{Z}^{k} \rightarrow \mathbb{R}$. In particular, with $f$ the $l_{p}$-norm for some $p$, this aberration is $\mathcal{A}(U)=\|a(U)\|_{p}$. For $p=\infty$, this aberration is the maximum over variables of average degree:

$$
\mathcal{A}(U)=\max \left\{\frac{1}{|U|} \sum_{u \in U} \operatorname{deg}_{1}\left(x^{u}\right), \ldots, \frac{1}{|U|} \sum_{u \in U} \operatorname{deg}_{k}\left(x^{u}\right)\right\}
$$

## 2. Excess degree

Let $\Delta$ be a positive integer serving as desired upper bound on variable degree. For each model $U$, consider the following vector, whose $i$ th component is the number of monomials of $\sum_{u \in U} g_{u} x^{u}$ in which $x_{i}$ has degree exceeding $\Delta$ :

$$
e(U):=\left(\left|\left\{u \in U: \operatorname{deg}_{1}\left(x^{u}\right)>\Delta\right\}\right|, \ldots,\left|\left\{u \in U: \operatorname{deg}_{k}\left(x^{u}\right)>\Delta\right\}\right|\right)
$$

Define the aberration by $\mathcal{A}(U):=f(e(U))$ for some function $f: \mathbb{Z}^{k} \rightarrow \mathbb{R}$. In particular, with $f$ the $l_{p}$-norm for some $p$, this aberration is $\mathcal{A}(U)=\|e(U)\|_{p}$. For $p=\infty$, this aberration is the maximum number of excesses over variables:

$$
\mathcal{A}(U)=\max \left\{\left|\left\{u \in U: \operatorname{deg}_{1}\left(x^{u}\right)>\Delta\right\}\right|, \ldots,\left|\left\{u \in U: \operatorname{deg}_{k}\left(x^{u}\right)>\Delta\right\}\right|\right\}
$$

with $\mathcal{A}(U)=0$ if and only if $\operatorname{deg}_{i}\left(x^{u}\right) \leq \Delta$ holds for all $i$ and all $u \in U$.
We proceed to define a broad class of abberations which includes as special cases the average degree and excess degree functions of Example 6.26 with any $f$.

Given design $P=\left\{p_{1}, \ldots, p_{r}\right\} \subset \mathbb{R}^{k}$ and set $V=\left\{v_{1}, \ldots, v_{n}\right\} \subset \mathbb{Z}_{+}^{k}$, let $S(P, V) \subseteq$ $\{0,1\}^{n}$ be the set of (indicators of) models $U \subseteq V$ identifiable by $P$ :

$$
S(P, V):=\left\{\mathbf{1}_{J}: J \subseteq\{1, \ldots, n\}, U=\left\{v_{j}: j \in J\right\} \text { is identifiable by } P\right\} .
$$

Now, consider aberrations defined for $z \in S(P, V) \subseteq\{0,1\}^{n}$ by $\mathcal{A}(z):=f(W z)$ where, as usual, $W$ is an integer $d \times n$ weight matrix and $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ any function.

Example 6.26 (revisited). We now show that, given design $P=\left\{p_{1}, \ldots, p_{r}\right\} \subset \mathbb{R}^{k}$ and set $V=\left\{v_{1}, \ldots, v_{n}\right\} \subset \mathbb{Z}_{+}^{k}$ of potential exponents, the average degree and excess degree aberrations over $S(P, V)$ can be expressed as suitable $\mathcal{A}(z)=f(W z)$.

## 1. Average degree

Let $d:=k$ and let $W:=\frac{1}{r}\left[v_{1}, \ldots, v_{n}\right]$ be $\frac{1}{r}$ times the $k \times n$ matrix whose columns are the potential exponents in $V$. Then it is easy to verify that, for any model $z \in$ $S(P, V)$, the average degree vector is precisely $a(U)=W z$, and hence the average degree aberration for any $f$ is precisely $\mathcal{A}(z)=f(W z)$.

## 2. Excess degree

Given $\Delta$, let $d:=k$ and let $W$ be the $k \times n$ matrix defined by $W_{i, j}:=1$ if $\operatorname{deg}_{i}\left(x^{v_{j}}\right)>\Delta$ and $W_{i, j}:=0$ otherwise. Then it is easy to verify that, for any model $z \in S(P, V)$, the excess degree vector is precisely $e(U)=W z$, and hence the excess degree aberration for any $f$ is precisely $\mathcal{A}(z)=f(W z)$.

As a corollary of Theorem 6.8 and Corollary 2.25, we obtain a result of [10] showing that a minimum aberration model can be efficiently found. We restrict attention to designs of rational points, which are processable on a Turing machine.

Corollary 6.27. For every fixed $d$, there is an algorithm that, given rational design $P=$ $\left\{p_{1}, \ldots, p_{r}\right\} \subset \mathbb{R}^{k}$, set $V=\left\{v_{1}, \ldots, v_{n}\right\} \subset \mathbb{Z}_{+}^{k}$ of potential exponents, integer $d \times n$ matrix $W$, and function $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ presented by comparison oracle, solves, in time polynomial in $V,\langle P\rangle$, and $W$, the minimum aberration model problem:

$$
\min \{\mathcal{A}(z):=f(W z): z \in S(P, V)\} .
$$

Moreover, if $f$ is concave then the running time is polynomial in $V$ and $\langle P, W\rangle$.
Proof. Define an $r \times n$ matrix $P^{V}$ by the following:

$$
\left(p^{V}\right)_{i, j}:=p_{i}^{v_{j}}=\prod_{t=1}^{k} p_{i, t}^{v_{j, t}}, \quad 1 \leq i \leq r, \quad 1 \leq j \leq n
$$

Clearly, $P^{V}$ can be computed in polynomial time. Now, if the rank of $P^{V}$ is less than $r$ then the set $S(P, V) \subseteq\{0,1\}^{n}$ of models $U$ which are identifiable by $P$ is empty. Otherwise, $S(P, V)$ is precisely the set of bases of the vectorial matroid of $P^{V}$. The corollary now follows at once from Theorem 6.8 and Corollary 2.25.

### 6.3.3 Universal Gröbner bases

We conclude with an application to computational algebra. Let $\mathbb{C}[x]$ denote the algebra of multivariate complex polynomials in variables $x=\left(x_{1}, \ldots, x_{d}\right)$. The ideal generated by a finite system of polynomials $p_{1}, \ldots, p_{m}$ is the set $I\left(p_{1}, \ldots, p_{m}\right)$ of all linear combinations $\sum_{i=1}^{m} c_{i} p_{i}$ of the $p_{i}$ with polynomial coefficients $c_{i} \in \mathbb{C}[x]$. An ideal is any subset $I \subseteq \mathbb{C}[x]$ of polynomials generated in such a way by some finite system. Every ideal has a finite number of special generating sets termed reduced Gröbner bases. The universal Gröbner basis of ideal $I$ is the union $\mathcal{U}(I)$ of all its reduced Gröbner bases, and in a sense is the ultimate finite generating set of $I$ for computational purposes. Below, we show how to compute all reduced Gröbner bases and the universal Gröbner basis efficiently, and define them in a nonstandard way on the fly. For standard definitions and further details see [95].

We restrict attention to systems of polynomials which have a finite set of common zeros, that is, vectors $x \in \mathbb{C}^{d}$ satisfying $p_{i}(x)=0$ for $i=1, \ldots, m$. For such systems, the universal Gröbner basis contains a univariate polynomial in each of the variables, thereby reducing the problem of computing the set of common zeros to that of finding roots of $d$ univariate polynomials. Here is an example.

Example 6.28. Consider the system of $m=3$ polynomials in $d=2$ variables:

$$
p_{1}:=x_{1}^{2}-x_{2}, \quad p_{2}:=x_{2}^{2}-7 x_{2}+6 x_{1}, \quad p_{3}:=x_{1} x_{2}-3 x_{2}+2 x_{1} .
$$

The universal Gröbner basis of the ideal $I$ of this system is a set $\mathcal{U}(I)=\left\{p_{1}, \ldots, p_{7}\right\}$ consisting of the three given polynomials along with four additional ones given by the following:

$$
\begin{aligned}
& p_{4}:=x_{1}^{3}-3 x_{1}^{2}+2 x_{1}, \quad p_{5}:=x_{2}^{3}-5 x_{2}^{2}+4 x_{2} \\
& p_{6}:=x_{1}+\frac{1}{6} x_{2}^{2}-\frac{7}{6} x_{2}, \quad p_{7}:=x_{2}-x_{1}^{2}
\end{aligned}
$$

Consider any common zero $x=\left(x_{1}, x_{2}\right)$ of the system. Then $x_{1}$ must be a root of the univariate polynomial $p_{4}=p_{4}\left(x_{1}\right)$ and hence must satisfy $x_{1} \in\{0,1,2\}$; likewise, $x_{2}$ must be a root of the univariate polynomial $p_{5}=p_{5}\left(x_{2}\right)$ and hence must satisfy $x_{2} \in\{0,1,4\}$. Checking the $9=3 \times 3$ potential zeros, we find that the set of common zeros of $\mathcal{U}(I)$ and hence of the original system $p_{1}, p_{2}, p_{3}$ is $\{(0,0),(1,1),(2,4)\}$, thereby solving the given system of polynomial equations.

A subset $V \subseteq \mathbb{Z}_{+}^{d}$ is basic for ideal $I$ if for every polynomial $f \in \mathbb{C}[x]$ there is a unique polynomial $f_{V} \in \mathbb{C}[x]$ with support satisfying $\operatorname{supp}\left(f_{V}\right) \subseteq V$ such that $f-$ $f_{V} \in I$. The polynomial $f_{V}$ is called the normal form of $f$ under $V$. The normal form satisfies $f-h \in I$ if and only if $f_{V}=h_{V} ; f \in I$ if and only if $f_{V}=0 ; f=f_{V}$ if and only if $\operatorname{supp}(f) \subseteq V ;(f+h)_{V}=f_{V}+h_{V} ;(f h)_{V}=\left(f_{V} h_{V}\right)_{V}$. All basic sets have the same cardinality which is called the length of the ideal $I$, and is finite if and only if the set of common zeros of $I$ is finite. If $I$ has finite length $n$ then $n$ equals the number of common zeros with suitable multiplicities, and in particular is an upper bound on the number of distinct common zeros of $I$. The set of ideals of length $n$ in $d$ variables is denoted $\operatorname{Hilb}_{n}^{d}$ and referred to as the Hilbert scheme, admitting an embedding into a suitable Grassmanian, see [6].

Example 6.28 (continued). The ideal $I=I\left(p_{1}, p_{2}, p_{3}\right)$ in $d=2$ variables of Example 6.28 has length $n=3$ and 3 common zeros. The set $V:=\{00,10,20\}$ is basic for $I$. We use here abridged notation such as $00:=(0,0)$ for vectors in $\mathbb{Z}_{+}^{d}$. The following table shows a few monomials $f$ with their normal forms under $V$.

| $f$ | 1 | $x_{1}$ | $x_{1}^{2}$ | $x_{1}^{3}$ | $x_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{V}$ | 1 | $x_{1}$ | $x_{1}^{2}$ | $3 x_{1}^{2}-2 x_{1}$ | $x_{1}^{2}$ |


| $f$ | $x_{1} x_{2}$ | $x_{1}^{2} x_{2}$ | $x_{2}^{2}$ | $x_{1} x_{2}^{2}$ | $x_{2}^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{V}$ | $3 x_{1}^{2}-2 x_{1}$ | $7 x_{1}^{2}-6 x_{1}$ | $7 x_{1}^{2}-6 x_{1}$ | $15 x_{1}^{2}-14 x_{1}$ | $31 x_{1}^{2}-30 x_{1}$ |

From here on, we restrict attention to ideals of finite length only. Let

$$
V_{n}^{d}:=\left\{v \in \mathbb{Z}_{+}^{d}: \prod_{i=1}^{d}\left(v_{i}+1\right) \leq n\right\}
$$

For any finite subset $V \subset \mathbb{Z}_{+}^{d}$, let $\sum V:=\sum_{u \in V} u$ be the sum of the vectors in $V$. The following fundamental definition from [6] plays a central role in the sequel.

Definition 6.29. The basis polytope of an ideal $I$ of length $n$ in $d$ variables is as follows:

$$
\mathcal{P}(I):=\operatorname{conv}\left\{\sum V: V \subseteq V_{n}^{d}, V \text { is basic for } I\right\} \subset \mathbb{R}^{d}
$$

We now explain the role of the polytope $\mathcal{P}(I)$ in constructing the universal Gröbner basis $\mathcal{U}(I)$. Let vert $(\mathcal{P}(I))$ be the set of vertices on the lower envelope of $\mathcal{P}(I)$, namely, those $v$ for which there exists some $h \in \mathbb{R}_{+}^{d}$ with strictly positive entries which is minimized over $\mathcal{P}(I)$ uniquely at $v$. For $V \subseteq \mathbb{Z}_{+}^{d}$, let $\min (\bar{V}) \subset \bar{V}:=\mathbb{Z}_{+}^{d} \backslash V$ be the set of $\leq$-minimal vectors not in $V$, namely, those $u \in \mathbb{Z}_{+}^{d} \backslash V$ for which there is no other $v \in \mathbb{Z}_{+}^{d} \backslash V$ with $v \leq u$. Note that $\min (\bar{V})$ is always finite by the lemma of Gordan [40]. The following facts about any ideal of length $n$ in $d$ variables were established in [6] (extending results of [85] on generic radical ideals):

1. every $v \in \underline{\operatorname{vert}}(\mathcal{P}(I))$ satisfies $v=\sum V$ for a unique $V \subseteq V_{n}^{d}$ basic for $I$;
2. the reduced Gröbner bases of $I$ are in bijection with vert $(\mathcal{P}(I))$. Moreover, the reduced Gröbner basis corresponding to $v=\sum V$ is given by the following:

$$
G_{v}=G_{V}=\left\{x^{u}-x_{V}^{u}: u \in \min (\bar{V})\right\}
$$

We proceed to exploit these facts for constructing the universal Gröbner basis. Let

$$
U_{n}^{d}:=V_{n}^{d} \cup\left\{v+\mathbf{1}_{i}: v \in V_{n}^{d}, 1 \leq i \leq d\right\} \subseteq V_{2 n}^{d}
$$

This set is sufficiently large so that $\min (\bar{V}) \subseteq U_{n}^{d}$ for every $n$-element $V \subseteq V_{n}^{d}$. Yet, it is known that for any fixed $d$, the cardinality of $V_{n}^{d}$ and hence also of $U_{n}^{d}$ are $O\left(n(\log n)^{d-1}\right)$, and so are polynomial in $n$, see [6], [85] and references therein.

A basic presentation of ideal $I$ of length $n$ in $d$ variables consists of $V \subseteq V_{n}^{d}$ which is basic for $I$, along with the set $\left\{x_{V}^{u}: u \in U_{n}^{d}\right\}$. It is known that such a presentation can be computed efficiently from any given generating set of $I$ by computing the so-called degree reverse lexicographic Gröbner basis of $I$, see [35] and the references therein. So we assume that the ideal is presented in this way. We also assume that the polynomials in $\left\{x_{V}^{u}: u \in U_{n}^{d}\right\}$ have rational coefficients and so are processable by a Turing machine. The binary length of such a presentation is the sum of binary lengths $\left\langle\left\|x_{V}^{u}\right\|_{\infty}\right\rangle$ of the given polynomials over all $u \in U_{n}^{d}$ (where, as in Section 6.1.1, the $l_{\infty}$-norm $\|g\|_{\infty}$ of a polynomial $g$ is the maximum absolute value of any coefficient of $g$ ).

Example 6.28 (continued). Consider again the ideal $I=I\left(p_{1}, p_{2}, p_{3}\right)$ of length $n=3$ in $d=2$ variables of Example 6.28. Then $V_{3}^{2}=\{00,10,20,01,02\}$ and

$$
U_{3}^{2}=\{00,10,20,30,01,11,21,02,12,03\}
$$

Therefore, Table (6.14) provides precisely all normal forms $x_{V}^{u}$ under the basic set $V=$ $\{00,10,20\}$ for all $u \in U_{3}^{2}$. So $V$ and this table is a basic presentation of $I$.

Our results on matroids imply the following result of [6] which extends [85].

Corollary 6.30. For every fixed d, there is an algorithm that, given rational basic presented ideal $I \subseteq \mathbb{C}[x]$ of length $n$ in $d$ variables, computes the universal Gröbner basis $U(I)$ of I in time polynomial in the binary length of the presentation of $I$.

Proof. Given the presentation of $I$ construct a $V \times U_{n}^{d}$ matrix $B$, that is, with rows indexed by the given basic set $V$ and columns indexed by $U_{n}^{d}$, by letting, for $u \in U_{n}^{d}$ and $v \in V$, the entry $B_{v, u}$ be the coefficient of $x^{v}$ in the polynomial $x_{V}^{u}$. So the polynomial $x_{V}^{u}$ is encoded by column $u$ as $x_{V}^{u}=\sum_{v \in V} B_{v, u} x^{v}$. Let $A$ be the $V \times V_{n}^{d}$ submatrix of $B$ consisting of the columns corresponding to $V_{n}^{d} \subseteq U_{n}^{d}$.

Now, a subset $U \subseteq U_{n}^{d}$ is basic for $I$ if and only if the corresponding $V \times U$ submatrix of $B$ is invertible. Let $N:=\left|V_{n}^{d}\right|=O\left(n(\log n)^{d-1}\right)$ and choose some total order $V_{n}^{d}=$ $\left\{v_{1}, \ldots, v_{N}\right\}$ of the points of $V_{n}^{d}$. Let $S \subseteq\{0,1\}^{N}$ be the set of bases of the vectorial matroid of $A$. Let $W:=\left[v_{1}, \ldots, v_{N}\right]$ be the $d \times N$ matrix whose columns are the vectors in $V_{n}^{d}$. Then the basis polytope of $I$ satisfies the following:

$$
\mathcal{P}(I)=\operatorname{conv}\left\{\sum U: U \subseteq V_{n}^{d}, U \text { is basic for } I\right\}=\operatorname{conv}(W S\}
$$

Now, compute $Y:=\underline{\operatorname{vert}}(\mathcal{P}(I))=\underline{\operatorname{vert}}(\operatorname{conv}(W S))$ and $Z \subseteq S$ such that $Y=W Z$, in one of several ways using the results of this chapter or Chapter 2, as follows. One possibility is to compute the entire image $W S \subset \mathbb{Z}_{+}^{d}$ by the algorithm of Lemma 6.7 or the set $\operatorname{vert}(\operatorname{conv}(W S))$ by the algorithm of Lemma 2.8 (with the greedy algorithm providing a linear-optimization oracle for $S$, see Section 1.2.1), identify its subset $Y$ by solving a suitable linear program for each of its points, and then obtain $Z$ by finding a feasible point $z \in W^{-1}(y) \cap S$ in the fiber of each $y \in Y$ using the algorithm of Lemma 2.9. This can all be done in time polynomial in $\langle A\rangle$ and $W$ and hence polynomial in the binary length of the presentation of $I$. Another, faster, possibility, in time polynomial in $\langle A\rangle$ and $\langle W\rangle$, is as follows. Let

$$
E:=\left\{W^{i}-W^{j}: 1 \leq i<j \leq N\right\}=W\left\{\mathbf{1}_{i}-\mathbf{1}_{j}: 1 \leq i<j \leq N\right\} \subset \mathbb{Z}^{d}
$$

Then $E$ is a set of all edge directions of $\operatorname{conv}(W S)$ (see proof of Corollary 2.25 and Lemma 2.14). Now, apply the algorithm of Lemma 2.15 and compute a set $T \subseteq S$ with $\operatorname{vert}(\operatorname{conv}(W S)) \subseteq W T$. During the algorithm (see proof of Lemma 2.15), each point $t \in T$ comes with $h \in \mathbb{Z}^{d}$ maximized over $W S$ at $W t$; inspection of these $t$ and $h$ then allows to directly distill $Z \subseteq T$ with $\underline{\operatorname{vert}}(\operatorname{conv}(W S))=W Z$.

Let $Z \subseteq S$ be the set with $\underline{\operatorname{vert}}(\mathcal{P}(I))=W Z$ computed as above. For each $z \in Z$, do the following. Let $U:=\left\{v_{j}: z_{j}=1\right\}$ and $v:=\sum U=W z$ be the basic subset of $V_{n}^{d}$ and vertex in $\operatorname{vert}(\mathcal{P}(I))$ corresponding to basis $z$. Now, apply suitable row operations to the matrix $B$ so as to make $U$ the new basis, that is, transform $B$ into a $U \times U_{n}^{d}$ matrix $B_{U}$ whose rows are indexed by $U$ and whose submatrix consisting of columns corresponding to $U$ is the identity. Then, for each $u \in U_{n}^{d}$, the normal form $x_{U}^{u}$ can be read off directly from the column $u$ of $B_{U}$ by the following:

$$
x_{U}^{u}=\sum_{w \in U}\left(B_{U}\right)_{w, u} x^{w}
$$

Since $\min (\bar{U}) \subseteq U_{n}^{d}$, we can read off from $B_{U}$ the corresponding reduced Gröbner basis $G_{U}:=\left\{x^{u}-x_{U}^{u}: u \in \min (\bar{U})\right\}$. Repeating this for every $z \in Z$, we obtain all reduced Gröbner bases. Their union is the universal Gröbner basis $\mathcal{U}(I)$ of $I$.

$$
\begin{aligned}
& G_{V_{3}}=\left\{x_{1}+\frac{1}{6} x_{2}^{2}-\frac{7}{6} x_{2}, x_{2}^{3}-5 x_{2}^{2}+4 x_{2}\right\} \\
& \mathcal{U}(I)=G_{V_{1}} \cup G_{V_{2}} \cup G_{V_{3}} \\
& G_{V_{2}}=
\end{aligned}
$$

Figure 6.1: Universal Gröbner basis example

Example 6.28 (continued). We now illustrate the algorithm of Corollary 6.30 on the ideal $I$ of length $n=3$ in $d=2$ variables in our running Example 6.28 given by the basic presentation with basic set $V_{1}:=V=\{00,10,20\}$ and set $\left\{x_{V}^{u}: u \in U_{3}^{2}\right\}$ of polynomials in table (6.14). Given the presentation, we construct the matrix $B_{V_{1}}$ :

$$
B_{V_{1}}:=\begin{gathered}
00 \\
0 \\
00 \\
10 \\
20
\end{gathered}\left(\begin{array}{ccccccccc}
1 & 0 & 0 & 30 & 01 & 11 & 21 & 02 & 12 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & -2 & 0 & -2 & -6 & -6 & -14 \\
-30 \\
0 & 0 & 1 & 3 & 1 & 3 & 7 & 7 & 15 \\
31
\end{array}\right) .
$$

The matrices $A$ and $W$ having columns indexed by the $N:=5$ elements in $V_{3}^{2}$ are as follows:

$$
A:=\left(\begin{array}{ccccc}
00 & 10 & 20 & 01 & 02 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & -6 \\
0 & 0 & 1 & 1 & 7
\end{array}\right), \quad W:=\left(\begin{array}{ccccc}
00 & 10 & 20 & 01 & 02 \\
0 & 1 & 2 & 0 & 0 \\
0 & 0 & 0 & 1 & 2
\end{array}\right) .
$$

In this small example, we can write explicitly the set $S$ of bases of the vectorial matroid of $A$, the corresponding subsets of $V_{3}^{2}$ basic for $I$, and the image $W S$ as follows:

$$
\begin{gathered}
S=\{11100,11010,11001,10101,10011\} \subset\{0,1\}^{5} \\
\{00,10,20\},\{00,10,01\},\{00,10,02\},\{00,20,02\},\{00,01,02\} \subset V_{3}^{2} \\
W S=\{30,11,12,22,03\} \subset \mathbb{Z}_{+}^{2}
\end{gathered}
$$

The polytope $\mathcal{P}(I)=\operatorname{conv}(W S)$ is shown in Figure 6.1. The set $Z \subseteq S$, corresponding subsets of $V_{3}^{2}$ basic for $I$, and lower vertex set vert $(\mathcal{P}(I))=W Z$ are as follows:

$$
\begin{gathered}
Z=\{11100,11010,10011\} \\
V_{1}=\{00,10,20\}, \quad V_{2}=\{00,10,01\}, \quad V_{3}=\{00,01,02\} \\
\underline{\text { vert }}(\mathcal{P}(I))=\underline{\operatorname{vert}}(\operatorname{conv}(W S))=W Z=\{30,11,03\}
\end{gathered}
$$

We now compute the three corresponding reduced Gröbner bases. For the given basic set $V_{1}$, we have $\min \left(\bar{V}_{1}\right)=\{30,01\}$ and the reduced Gröbner basis is part of the presentation of $I$ and is read off from columns 30 and 01 of $B_{V_{1}}$ to be as follows:

$$
G_{V_{1}}=\left\{x_{1}^{3}-3 x_{1}^{2}+2 x_{1}, x_{2}-x_{1}^{2}\right\}=\left\{p_{4}, p_{7}\right\} .
$$

For $V_{2}=\{00,10,01\}$, we make the basis change to obtain the matrix $B_{V_{2}}$ :

$$
B_{V_{2}}=\begin{gathered}
00 \\
00 \\
10 \\
01
\end{gathered}\left(\begin{array}{cccccccccc}
1 & 10 & 20 & 30 & 01 & 11 & 21 & 02 & 12 & 03 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & -2 & 0 & -2 & -6 & -6 & -14 & -30 \\
0 & 0 & 1 & 3 & 1 & 3 & 7 & 7 & 15 & 31
\end{array}\right) .
$$

The matrix happens here to remain unchanged expect that its rows are now indexed by $V_{2}$. For $V_{2}$, we have $\min \left(\bar{V}_{2}\right)=\{20,11,02\}$ and the reduced Gröbner basis is read off from columns 20, 11, and 02 of $B_{V_{2}}$ to be as follows:

$$
G_{V_{2}}=\left\{x_{1}^{2}-x_{2}, x_{1} x_{2}-3 x_{2}+2 x_{1}, x_{2}^{2}-7 x_{2}+6 x_{1}\right\}=\left\{p_{1}, p_{2}, p_{3}\right\} .
$$

Finally, for $V_{3}=\{00,01,02\}$, we make the basis change to obtain the matrix $B_{V_{3}}$ :

$$
B_{V_{3}}=\begin{array}{r}
00 \\
01 \\
02
\end{array}\left(\begin{array}{cccccccccc}
00 & 10 & 20 & 30 & 01 & 11 & 21 & 02 & 12 & 03 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 7 / 6 & 1 & 2 / 3 & 1 & 2 / 3 & 0 & 0 & -4 / 3 & -4 \\
0 & -1 / 6 & 0 & 1 / 3 & 0 & 1 / 3 & 1 & 1 & 7 / 3 & 5
\end{array}\right) .
$$

For $V_{3}$, we have $\min \left(\bar{V}_{3}\right)=\{10,03\}$ and the reduced Gröbner basis is read off from columns 10 and 03 of $B_{V_{3}}$ to be as follows:

$$
G_{V_{3}}=\left\{x_{1}+\frac{1}{6} x_{2}^{2}-\frac{7}{6} x_{2}, x_{2}^{3}-5 x_{2}^{2}+4 x_{2}\right\}=\left\{p_{5}, p_{6}\right\}
$$

The universal Gröbner basis of $I$ is now obtained as the union of all reduced Gröbner bases and is found to be the one provided in the beginning of this section:

$$
\mathcal{U}(I)=G_{V_{1}} \cup G_{V_{2}} \cup G_{V_{3}}=\left\{p_{1}, \ldots, p_{7}\right\} .
$$

## Notes

The algorithm for nonlinear matroid optimization and the applications to experimental design in Section 6.3.2 are from [10]; more information on experimental design and on the emerging area of algebraic statistics can be found in [86]. The randomized algorithm for nonlinear matroid intersections in Section 6.1.3 is from [11] extending [12] and has some of its origins in [71]. The understanding of the deterministic time complexity of the fiber problem and the nonlinear optimization problem over various combinatorial families is very limited yet. Of particular interest is the deterministic time complexity of nonlinear matroid intersections, which includes the long-open exact matching problem of [76] as a special case. The approximation providing an $r$-best solution for nonlinear optimization over independence systems in Section 6.2.1 is from [67] and is of an unusual character. The vast literature on approximation algorithms usually seeks feasible solutions whose objective value is bounded by a constant multiple of the optimal objective function value; more information on this line of study can be found in [96]. It is also unusual and quite remarkable that, as shown in Theorem 6.24, the running time needed to solve the problem to optimality is actually exponential. The results in Section 6.3.3 on universal Gröbner bases of zero dimensional ideals are from [6], extending results of [85] on generic radical ideals. More information on this can be found in these papers, the related paper [35], the book [95] by Sturmfels, and the references therein.
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evaluation, 50, 99, 101, 104
independence, 5, 34
linear-optimization, $2,14,15,117$
membership, 2, 15, 31, 33
separation, 20
subgradient, 20

## P

plane-sum, 74, 77
polynomial
degree of, 99
integer, rational, real, complex, 99
multivariate, 99
support of, 99
zeros of, 100, 122
polynomial time, 12
oracle, 12
randomized, 105, 106
primitive tuple, 108, 109, 111, 116, 117
primitive-relation, 93
privacy, 83, 86
problem
assignment, 17, 36, 119
distance minimization, 49, 59
entry uniqueness, 83-85, 87
fiber, 15, 17, 19, 20, 99, 119
many-commodity $b$-matching, 92
many-commodity transshipment, 62,63
multicommodity transportation, 63, 65
multicommodity transshipment, 9, 10, 62
multiindex transportation, 8, 9, 80, 82, 87
nonlinear independence system, 7,117
nonlinear matroid intersection, 7, 106
nonlinear matroid optimization, 5, 102
quadratic binary programming, 33
stochastic integer programming, 66
subset-sum, 81,85
traveling salesman, 7, 36, 108
pure vector, 55

## R

$r$-best solution, 108, 117
radius, 12
randomized algorithm, 105
refinement, 23
restriction, 99, 103, 107, 113

## S

saturated, 110, 113
scenario, 66
separable convex function, $17,43,45,51$, 59-61
simplicial complex, 7
spanning tree, $4,6,35$
stochastic integer programming, $65,66,69$, 70
subset-sum problem, 81,85
supermodularity, 43
support, 11

## T

totally unimodular, $8,29,51,52$
traveling salesman problem, 7, 36, 108
type, 55

## U

unary length, 12
universality, $9,76,89$
of $n$-fold integer programming, 75,89
of tables, 75, 76

## V

vector partitioning, 36, 37

## W

weight matrix, 1

## Z

zonotope, 14, 23
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