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Introduction 

L e t  A ,  B0; .... B a be  c o m p a c t  l inea r  o p e r a t o r s  on  a H i l b e r t  s p a c e  H a n d  l e t  p a n d  q be  

in t ege r s ,  p ~>0 a n d  q > 0 .  Cons i d e r  t h e  o p e r a t o r  

h 

c(2) = 2 ~ I -  A - Z 2"+kBk, (0.I) 
k = O  

w h e r e  I is t h e  i d e n t i t y  o p e r a t o r  a n d  2 is a n y  c o m p l e x  n u m b e r .  I f  fo r  some~A t h e r e  i s  a n o n -  

ze ro  e l e m e n t  u s u c h  t h a t  G(~t)~t ~ 0  t h e n  we s a y  t h a t A  i s , a n  eigenvalue a n d  u a n  eigenvector 

of  G(2). I n  ca se  C(2) = 2 I - A  a n d  A i s  s e l L a d j o i n t ,  a c lass ica l  r e s u l t  a s s e r t s  t h a t  t h e  e igen-  

v e c t o r s  of C(2) (or of  A)  a re  c o m p l e t e .  T h e r e  is a lso  a c o m p l e t e n e s s  t h e o r e m  in  case  A is n o t  

(1) The first author is partially supported by National Science Foundation NSF GP-5558. The 

second author is partially supported by National Science Foundation I~SF GP-6632. 
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self-adjoint but  is in some class Cr (cf. Lemma 7.3 below). But in this case, one can only 

assert that  certain generalized eigenvectors of A are complete (see See. 2 for definitions). 

In  this paper we shall generalize these two results to the case where 4 1 - A  is replaced 

by the C(4) of (0.1). In Chapter 2 we consider the case where A is self-adjoint and we obtain 

various completeness theorems for the generalized eigenvectors of (0.1). In Chapter 3 we 

consider the case where A is not self-adjoint. We then obtain a generalization of the result 

mentioned above for 41 - A ,  with A in Cr. 

In Chapter 1 we prove some preliminary theorems for operators of the form (0.1), 

theorems analogous to well known results for 4 1 - A .  Thus, for instance, it is shown tha t  

each complex number 4 4 0 is either an eigenvalue or else C-1(4) is a bounded operator. 

Chapter 2 deals with the case where A is self-adjoint. In See. 2 we define the concept of 

generalized eigenvector and ,  under certain hypotheses, prove the following fact. Let  v be 

any element of H orthogonal to all the generalized eigenvectors with eigenvalues in a disc 

]41 <A. Let  C.  denote the adjoint of C. Then C, 1(~)v is an analytic function of 4, regular 

in the disc ]41 <A. The idea of studying the analyticity properties of C.l(Tt)v is due to 

Agmon [0] and to Dunford and Schwartz [4], who used it to study completeness of the 

generalized eigenvectors of operators having the simple form: 4 I - A .  

The result of Sec. 2 is used in Sec. 3 to derive various completeness theorems, the main 

ones being Theorems 3.1 and 3.2. Theorem 3.2 is subject to a number of far-reaching genera- 

lizations, and the next  two sections are devoted to a number of these, culminating in 

Theorem 5.1, which we consider to be the most profound result of this paper. 

I t  is obtained in the following way. The results of Sec. 3 are limited to the case p > q. In  

Sec. 4, we introduce certain transformations which, while preserving generalized eigen- 

vectors, have the effect of increasing p. Completeness theorems valid even when p ~q  can 

therefore be obtained by applying the results of Sec. 3 to the transformed versions of the 

original operators. This method of transformation also gives new results when it is applied 

directly to the situation of See. 3 in which p > q. 

In Sec. 5 we apply a process we call "linearization" that  transforms any equation for 

generalized eigenvectors to a system of equations. In the computationally rather involved 

Lemma 5.1 we show that  the generalized eigenvectors of the resulting system are related 

in a simple way to the generalized eigenvectors of the original operator. Therefore, the 

results of Sees. 3 and 4 can be applied to the system of equations, and this gives results for 

the generalized eigenvectors of (0.1). Finally, Theorem 5.1, mentioned above, is obtained 

as a limiting case of the linearization process. 

In Chapter 3 we drop the hypothesis that  A (in (0.1)) is self-adjoint. We restrict ourselves 

to the case where p + h < q. The main result is stated in Theorem 6.2. The proof of this 
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theorem is given in Sec. 7. The method we use is that  of "linearization" of operators (0.1) 

with respect to ~, which means, in this context, the reduction of (0.1) to a matrix operator 

of the form 2 I - A .  This technique has been used before by several authors, notably by 

Agmon and Nirenberg [1]. In that  paper they prove a completeness theorem for a reduced 

weighted elliptic system. Their method depends upon a lemma of Agmon [0] concerning the 

growth properties of the resolvent of a compact operator of a certain class in Hilbert spaces 

Hik=l Hrni(~). The proof of that  lemma makes use of the Cr theory of Dunford and Schwartz 

[4]. Our method also employs this theory, but  in a different way.(1) 

In Chapter 4 we give a few applications of the results of Chapters 2 and 3. We believe 

that  the methods and results of this paper should lend themselves to many other applica- 

tions. 

We conclude this introduction with a brief survey of the literature. Completeness 

theorems were derived for operators of the form 

z 
I - ,~A - ,~2B+ Hk (0.2) 

k=l ;t--ak 

by a number of authors, the first of whom was Miranda [11], who considered the case of 

integral and integro-differential operators. Harazov [8] considered the more general case 

where A, B, H k are compact operators in a Hilbert space. He assumed that  B, (l[ak)H k 

are positive Hilbert-Schmidt operators, that  A is a Hilbert-Schmidt operator, and that  

the range of each H k is finite-dimensional. More recently, Miiller [12] relaxed the last con- 

dition on the H k. His paper also contains a thorough bibliography on the subject. 

The results of Sees. 3 and 4 are related to the work of Shinbrot [14], [15]. In [14] he 

considered the eigenvalue problem 

2u=Au+2"B(~.)u ( g > l )  (0.3) 

where A is a compact, self-adjoint operator with simple eigenvalues, and B(2) is a bounded 

operator satisfying a uniform Lipschitz condition in ~. He proved that  the closed subspace 

spanned by the eigenvectors of (0.3)has finite eodimension if 

/~O,~ 12< ,~ (O,= rain ]~,,-/~jl ) , j . .  (0.4) 

where ~un are the eigenvalues of A. In  addition, Shinbrot showed that  if one adjoins a finite 

number of eigenvectors of A to those of (0.3), the resulting system of vectors is complete. 

(x) See also Addendum at the end of this paper. 
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His method is based on a perturbat ion of the eigenvectors vn of A. The results were genera- 

lized, in [15], to include the case a ~< 1. 

A more recent result is tha t  of Turner [16]; who considered (0.1) with q = 1, p ~> 2. He 

assumes that  A and the Bk's are compact, self-adjoint and positive. In  addition, he assumes 

either tha t  A is in C, for some r < 1/2 o r t h a t  :A is in C, for some r < 2/3 and tha t  the Bk's are 

in C2. He then proves tha t  the eigenvectors corresponding to real eigenvalues fo rm an un- 

conditional basis. He also shows tha t  the non-negative eigenvalues can b e  characterized 

by  variational principles provided the eigenveetors form a basis. Related results for the 

case q = 1, p =  2, h = 0 were obtained in [17], [18]. 

Chapter 1. Preliminary results on the spectrum 

Let H be a Hilbert space and let A, B 0 ..... Bh be compact operators on H.  We shall 

establish completeness of certain sets of elements u of H related to solutions of the equation 

h 

~qu= A u +  ~. ~+kB~. (1.1) 
k = 0  

Here p and h are non-negative integers, while q is a positive integer. We introduce the 

operator 
h 

C(2) = h a l -  A - ~ 2~+kBk, (1.2) 
k = 0  

and begin with preliminary results which show tha t  the structure of the "spectrum" of 

C(~), like that  of the more familiar operator 4 1 - A ,  consists only of "eigenvalues" of finite 

multiplicity, forming at  most a countable sequence without finite points of accumulation, 

except possibly 0. 

We need a few definitions. Let  (~ denote the complex plane. We define two subsets of C: 

a(A; B 0 ..... Bh) ={~EC; C(~t) is not one-to-one}, 

~(A; B 0 ..... Ba) ={~tEC; C(~t) is one-to,one and onto}. 

Note that ' i f  A, B 0 ..... B h are merely closed and )t Eo(A; B0, .... Bh), then C-1(~) (the inverse 

of C(2)) is a bounded operator in H (by the closed graph theorem). 

Clearly g(A; B 0 ..... Bh) and o(A; B 0 ..... Bh) are generalizations of the ordinary notions 

of point spectrum and resolvent set of an operator. 

THEOREM 1.1. Suppose p §  <q. Let A ,  B o .. . . .  Bh be bounded operators. Then a(A; 

B o .. . . .  Ba) is a bounded set. 

Proo/. Let ~t E a(A; B o ... . .  Bh), Then there exists an element u of H with [lu[[ = 1 satis- 

fying (1.1). Hence 
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h 

k=0 

The r igh t -hand  side is a polynomial  in [;t I of degree < q. Hence  1)~[ is bounded.  

THEOREM 1.2. Let A,  B o, ..., B h be compact operators. Then 

e = {0} U o(A; B o . . . . .  Bh) I.I a(A; B o . . . . .  Bh). 

Pro@ Let  40 be a non-zero complex number  which does not  belong to ~(A; B 0 . . . . .  Ba). 

In t roduce  the opera tor  
h 

D =  A + ~ 2P+kB 0 k* 
k=O 

Then 2~ I -  D is ei ther not  one-to-one or is not  onto. I n  ei ther case ha is in the  spec t rum 

of D. Since ~ ~ 0 and D is compact ,  this means  t h a t  ~ is an eigenvalue of D. Therefore,  

~ I - D  is not  one-to-one. Bu t  this means  t h a t  ~o E a(A; B o . . . . .  B~). 

THEOREM 1.3. Let A,  B o .. . . .  Bh be compact operators and assume that ~(A, B o . . . . .  Bh) 

is not empty. Then the set a(A; B o ..... Bh) is either/inite or countable. I n  the latter case it has 

no/ in i te  limit-points except possibly ,~ =0.  I / ~  Ea(A; B o ... . .  Bh) then the space o/solutions o/ 

(1.1) is finite dimensional. 

Note tha t ,  b y  Theorem 1.1, if p + h < q  then  the  set Q(A; B o . . . . .  Bh) is not  empty .  

Pros/. Our proof  follows one of the  classical proofs for the case where C(~t) = 2 I - A .  I t  

suffices to show that ,  for any  A > 1, the  set  

S A = ( 7 ( A ; B  o . . . . .  Bk) N {~EC; A~< '~ '  ~<A } 

is finite. Since A, B 0 . . . . .  B h are compact ,  t hey  can be decomposed as follows: 

A = A (1) + A (~), 

Bk = B(~ 1) --(2) - t - / J k  , 

where the  ranges R ( A  (1)) and R(B(~ 1)) are finite-dimensional,  and the  norms of A (2) and  

B(~ ~) can be made  smaller  t han  any  prescribed posit ive number .  We can thus  assume t h a t  

h 

hq[llA(~)ll + ~ i~+~llB(k2)l] ] < �89 (1.3) 
k=O 

h 

Set B(~) = A + ~ $'+kBk, 
k = l  

h 

B(l)(2) = A ~ + ~. 2"+kB(~) (i = 1, 2). 
k~0 

6 -  682903 A c t a  mathemat ica .  121. I m p r i m 4  le 18 sep~embre 1968. 
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An equat ion of the form 2qu = B(2)u  + [ is equivalent  to 

[I-:- ~q B(9)(2)] u= ~q[B(1)(2)u + /]. (1.4) 

Because of (1.3) we have,  for any  2 in the region A - ~ <  121 ~<A, 

B(~'(2) ~<Aq IIA(~'II+ Z A'+~IIBf'II)<�89 
k=O 

Therefore,  [ I-2-qB(2)(2)]-1 exists and is a bounded operator.  We can then  write (1.4) in 

the form 

u = [2 q I - B(2)(2)]-1 [B(1)(2) u -t- ]]. (1.5) 

Le t  {q0m} be an or thonormal  basis for the  finite-dimensional subspace 

R----{vEH; v= v~ + k=o ~ uk' v~ ukER(B(kl))}" 

Denote  the dimension of R by  N and the scalar product  in H by  ( , ), Since B(1)(2)u is 

in R, (1.5) is equivalent  to  

N 

u = [2 a I - B(2)(2)]-1 / + ~ (B(1)(2) u,  ~n) [2 q I -- B(~)(2)] - 19%" (1.6) 
n=l  

Set xk(2) = (B(1)(2)u,  q~k). 

uniquely  the equat ions 

N 
x ~ -  ~ (B('(2) [2qI-  B(2)(2)] -~ %, (1) cpk)x~= (B (2) [2qI-B(~)(2)]-1/ ,  ~0k) 

i.e., if the  condition 

Then, (1.6) has a unique solution if and 0nly if one can solve 

det  {I  - (B(1)(2) [2 q I - B(~)(2)] -'1~0~, ~0k)} = 0 

(k = 1, . . . ,  N ) ,  

(1.7) 

(1 .8)  

is not satisfied. In  fact,  applying B(1)(2) to bo th  sides of (1.6) and taking the scalar prod- 

uct  with ~0k we obtain the system (1.7). On the other  hand,  if (x1(2) . . . . .  xN(2)) forms a 

unique solution of (1.7) then  the element 

N 
U = [;t q I - B(2)(2)]-1 [ l  -~- ~ Xk(2) qi)k] (1 .9 )  

k=l  

is easily seen to satisfy (1.6). The correspondence (Xl(2) . . . . .  XN(2))--~U is one-to-one. 

In  view of Theorem 1.2 it  follows tha t  2 Ea(A; B o .... , Bh) if and only  if it satisfies (1.8). 

Note  now tha t  B(1)(2) is a polynomial  in 2. Also, [)tqI-B(~)(2)] -1 is analyt ic  in 2 for 

A -1 --<12[ ~<A, since the Neumann  series for this operator  converges there.  Thus the relation 



N O N L I N E A R  E I O E N V A L U E  P R O B L E M S  83 

(1.8) has the  fo rm P ( 2 ) = 0  where P(2) is an analyt ic  funct ion for  A - 1 ~ [ 2 ]  < A .  Since 

~(A; B 0 . . . . .  Bh) is not  empty ,  P(2) ~ 0. Hence  the  equat ion (1.9) has a t  mos t  a finite n u m b e r  

of solutions for A -1..<121 <A.  

Finally,  th~ last  assert ion of the theorem is a consequence of the  fact  t h a t  a n y  solution 

u of (1.1) (with A -~ ~<121--<A ) mus t  have  the  fo rm (1.6) with [ = 0. 

Remark. Note  t h a t  the x~(2) occurring in (1.9) are analyt ic  funct ions  for ;tEo(A; B o . . . .  , 

B~). This implies t ha t  C-1(2) is analyt ic  for 2 E~(A; B o . . . . .  Bh). 

Chapter 2. The case of A self-adjoint 

2. Fundamental iemmas 

I n  this chapter  we shall continue to s tudy  equat ions of the  form 

h 

2qu= Au + ~ 2~+kBku, (2.I1 
kffiO 

but  the basic hypothesis  t h a t  A is self-adjoint  will be made.  As before, int roduce the  

opera tor  

h 

C(;t) = 2qI  - A - ~ 2~+kBk. (2.2) 
kffi0 

Assume t h a t  ~(A; B 0 . . . . .  Bh) is non-empty .  Then,  b y  Theorem 1.3, i t  is an  open set .  

As we r emarked  a t  the  end of the  last  section, C-1(2) is an  analyt ic  func t ion  in C, regular  o n  

the  open set  ~(A; B 0 . . . . .  Bn). As (1.7) shows, the  functions xk(;t) occurr ing in (1.9) are r a t io s  

of de te rminants  o f  regular  analyt ic  functions. Therefore,  b y  (1.9), C-1(2) has isolated singu- 

larities a t  the  points  of a(A; B o ..... Bh). Fur thermore ,  if 2oEa(A; B o .... , Ba), then,  in a punc -  

tured  neighborhood of 4 o, C-1(2) is a finite sum of t e rms  of the  fo rm (p~(2)/q(2))P~ where Pe 

is a bounded  opera tor  independent  of ~t and  p~(2), q(2) are regular  ana ly t ic  functions,  q(2} 

having an  isolated zero a t  4 o. Consequently,  C-1(2) has a pole a t  4 o. 

Definition. Let  2oEa(A; B 0 . . . .  , Bh), 2040 ,  and  let n be the  order  of the  pole of C-1(2) ~ 

a t  2 =40. Le t  ' =  (d/d2). B y  a packet o/generalized eigenvectors of C(2) (or of (2.1)) a t  )l =;to, 

we shall mean  a vector  (u0, u I . . . . .  un-1) whose components  are e lements  of H satisfying: 

the  following sys tem of equations: 

C(2o) Uo = 0, 

C(2o) ul = - C'(2o) u0, 

1 
c ( ~ o )  u n _ l  = - c ' ( 2 0 )  u n _ 2 -  ~ c ' ( ~ . )  u~_~  - . . .  

( n -  1)! 
- -  C ( " - ' ( 2 o )  Uo. 

(2.3) 
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The  non-zero components  u~ of each such vector  (u0, u x . . . .  , u~_l) will be called generalized 

eigenvectors of cOt) a t  )t =)t0. 

I t  should be  no ted  t ha t  if a set {u o . . . . .  uk-1} satisfies the  first k equat ions in (2.3), where 

k<n ,  and if there  do not  exist e lements  uk . . . .  , u~_ 1 such t ha t  the  last  n*-k equat ions of 

(2.3) have  a solution, then  the  elements  u o . . . . .  uk-1 are not  necessari ly generalized eigen- 

vectors.  

Consider the  special case where C ( ) t ) = ) t I - A .  I n  this case Dunford  and  Schwartz  [3] 

have  also defined the  not ion of a generalized eigenvector.  They  call an  e lement  vEH a 

generalized eigenvector  if v satisfies an  equat ion 

(A -)to I)  k+lv = 0 (2.4) 

for  some non-negat ive  integer k and  )toE(~. We wish to point  out  t ha t  when C(~t) = ) t I - A ,  

our not ion coincides with the  not ion of Dunford  and  Schwartz.  

I f  C ( ) t ) = ) t I - A ,  equat ions (2.3) reduce to 

( A  - )to I )  u 0 = 0 ,  

(A - )t0 I )  u x = u 0, 
. . .  

(2.5) 

(A - ) to I )un_x=u~  ~. 

uk (O<~k<n-  1) satisfies (A-- ) t0I )k+Xu~=0 and is, I t  follows immedia te ly  t ha t  each 

therefore,  a generalized eigenvector  in the  sense of Dunford  and  Schwartz.  

"Suppose conversely t ha t  v is an  e lement  of H satisfying (2.4) for some k >~ 0. B y  

[3] it follows t h a t  v satisfies (2.4) with (possibly a n o t h e r ) k  such t ha t  O<~k<~n-1. Set 

u~ = (A-)toI)n-l-~v (0 <~i <~n- 1). Then  (u 0 . . . . .  un_l) is a solution of (2.5) and  is, therefore,  

a packe t  of generahzed eigenvectors  of C ( ) t ) = ) t I - A  a t  )t0. Since u=_ 1 =v,  it  follows t h a t  v 

is a generalized eigenvector  in our sense. Thus,  the  Dunford -Schwar tz  definit ion coincides 

with our definition. 

Definition. Denote  by  spR(C) the  closed subspace spanned b y  the  generalized eigen- 

vectors  of the  opera tor  C()t) (given b y  (2.2)) when )t varies in the  disc I)t] < R ,  and  write 

~p(C) = spoo(C). Similarly denote  b y  spR(C) the  closed subspace spanned by  the  eigenvectors 

.of C()t), when  )t varies in the  disc I)t] < R, and write sp~ = s p ~  

Le t  )t0Ea(A; B 0 . . . . .  Bh), )to# 0 and  let u()t) be any  function,  wi th  values in H,  analyt ic  

i n  a neighborhood of )t =)t0. I f  we denote  by  n the  order of the  pole of C-X0t) a t  )t =)t0, then  

w e  have  

~ 0  UX ~ n  - 1 

C-l()t)u()t) ()t Z-~o~- -4 ( ) t _ ~ ) n _ x +  ... +~_~o- t -w() t ) ,  (2.6) 

where  w()t) is analyt ic  a t  )t =;to. 
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Notation. We shall denote by G(C(2o) ) the closed subspace spanned by all the genera- 

lized eigenvectors of CO.) at 2 =2o.lWe shall denote by ~(C(2o) ) the closed subspace spanned 

by all the elements u o ..... un_ 1 occurring in the expansion (2.6), when u(2) varies over the 

set of all functions analytic in a neighborhood of 2 =20. 

LEMMA 2.1. G(C(2o) ) =~(C(2o) ). 

Proo/. If we apply C(2) to both sides of (2.6), we conclude that  the function 

g ( 2 ) =  c ( 2 )  ( 2 - - 2 ~  -~ + u~ 
(2 - ~to) ~ ~ ~- "'" + 2 - 20/  

(2.7) 

is analytic at 2 =2o. Developing C(2) into Taylor's series about 2 =2 0 we find that  (2.3) 

holds. This shows that  G(C(2o) ) c G(C(2o) ). 

Suppose conversely that  (% .... , u~_l) is a packet of generahzed eigenvectors of C(2) 

at 2 =2o. Then the function g(2) defined in (2.7) is analytic at 2 =2o- Since (2.6) clearly holds 

with u(2)=g(2), w(2)=O, it follows that  the u~ belong to G(C(2o) ). Thus we have proved 

that  G(C(2o))C~(C(2o) ). 

Lemma 2.1 gives a useful characterization of generalized eigenvectors. We shall use it 

to prove the following lemma. 

LEMMA 2.2. Let k be any positive integer and set F(2) = C(2k). Then 20( # O) is a pole o~ 

C-1(2) o/ order n i/ and only i/ each k-th root 2~/~ is a pole o/F-1(2) o/order n. Moreover, in 

that case, 

G(r(20~'~))  = G(O(~0)) .  ( 2 . s )  

COROLLARY. spR(F) =spRk (C). 

Proo/. Let 20 be a pole of order n of C-1(2), 20 # 0, and let u(2) be an analytic function in 

a neighborhood of 2 =20. Then (2.6) holds. For any k-th root/x o =),~/k, let # =/x(2)=21/k be 

the uniquely defined analytic function in a neighborhood of ~t o with/x(2o) =#0. Setting v(/x) 

=u(~t), we obtain from (2.6), 

1~-1(~) V(~) = C-1(2) u(2) ~0 Ul Un - 1 
(#k__]l~$~) n }- (~k__~k)n_l-4- ...-}- k ~ ' 4 -  W0(#), (2.9) 

where wo(#) is analytic at ~t =/~o. Note that  v(#) is analytic at /x = #o. From (2.9) we get 

VO V l  Vn - 1 
F-l(#)v(Ft) (g_~o),A ( # _ # o ) n _ l + . . . +  +w~(p), (2.10) 

# -/~o 

where Wl(~) is analytic at # =/~o, and the v~ are linear combinations of the u s (0 ~<j ~< i) and 
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vice versa. Clearly, when u(X) varies over the set of all functions analytic at  ~ =~0, v(#) varies 

over  the set of all functions analytic at  # =#0. I t  follows tha t  

~ ( r (~ '~ ) )  = O(C(~o) ). (2.11) 

Suppose now that  F-l(#) has a pole at  some point/~o # O. We claim tha t  there is a 

pole of C-1(~) at  the point Xo =#~. Indeed, the map ~-~#(2) =X 1/k (with #(2~/k) =/x0) is a one- 

to-one analytic t ransformation from a neighborhood of ~o into a neighborhood of #0. I t  takes 

C-~(X) into I'-1(/~). Since the latter is not analytic at  # =kto, C-~(2) must have a pole at  ~o. 

We have so far proved all the assertions of Lemma 2.2 with (2.11) instead of (2.8). Now 

use Lemma 2.1 to deduce (2.8). 

LEMMi 2.3. Assume that ~(A; B o ..... Bh) is non-empty. Then there is only a finite 

number o/ linearly independent generalized eigenvectors o/ C(~) at '~o. 

Proo/. By Theorem 1.3, there is a finite number, say N, of solutions u 0 for the first 

equation in (2.3). For each such %, consider the second equation in (2.3). I f  there is at  least 

one solution, then the number  of linearly independent solutions is at  most N. Repeating 

this process a finite number  of times, we cover all the equations (2.3) and obtain at most a 

finite number  of generalized eigenvectors at  each step. The lemma follows from this. 

Definition. Let  A be a compact self-adjoint operator. Denote by {2n} the sequence of 

eigenvalues of A. If  

~ (2 .12 )  

for some r > 0, then we say that  A is in class Cr. 

We can now state our main lemma. 

LI~MMA 2.4. Let p >q. Suppose that A,  B o ..... B h are compact, that A is sel/-ad]oint and 

one-to-one, and in class Cr /or some r < (p/q) - 1. Then the set Q(A; B0, ..., Bh) is non-empty. 

Furthermore, i/ an element v in H is orthogonal to all the generalized eigenvectors o/C0,), ~ E (~, 

then the/unction 
v(2)~C,l (~)v  (C. denotes the adjoint o/C) (2.13) 

is an entire analytic/unction o/ 2. 

Note tha t  the right-hand side of (2.13) is well defined and regular on ~(A; B 0 ..... Ba). 

The last assertion of the lemma is the s tatement  that  the right-hand side of (2.13) can be 

extended into the whole finite plane so as to become an entire function. 

In  proving Lemma 2.4 we shall need the following lemma. 
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LEMMA 2.5. Let A be a compact sel]-adjoint operator with zero null space, and suppose 

that A E C T/or some r > O. Then there exists a sequence {ktn}, kt, xa 0, such that 

C 
II(xI-  A) -'  II -< I ~  whene,e~ IX1 = ~-, 1 . < . <  ~ .  (2.14) 

Proo]. Denote the eigenvalues of A 'by 2n, and let  u~ be an eigenvector correspond- 

ing to  ~,, such tha t  {u,} is a complete or thonormal  sequence. Then  we have 

( ~ I _ A ) _ l u  = ~ (u, un) .~-_~u.. 

Therefore,  if (~(~)= min [~n - ,~ !, 
n 

.o1  I+, ' . 

(2.15) 

1 
I t  follows tha t  II (~tI - A ) ' l l  < (2.16) 6(/.)" 

Le t  {v,} be the sequence of distinct values of I~, l, ~n+l ~<'Pn, and define 

Then, if I xl = r : ,  

y n  = l ( 'Fn -~- Dn+l)" 

II(;tZ-A)-" I1 < - -  
~n- -~n+l  

Therefore, it suffices to  show tha t  there are infinitely many  values of n such t ha t  

vn - v~+l >~ c. v l+r, where c is a positive constant .  

If  this were false then, for  some n o > 0, 

Since A E Cr, ~ v~ < ~ .  I t  

number  nl( ~> no) such tha t  

v n + l > v , ( 1 - c v ~ )  for all n ~ n  o. (2.17) 

follows tha t  n~t-->0. Therefore,  for any  e > 0  there  exists a 

E 
~ , < ~  i fn>~nl .  (2.18) 

From (2.17), (2 .18)we get vn+l > v n ( 1 - T r ) .  

Induct ive ly  we obtain 

n, /  n ~ T i /  - ~ - - 1 / =  n,"  r ( n l -  c~') 

F ( n -  c~,) 

r(n)  ' 

where F denotes the F-function.  
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Using the asymptot ic  formula  (see, for instance, [5; p. 47]) 

F(z)=e-~e(~-al~)~~ ( l < z <  oo), 

we find tha t  F(z + a!= (z + a)~ (l  + O(~) ) 

This relation with z = n -  ce r, a = ce r gives 

F(nl) 1 

v~ >v~," F ( n l _  cg  ) 2n ~" 

if n is sufficiently large. Choosing ~ such tha t  e ' <  1/rc, we find that ,  for some positive 

constant  ca, 
nv~ >~ c 1 n T M  ~ c~ if n ~ ~ .  

This contradicts the fact  t ha t  nv~ -~ 0 as n-~ ~ .  

We now proceed with the proof of Lemma 2.4. Since A satisfies the  conditions of 

L e m m a  2.5, we have 

II(AoI-A)-all < [).1,c(1+, ) for lal (2.,9) 

where {/tn} is a sequence which decreases to 0 and c is a constant.  Hence, 

I ~ O'qI-A)-a)?+kBk ~<cl)']"-"(l+~) f~  xtq k=o =/~" " (2.20) 

Since r <  - p -  1, we have p - q ( 1  + r ) > 0 .  Hence the r ight-hand side of (2.20) goes to 0 as 
q 

/~  ~ O. I t  follows tha t  
h 

(I-- ~ (,~q I -  A)-i ).V+kBk) -1 (2.21) 
k=O 

exists if ]2] = tt TM and n is sufficiently large. I t  can now be immediately  verified that ,  

whenever 141 = llq #n , C-I()t) also exists, and is given b y  

h 

C-a(2) = ( I -  ~ (,~q I - A) -1 ] t ~ + k B k ) - l ( ~ q  I - -  A) -1. (2.22) 
k=0  

We have thus proved tha t  the set ~(A;B0, .. . ,  Bh) is non-empty.  

F r o m  (2.20) it follows tha t  the norm of the operator  in (2.21) is bounded by  2 if 

I;tl = #~/q and, say, n >~ nl. Hence, f rom (2.19), (2.22) we get 

C 
for (2.23) 
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Now, let v be an e lement  in H or thogonal  to all the  generalized eigenvectors of C(2), 

EC. Consider the  funct ion 
~(~) = (C-1(),) u, v), (2.24) 

where  u is a f ixed e lement  of H.  

~(2) is an  analyt ic  function, regular  in the  open set  ~(A; B 0 .. . . .  Bh) , and  ~(~.) can have  

singularities only a t  the  points  0, ~ and  the  points  of a(A; B o . . . . .  Bh). I f  40 E a(A; B o ..... Bh), 

then  

u~ Ul -4- un-1 w(2), (2.25) 
C-~ (~ )u=  ( ~ - 2 o )  ~ ~ ( 2 - ~ o F  -1 ~ . . . .  ~ - ~ + z o  

where  n is the  order of the pole of C-1(2) a t  20, and  w(2) is regular  a t  2 o. L e m m a  2.1 shows 

t h a t  u o . . . . .  un-1 are generalized eigenvectors of C(2) a t  20. v is therefore  or thogonal  to them.  

I t  follows t h a t  ~(~) = (w(2), v), so t h a t  q(2) is regular  a t  ~ =4o. 

We nex t  consider the  s ingulari ty of ~0(~) a t  ~ =0 .  In t roduce  the  funct ion g(2) =)ivy(2). 

F r o m  (2.23) we see t h a t  

Ix(~)l ~< I~1~11c-1(2)1111ull Ilvll ~ 

. �9 l l q  < on the  boundary  of each ring #=+1 12l <t,~/q, n >~ n r Since Z(2) is regular  in each such ring, 

the  m a x i m u m  principle implies t ha t  •(2) is un i formly  bounded  in a punc tu red  neighborhood 

of ), =0 .  I t  follows t h a t  X(2) has a removab le  s ingulari ty a t  2 =0 .  Consequently,  ~0(2) has  a 

pole at ~ =o of order ~<p. Since 1~(2) 1 ~<~ 121 -o(~+" and q(r + X)<p, the  order of the  pole 

is ac tual ly  ~ < p -  1. 

_ av -  ~ a v -  2 -b al 
We thus  have  ~v(~t) - ~ + ~ : ~  ...  + ] + ~o(~t), (2.26) 

where ~(2) is an entire funct ion and  

1 f l  2k - l (C- l (2 )u ,v )d2 ,  R > 0 .  

I f  we choose R = g1i~ for some sufficiently large fixed n and make  use of (2.23), 

we find t h a t  

f~ la~l< 7:~llullllvllld~l<eonst. ll~ll. 

Thus,  ak = ak(u), which is obviously a linear functional  of u, is also a bounded functional.  

I t  follows tha t  there exists a unique element  wk in H such tha t  ak(u) = (u, wk). 

Next ,  if ~ E ~(A; B o . . . .  , Bh) then  

I~(~)1-< II v-l(~)ll Ilull IIvll, 
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i.e., ~o(X)~0(X; u) is a bounded linear functional i n u .  From (2.26) we then conclude that  

there exists an element v(X) in H such that  ~(X)--~v(X; u) has the form (u, v(X)) for all 

X e ~(A; B o . . . .  , Bh). Hence, 

- 1  - - -  W p - 1  W p - 2 - 4 -  W l  
C. (~t) v -  ~ + Xp_2 : . . .  + -~- + v(X) (2.27) 

for all ~t E~(A; B o ..... Bh): 

The function v(X) is regular in 0(A; B 0 .... , Bk). We claim that  at each point 4o of a(A; 

Bo, .... Bk), v(X) has a removable singularity. Indeed, for any u EH, (2.26) gives 

](u, v(X)) I <c  (c=c(u)) (2.28) 

for all X in some punctured neighborhood V of 40. The principle of uniform boundedness 

implies that  IIv(X)I] ~<c in V. Therefore v(X) has a removable singularity at X 0. Defining v(Xo) 

by  continuity, we thus have that  v(X) is regular at X=Xo. We now define C,l(~)v at X=X o 

such that  (2.27) holds also at X =40. 

Since (u, v(X))=yJ(X) is regular at X =0, (2.28) holds in a punctured neighborhood of 

=0. We conclude, as before, that  v(X) is regular also at X =0. Thus, v(~t) is an entire analytic 

/unction. 

We now apply C.(~) to both sides of (2.27) and obtain: 

h 3) v = XV+kB * ... + + C.(X)v(X). 

The only coefficient of X -v+t is -Aw~_ 1. Hence AW~_l=0. Since A is one-to-one, we get 

wp_ 1 =0. In  the same way it follows that  w~_ 2 =0,  and, in general, that  all the % are zero. 

The last assertion of the lemma then follows from (2.27). 

From the proof of Lemma 2.4 we also obtain the following result: 

LI~M~IA 2.6. Let A ,  B o . . . . .  Bh be as in Lemma 2.4. I / a n  element v o / H  is orthogonal to 

all the generalized eigenveetors o/C(,~)/or which IX[ <A, then the ]unction v(,~)=-C,l(~)v is a 

regular analytic ]unction in the disc [,~ ] <A. 

3. Completeness theorems in ease p > q 

Our first completeness theorem is for equations of the form 

~ q u = A u + X V B u  (1 <~q<p). (3.1) 

T~OR~,M 3.1. Let A ,  B be compact sel/-adjoint operators wi th  zero null space. Assume 

that A is in Cr and B is in C s where r < ( p -  q)/q, s < q / ( p -  q). Then the generalized eigenvectors 

o/(3.1) are complete. 
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Proo]. Let  v be an  element of H orthogonal  to all the generalized eigenvectors of (3.1). 

We  have to show tha t  v=O. For  any  uEH,  consider the funct ion ~(A) =(C-~(2)u, v). By  

L e m m a  2.4, v(~)-----C,1(~)v is an  entire function. Setting ~t = 1/~u we find tha t  ~(~)=/~P~0(ju) 

where 

Cf o([~ ) = ( (/uP-q I - B - #P A )-lu, v ). 

I n  view of our assumptions on B, we can now apply  the considerations of L e m m a  2.4 to the 

funct ion ~00(ju ). We conclude (cf. (2.26)) tha t  ~0(lu) has at  most  a pole of order p - 1 at  ~u =0 .  

I t  follows tha t  ~c(2)-~0 as 2 - ~ .  This implies t ha t  v(2) is bounded in a neighborhood of 

~t=c~. Hence, by  Liouville 's theorem, v(~)~const .  Since, however,  (u, v(~))=~c(~t)->0 as 

~t-~ cr v(~t)--0. F rom (2.13), with fixed ~ in ~(A; B), we then  conclude tha t  v = 0. 

Remark. Theorem 3.1 can also be s tated in the following way. Consider the equat ion 

2 u = A u + ~ 2 B  ( a > l )  (3.2) 

where ~ is a rat ional  number  p/q. I f  A, B are compact ,  self-adjoint and one-to-one, and  if 

A E Cr, B E C~ where r < ~ - 1, s < 1 / ( ~ - 1 ), then the generalized eigenve ctors of ).qI - -  A - ) 2  B 

are  complete. L e m m a  2.2 shows tha t  the generalized eigenvectors of ) . q I - A - 2 P B  and  of 

~kqI--A--~k~B span the same subspace. Thus the above result  does not  depend on the 

representat ion ~ =p/q of ~ as a ratio of Integers. 

We shall next  consider the  general case (2.1), and  prove a completeness theorem in 

case B 0 . . . . .  Bh have sufficiently small norms. We first derive some auxil iary results. 

Let  v be an element of H,  and let {Vn) be a sequence of elements of H (0 ~< n < co). Let  

{Dk) be a sequence of bounded operators in H (0 ~ k < ~ )  and  assume tha t  D o is one-to-one. 

Le t  v, v~, D k satisfy the formal relation 

i.e., 

v = ( D o - ) . q I  + ~12q+kDk) (~_o2nvn), (3.3) 

~= ~ ~nDovn = ~ i~nvn_q~_ ~. ~n.nlvn_q 1_ }_ ~ ~nD2 Vn_q_2-~- . . . .  ( 3 . 4 )  
n=O n=q n = q + l  n=q+2 

In t roduce  the following column vectors with q Components: 

(i) 1:::1 ) v= , vm= I (m+1,o_1 (3.5) 

These vectors are elements of the space Ha = H • ... • H (q factors). Denote  by  I the unit  
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matr ix  in H q and set D O = D O I. Then, the first q equations obtained from (3.4) can be 

writ ten in the form 

D O v o = v .  ( 3 . 6 )  

The next  set of q equations can be writ ten in the form 

D O v 1 = v 0 - D 1 Vo, (3.7) 

where 

0 0 0 . . . 0  0 (oo 
D1 = D 2 D 1 0 0 �9 (3.8) 

Dq 1 Dq_2 Dq-s  D1 

Note  tha t  if q = 1 then D t = 0. 

B y  equat ing the coefficients of 2 ~q+j on both  sides of (3.4), we get generally 

DO Vnq+1 "~- V(n-1)q+i -- D1 V(n-1)q+.f-1 -- �9 �9 �9 -- D(n-1)q+i V0. (3.9) 

Taking j = 0, 1 . . . .  , q -  1 we can write these q equations in the matr ix  form 

n - 1  

D0vn = v ~ - l -  ~ Dn_jvj,  (3.10) 
J=0  

where, as is easily verified by induction, 

�9 .. D(m-1)q-(q-1) 
/ D(m-1)q D(m-1)q-l "" D(m-1)q-(q-2) I (3.11) 

D m = t  D(.m-1)q+l D(m-1)q 

\D(m_l)q+(q_l) D:m_l)q+(q_2 ) :i: D:rn_l)q - 
for all m/> 2. 

The relations (3.6), (3.7), (3.10) enable us to solve for vn uniquely in terms of v. I n  

fact,  vn is clearly a linear funct ion of v, say  vn = Wn v, where the operators Wn are uni- 

quely determined. We introduce the linear operator V~ by  setting Vn = D~ +lWn, so tha t  

vn = D o  (n+l) Vn v. (3.12) 

I f  we can construct  operators Vn such tha t  

n - 1  

Dff n Vn = Do n Vn-1 -- ~ D~_~ Do(J+l)Vj, (3.13) 
t = 0  

then the vn defined by (3.12) will satisfy (3.10). I f  we take  

Vo = I  (3.14) 
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then (3.7) will also be satisfied. Thus, the unique solution of (3.7), (3.10) will be given by 

(3.12) provided the Vn satisfy (3.13), (3.14). 

We shall t ry  to construct the Y~ in the form 

Do n i n  = (I - Xn Do) Dol(I - X n _  1 Do) Do1 ... Dol(I - X 1 Do) Dol(I - X o Do) , (3.15) 

For n = 0  this relation becomes V o = I - X o D  o. Recalling (3.14) we conclude that  Xo=0. 

LEMMA 3.1. Assume that,/or some 0 < 0 < 1 ,  

{ll D~ ~<0. (3.16) 
k = l  

Then the system o/equations (3.13), (3.14) has a solution o] the ]orm (3.15). The X~ are uniquely 

determined and satis/y the inequalities: 

IlK.Doll <0 ( 0 < n <  ~ ) .  (3.17) 

Proo/. We proceed by induction on n. The case n =0 was considered before: (3.14) has 

a solution Vo = I - X o D O with X o = 0. We now proceed from n - 1 to n. We t ry  to determine 

X~ by substituting the expression (3.15) and the similar expressions (assumed by the 

inductive hypothesis) for the D61Vj (0 ~<j ~<n- 1) into (3.13). We find that  

n - I  

X~ D O D o i ( I -  X~_I Do) Do1. . .  D o l ( I -  X o Do) = ~ D~_ t D 6 1 ( I -  X s Do) Do1... D61(I -  X o Do). 
t - 0  

Since, by the inductive assumption, ][XjDol I ~<0 (0 ~<?" ~<n- 1), each operator I -  XjD o in the 

last equation has an inverse. Thus X~ is uniquely determined and 

n 2 

X~ D O = D 1 + ~ D~_i(I - Xt+ 1 Do) -1 D o . . .  Do(I - Xn-1 Do) - 1 D  0. 
1 = 0  

1 
Using the inequalities [[(I- X~ Do)-~][ ~< 1 7  

~-1 {ll D o l l ~ - i - ,  
and (3.16), we get IIX~VoU < t=o y IID~.II \g :o-  o/ <o. 

This completes the proof of the lemma. 

LEMMA 3.2. Let {Dk} be bounded operators in H with D O one-to-one, and assume that 

(3.16) holds/or some 0 <0 < 1. Let {v~} be a sequence o/elements in H ~atis/ying: 

1In 1 > II 9o II (3.18) limsupl]v~ = ~ ,  where R 1 - 0 "  

I / v  is an element o / H  which satisfies (3.3)/ormaUy, then v = O. 
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Pro@ For  a n y  z in H q, 

I1,.11 
II D; I", II >1 II Do II" 

Also, by  L e m m a  3.1, 

II(I-XjDo)Zll>~(1-0)llzll (i>~1), x o = o .  

Therefore,  we obta in  f rom (3.15) 

/1-o F 
II Do=V~vll >1 \ll Doll/ Ilvll 

for any  v E H  q. Now let v be related to  v by  (3.5). Then,  (3.12) shows tha t  

[ 1 - 0_'~ n ( 1 -  0'~ n 

IIDov=ll = II D~V~vII i> kll Doll/ Ilvll = \11 Doll/ llvll. 

Hence _<llDoll 
II vlll'~ ~ i ~ - 0  II Doll 1'~ 11 v~ll 1'~. 

Using (3.18), we conclude that  lim sup II vii1'" < 1. But  this is possible only  if Ilvll = 0. 
n - ~ o o  

For  the  rest  of this chapter ,  a certain hypothesis  on the  opera tors  A, B 0 . . . . .  B h will be  

repea ted ly  made.  Therefore,  it will be convenient  to give this hypothesis  a name.  

Definition. We shall say t h a t  C(2), given b y  (2.2), satisfies the  hypothesis  :gr if t he  

opera tors  A, B 0 . . . . .  B h are all compac t  while A is one.to-one,  self-adjoint  and  in class Cr- 

We re tu rn  to the  equat ion (2.1) and  introduce the  following notat ion:  

t f3q-1 11/3 ~ = 1 ~__Y IlB(=-3)q+,-(~-.)1131 if n/> 2, 

f q-1 31112 (3.19) 

where, b y  definition, B~ = 0  if ei ther  i < 0  or if i >h .  Note  t h a t  fin = 0  if n > 1 + (p +h)/q. 

We can now s ta te  the  following completeness theorem.  

THEORV.M 3.2. Let C(2) satis/y the hypothesis rltr /or some r < (p / q) - l . 1 / /or  some 0 < 1  

~,,/IIAIIN~-~ <o l"',i-:- 0) (n~ [a~-h] +1 ) (3.2o) 

then spa(C) = H ]or any R > IIA [I/(1 - 0). I n  particular, the conclusion holds q I[ Boll . . . . .  II Bh [1 

are small enough. 
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Proo]. Le~ v be orthogonal to all the generalized eigenveetors of (2.1) with 121 < R. We 

have to show that  v =0. By Lemma 2.6, there exists an analytic function v(2), regular in the 

disc [2[ <R,  such that  

v=C,~(~)v(2). 
Writing v(2) = ~n =o vn 2 , we have 

v= 2 q I - A  - ~ 2V+kB * if [2[<R.  
k=-0 / 

We now define the Dj in (3.3) by 

D o=A,  D g = 0  if l < k < p - q - 1  (p rov idedp/>q+2) ,  

Dk+v_q=B~ i f 0<k<~h ,  Dk+v-q=0 i f k > h .  

Recalling (3.8), (3.11), 

isfies 

(3.21) 

and the fact that  the norm of any matrix-operator D = (D~) sat- 

II D II < sup { ~ II D,, [[~)1,~, 

we easily find that  (3.16) is a consequence of (3.19), (3.20). 

Since v(a) is regular for 121< R, l imsup [[vnllX,n= 1/R. We can therefore apply 
n - - ~  

Lemma 3.2 and conclude that  v = 0. 

From Theorems 1.3, 3.2 and Lemma 2.3 we obtain: 

COROLLARY 1. Let the assumptions o/Theorem 3.2 ho/d. Then,/or any e>0 ,  the sub. 

space sp~(C) has finite codimension. 

We shall now obtain some additional results in the interesting special case 

2u = Au  + 2~Bu, (3.22) 

I n  th is  case fix = 0 ,  f12 = ]IBII, aRd t he  inequality (3.20) becomes 

HAll IIBI[ < 0. (3.23) 
1 - 0  

Since we have q = 1, p =2, Theorem 3.2 yields: 

COROLLARY 2. Let A,  B be compact operators and assume that A is one-to-one, sell. 

adjoint and o/class Cr /or some r < 1 .1 /  

[[ A [[ [[ B [l < �88 (3.24) 

t~n sp(c)=H. Even more, spR(C)=H i/ R > IIAII/(1-0)/or any 0/or which (3.23) ho/ds. 
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COROLLARY 3. Let A, B be as in Corollary 2. Assume, in addition, that B is sel]-adjoint. 

Then sp~ Even more, sp ~ (C)=H i / R  > ]]A II/(1-0)/or any 0/or which (3.23)holds. 

Proo/. I t  suffices to show that  if )t o Ea(A; B) and if u o is an eigenvector corresponding 

to 20, then the second equation of (2.3) cannot be satisfied. Indeed, this will show that  

C-l(~t) has a pole of order 1 at )to. Therefore every generalized eigenvector is an eigenvector. 

Using Corollary 2 it will then follow that  sp~ = spR(C) = H if R > IIA II/(1 -0) .  

We may suppose that  I1%11 =1. From C()t0)u0=0, we get 

)to = (Auo, %) + ~ (Buo, %). 

Hence ~o = 1 _+ Ul - 4(Au o, %) (Bu o, %) (3.25) 
2(Buo, u0) 

Since A and B are self-adjoint and IIA ]1 II BII < 1/4, )to is real. 

Since 20 is real, C(~to) is self-adjoint. Hence in order for the second equation in (2.3) to 

have a solution, it is necessary that  C'()to)U o be orthogonal to %, i.e. that  

1 = (uo, %) = 2;to(Buo, %). 

This equation and (3.25) imply that  4(Auo, %)(Buo, %)=1.  This 

]lA]l" ][Bl[ <1/4, since IlUoH =1. 

Combining Corollary 3, Theorem 1.3 and Lemma 2.3, we obtain: 

is impossible if 

COROLLARY 4. Let A, B be compact sel]-adjoint operators, and let A be one-to-one and 

in class Cr /or some r < 1. Assume ]urther that 411A II II BII < 1. Then,/or any ~ >0, sp~ has 

finite codimension. 

4. Completeness theorems for general p 

In this section we shall prove some completeness theorems for the generalized eigen- 

vectors of (2.2), without any restriction on the integer p ~>0. We begin with the following 

lemma. 

LEMMA 4.1. Let C()t), ~()t) be any two polynomials having the ]orm (2.2). Let D(2) be an 

operator-valued ]unction analytic in a neighborhood V o /a  point )to, such that D(~o) maps H 

onto H and has a bounded inverse. Assume that 

0(2)=D()t)C(2) in V, (4.1) 

that 0-1(,~) exists and is analytic in a punctured neighborhood o/)t =)~o, and that C-l()t) is an 

analytic ]unction and has a pole o/order n at )t =2o. Then C-l()t) also has a pole o/order n,at 
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4 =40 and every packet o/generalized eigenvectors o/C(4) at 2O is also a packet o/generalized 

eigenvectors o/C(4) at 4 o. 

Proo]. Clearly 
C - 1 ( 4 )  = 8--1(2)  D(4). 

Since C-X(2) has a pole at ~t =40, C-1(4) cannot be regular there. For the same reason, the 

singularity of C-1(4) at 4 =2O must be a pole. Let the order of the pole of C-1(4) he m. Then, 

we can write 

C - 1 ( 2 )  - -  (4 _ 4o)m [- (2__ 4 0 ) m - 1 +  "'" (O-rn  4: 0)  

f o r ] 2 -  2o] sufficiently small, )t # 20. We also have 

D(2)-D(2O)+(4-2O)D'(2O)+ ... 

in V. From the relation C-1(4): ~-1(4)D(4), we then get 

c_1(4) _ 8 . ~  D(2O) + . . . .  

(4  - 2O)" 

Since the range of D(2O) is H, ~_~ D(2O) 4: 0. Hence m = n. 

Now let (u0, ..., U=-l) be a packet of generalized eigenveetors of C(4) at 2o. Then 

k 1 

s = o ~  C(~-j)(2o)us=O (0 . .<k~n-1 ) .  

In view of (4.1), 

D(2O) C(k'J)(2O) = O(k-J)(2o) -- E D(~-)-~ C(')(2O) �9 
iffi0 

(4.2) 

Therefore, multiplying (4.2) by D(2O) we find that  

k 1 k~-1~k-J)D(k_,_,)(2o)C(,)(2o)u~ 
,_o , 

k k - t  1 
Y~ 

X~s ( k "  j - i)! i! D(~)(~~ c(~-s,')(2o) US 
Jffi0 

~. 1 k-~ 1 
= ~ D")(2O) Y - : , ,  C(~-'-'(2O) us=  o. 

t=1 ?~. S=0 ( k - -  i - -  1) .  

Therefore, (u 0 ..... u~_z) is a packet of generalized eigenvectors of C(4) at  4 =40. This proves 

Lemma 4.1. 

In what follows we shall make frequent use of Theorem 3.2. Since the condition (3.20) 

occurring in the statement of that  theorem is somewhat complicated, it will be convenient 

7 - 682903 Acta mathematica. 121. Imprim6 lo 18 septembre 1968. 
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to introduce a parameter ~ in C(;t) and to state the condition (3.20) as the condition that  

I~/[ is small enough. Thus, in this section we shall consider, instead of (2.1), the equation 

h 

~qu= A u +  ~ k~=o= ~V+kBk u (4.3) 

where ~ is a complex parameter. Setting 

h 

Q(~) = ~ 2kBk, (4.4) 
k=0 

we can write (4.3) in the simpler form 

2"u = Au + ~VQ(2) u. (4.5) 

As before, we introduce the operator 

C(2) =2q I - A - ~2VQ(2). (4.6) 

In  this new notation, Theorem 3.2 becomes: 

THEOREM 4.1. Define C(2) by (4.6) and assume that it satisfies the hypothesis ~r /or 

some r < (p/q)-1.  I /  ~ is small enough, then spR(C)=H/or  all R su/ficiently large. 

In this section we shall proceed by transforming the equation (4.3) into another equa- 

tion having the same form, but  for which p is increased. Then we shall apply Theorem 4.1 

to obtain completeness theorems for the original equation (4.3). Lemma 4.1 will be used to 

show that  the transformation preserves the set of generalized eigenvectors. 

Our first transformation of (4.3) is obtained by multiplying this equation by 1 -  

~PQ(2)A -~. In  that  way we shall obtain a result for the case p >~q, which shows that  if the 

assumptions on B 0 ..... Bh are increased then A can be allowed to belong to a larger Cr class. 

THEOREM 4.2. Let p>~q and let C(2) satis/y the hypothesis ~tr /or some O<r<(p/q) + 

l~- 1, where Ic is a non-negative integer. Suppose/urther that Q(2)A -k is compact (/or all 4). 

I f  ~1 is su/ficiently small then spn(C) = H / o r  all R su/ficiently large. 

COROLLARY. Let the assumptions o/ Theorem 4.2 hold and let ~ be su/ficiently small. 

Then, for any e > 0, sp~(C) has finite codimension. 

The corollary follows immediately upon using Theorem 1.3 and Lemma 2.3. 

Note that  the assumption that  Q(~)A-k is compact is equivalent to the assumption that  

each of the operators B~A -k (0 <~i <h) is compact. 

Proo/ o/ Theorem 4.2. Define 

(S~ Q) (4) = Q(2) A -1 - ~2~-qQ(2) A-IQ(2) 
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and set C~(X) = 4 q I -  A - ~X'+~:q(S~,+(k_~)q S~+(k-~)q . . .  S~ Q) (4) (]r >~ 1), (4.7) 

c0(k) = c(X). (4.8) 

One easily verifies that  

Ck(X) = [I - 7~P +(k-1)q(~p+(k_ 2)q Sp+(k_ 3) q . . .  Sp Q) A -1] Ck_I(X ) (4.9) 

if k >~ 2, whereas 
CI(X) = [I - 7X v Q(4) A- ' ]  Co(k ). (4.10) 

Noting that  Ck(X) has the form (4.7), we can apply Theorem 4.1. We thus conclude tha t  

spa(Ck) = H  if ]7] ~<~o where 7o is sufficiently small and R is any sufficiently large positiv~ 

number. 

From (4.9), (4.10) we see that  

Ck(X) = Dk(X) C(X), 

where Dk(X) is a bounded operator together with its inverse for all 4 in the disc [2[ ~<R, 

provided ]7] ~<~1, where 71 is sufficiently small. By Lemma 4.1 we then have spa(C)= 

spa(Ck) = H provided I ~ I ~< min (70, 71). 

Our next theorem is based on the same transformations as before, but we now begin 

with an equation (4.3) for which p ~<q. 

THEOREM 4.3. Let 2-S4p/q<<.2 -s+l, where s is a positive integer. Let C(X) satis/y the 

hypothesis ~tr /or some 0 < r < 2~(p/q) § k - 1, where b is a non-negative integer. Suppose/urther 

that Q(X ) A -  (s + ~) is compact. 1 /7  is su/]iciently small then spa(C ) = H/or  all su//iciently large R:  

COROLLARY 1. Let the assumptions o/Theorem 4.3 hold and let 7 be su//iciently small. 

Then,/or any e >0, sp~(C) has ]inite codimension. 

Proof o/Theorem 4.3. Define 

(R~Q) (4) =Q(X)A -1 (-~Q(X) +Xq-~'I). 
Then the operator 

cl(x)  = [ i  - 74"Q(X) A-1] Co(k) 
can be written in the form 

el(X) = X q I - A - T X ~ ( R ~ Q )  (4). 

If  (q/2)<p<q, we apply Theorem 4.2 to CI(X ) to conclude that  spn(C1)=H for suffici- 

ently large R. 

Next we introduce 
C2(X ) = [ I  - -  7X2~(R~ Q) A-l]  C1 (4) 

which can be written in the form 
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C2(~) = ~tq I - .4 - ~;t 2"~ (R2~ Rr Q). 

If  (q[2 ~) <~p<~q/2, we apply Theorem 4.2 to C~(2) to conclude that  spR(C~)=H for suffi- 

ciently large R. 

In  this way we can proceed step by step, and thus show that,  for any s, k as the state- 

ment of the theorem, spR(C~)=H for all sufficiently large R provided 171 is sufficiently 

small. We now use Lemma 4.1 to complete the proof of the theorem. 

We shall derive from Theorem 4.3 a result in which s does not enter. In  view of the 

inequality 2' ~> q/p, the condition r < 2Sp/q + k -  1 is surely satisfied if r < k. We also have 

[logq/ ] 

where [a] denotes the largest integer ~<a. Therefore, Q(,1.)A -(*+k) is compact if 

Q(,t)A -(~+1+~ is compact, where 

[log q/p] 

We can now state: 

COROLLARY 2. Let 1 ~ ~ ~ q. Let C(~) satisfy the hy~othesi8 ~rtr.~u~pose that Q(~)A -(l+k§ 

is compact where k is an integer exceeding r and fl is defined as before. I[ ~ is sufficiently small, 

then spR(C) = H  for all sufficiently large R. 

In  the previous two theorems we have assumed that  all the operators BoA -j ..... B a A  -j 

are compact for an appropriate positive number j. In the next  theorem we shall assume that  

only some of the operators B , A  -j are compact. However A will be assumed to belong to a 

class Ct with a smaller r than in the previous theorems. The transformation we shall use is 

tha t  of multiplication of (4.3) by 1 -  ~t~Q(0) A-h  

Definitions. We write Q(~t) E ~0(A) if Q(O)A -1 is compact, i.e., if BoA -1 is compact. For 

polynomials Q0t) in g0(A) we define a transformation Tp. 1 by: 

Q(2) - Q(O) + ,tq_~Q(O ) A - '  - ,i,l~'-'Q(O) A-~Q(,t). (4.11) (T~.~ Q) (~t) = ~t 

Here p is any non-negative integer. 

I f  Q(1)E Zro(A) and (Tr. 1Q)(~t) E zro(A), we write Q(;t) E al(A) and define 

(T~., Q) (;t) --- (T~+I. 1T~. 1 Q) (~l). 

In  general, we proceed inductively. If Q()t)Ea,(A) and (T~,.~Q)(~)E:~(A), we write 

Q(~t) E a~+l(A) and define 
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(T~.k+l Q)(Jr) = (T~+k. 1Tp. k Q) (4). (4.12) 

I f  Q(~t) E gk(A) (k>~ 1) then  we define an opera tor  funct ion Ck(~t) b y  

Ck(2) = 2qI -- A - ~2P +k(T~. k Q) (~t), (4.13) 

We  also set Co(~t ) = C(~t). 

An easy  calculation shows t h a t  

C1(2) = [ I  - ~)t ~ Q(0)A-l ]  C0(~t) ' (4.14) 

C k + l ( ~  ) = [ I  - ~'+k(Tp. k Q) (0) A -1] Ck(~) (]r ~ 1). (4.15) 

I f  we set  T~.oQ= Q t hen  (4.15) for  k = 0  reduces to (4.14). 

Note  the difference be tween the  definitions of the  Ck(~) in (4.13) and  in (4.7). This  

difference is ve ry  clearly exhibi ted b y  compar ing (4.14) with (4.10). 

F rom (4.15) we get  
C~(~) = D~(2) C(2), (4.16) 

k-1 

where Dk(2) = ]-I [I  -- ~2"+J(T~. j Q) (0) A-I]. (4.17) 
t=0 

THE O R E M 4.4. Let p + k >1 q. Let C(2 ) satis/y the hypothesis ~ ,  /or some 0 < r < (p + k)/q 

- 1 .  Suppose /urther that Q(2)E~k(A). I / ~  is su]ficiently small then spa(C) = H  /or all su/fi- 

ciently large R. 

COROLLARY. Let the assumptions o/ Theorem 4.4 hold and let ~ be su/ficiently small. 

Then,/or any e > 0, sp~(C) has finite codimension. 

The proof  of Theorem 4.4 is similar to the proofs of Theorems  4.2, 4.3 and  is therefore  

omit ted.  

We conclude this section with  two results t ha t  will be  useful in the  sequel. 

THEOREM 4.5. All the preceding results o/Secs. 2, 3, 4, with the exception o/Corollaries 

2-4 o/Theorem 3.2, remain correct i/ the hypothesis that A is sel/-adjoint is replaced, wherever 

it appears, by the hypothesis that A is normal. 

I n  fact  all the proofs remain  the  same, except  t h a t  now the eigenvalues of A are com- 

plex numbers .  

Note  t h a t  the  definit ion of A E Cr for normal  opera tors  is the  same as for self-adjoint  

operators .  

I t  will be convenient  to be able to refer  easily to the  condition ~ r  wi th  the  condi t ion 

t h a t  A be self-adjoint replaced by  the  condition t h a t  A be normal .  Therefore  we m a k e  the  

following definition. 
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De[inition. We shall say that  C($) satisfies the hypothesis :H* if the operators A, B0, 

.... Bh are compact, while A is one-to-one, normal and in Cr. 

Note that  for any compact self-adjoint (or normal) operator A and for any positive 

number a, there exists a fractional power A ~ and this power is a normal operator. In fact, if 

Au = ~ ~(u ,  cp~) qD~, 
nffil 

where ~t~ are the eigenvalues of A, then we can take 

A~u = ~ ]t~(u, q~)~n. (4.18) 
r t ~ l  

A ~ possesses the usual properties of fractional powers. 

If C(~t) has the form (4.6), so does A-~C(~)A ~. In fact, 

A-~C(~) A ~ = Aq I - A - ~1~"A-~Q(2) A ~. 

L ~ A  4.2. Let o~ >~0. Suppose that C(~) and A-~C(2)A ~ both satis/y 71t*. I /spR(A-~CA ~) 

=H,  then spa(C) =H.  

Proo/. If u is a generalized eigenvector of A-~C(]~)A ~, then A~u is a generalized eigen- 

vector of C(~). Hence, if v is orthogonal to spR(C), then A , v  must be orthogonal to spR(A -~ 

CA~). Therefore, A,  v=0 ,  so that  v=O. 

THV, OR]~  4.6. Theorem 4.2 remains valid i / the  condition that Q(~)A -k is compact is 

~'eplaced by the condition that,/or some a >~0, A-~Q(~)A ~-k is compact. Similarly, the condi- 

tions that Q(2)A -(~+~) and Q(~)A -(1+~+~) are compact, occurring in Theorem 4.3 and its Corol- 

lary 2, can be replaced by the conditions that A-~Q(~)A ~-(~+k) and A-~Q(~)A ~-(l+k+~) are 

compact, respectively. 

Proo/. We shall carry out the proof as it applies to Theorem 4.2; the other parts of the 

proof are similar. Suppose, then, that  C(~) satisfies ~Hr and that  A-~Q(2)A ~-k is compact. 

Then A-~Q(2) A ~ is clearly compact and A-~C(2) A ~ also satisfies ~r. Theorem 4.2 then shows 

tha t  spR(A-~CA ~) = H  for all R sufficiently large, provided ~ is sufficiently small. Lemma 

4.2 then shows that  spR(C)= H. 

Remark. Theorem 4.6 obviously extends to the case where the condition 7/r is replaced 

everywhere by the condition :H*. 
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5. Linearization and its consequences 

We shall maintain the notation (4.3), and set 

h 

Q(~) = ~ ;tkBk, (5.1) 
k=0 

as before. Then we have 

cO.)  = 2 q I -  A - ~2"Q(2).  (5.2) 

We wish to analyse the generalized eigenvectors of C(;L k) for any  positive integer k. We 

consider then the equation 

~Lkqul = A u  1 + ~ k p Q ( ~ )  U r  (5.3) 

We shall transform (5.3) into a system of equations by  considering the equations 

�9 ,~qul - ~ A l l k u ~ ,  

~q u2 -- Al/k ua' (5.4) 
. . .  

~quk - 1  = A ilk uk, 

where A 1/k is the normal operator introduced in Sec. 4. As before, A is assumed to be 

compact, one-to-one and either self-adjoint or normal. Then, (5.3) gives 

2 q u~ = A 1/k u I + ~kp- (i-1) q A -  (k-  1)lk Q(~k) A(t- 1)/k Ui ( 5 . 5 )  

for any i , l < ~ i < . ] c .  Here, we have used the r e l a t i o n 2 ( i - 1 ) q u l = A  a 1)/ku~, which follows 

from (5.4). 

Define 

A =  

0 A 1/k 0 ... 0 (oo i o) 
0 0 0 A l/k 

A ilk 0 0 0 

and let Q(2) be the matr ix  having zero entries everywhere except in the k-th row and the i t h  

column, where it has the entry A - ( ~ - I ) I k Q ( 2 ~ ) A  (~-1)t~. I f  we write u for the column vector 

(ul ..... uk), then the system (5.3), (5.4) becomes 

~q U = A u  -~- ~ k p  - (1-1) q Q ( ~ )  u .  (5.6) 

Set C()L) = 2q I - A - ~2k~-(~-1) q Q(2), (5.7) 

where I is the identi ty operator in H a = H  • ... • H (q factors). 
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We shall say tha t  the system (5.6) is a linearization of the equation (4.3). This process of 

linearization has important  consequences for the generalization of the results of Sac. 4. 

Before going on to some of these, we shall state a result that  shows tha t  the generalized 

eigenvectors of (5.2) can be obtained in a simple way from the generalized eigenvectors of 

(5.7). 

L~ MMA 5.1. Let C(2) satis]y the hypothesis :1-1"/or some r > O. Assume/urther that/or some 

fixed integers i and k with 1 4 i <~ k, the operators 

A-(k-1)IkB~A (~-1)1~ ( i = 0 ,  1 . . . . .  h) 

are compact. Then C-1(2) has a pole o/order n at a point ,~o #- 0 i/ and only i/ F(2) ---- C(2 k) has a 

pole o/order n at 2 o. I / ( u  ~ ..... u n-l) is a packet o/generalized eigenvectors o/C(2) at 2 =40, 

denote the first components o/these vectors by u ~ ..... u~ -1, respectively. Then (u ~ ..... u~ -1) is 

a packet o/generalized eigenvectors el C(2 k) at 2 =40. 

Note tha t  C(2) has the form 

h 

2 q I - A - ~/t~0 ;t~v- (~- 1) q 2 j Bs ' 

where the Bj are compact operators. Thus the results of Chapter 1 show that,  if the resolvent 

set of 13(4) is not empty,  C-1(2) is an analytic function in C except for a countable set of 

poles with no finite points of accumulation except, possibly, zero. 

Before proving Lemma 5.1, we derive some consequences of it. 

One easily verifies tha t  A is a normal operator. Suppose A is in class Cr. Then A 1/k is 

in class Ckr. As is easily seen, the sequence of eigenvalues of A is obtained from the sequence 

of eigenvalues of A x/k by  repeating k times each eigenvalue of the latter. Hence A is also in 

class Ck~. 

I f  i, k are chosen so tha t  i/k <~p/q then Theorems 4.2 and 4.5 can be applied to C(2). 

The result is tha t  spn(C)=H q for ~ sufficiently small and R sufficiently large, provided 

there is a non-negative integer I such tha t  

k r < k P - - i + l  
q 

while QA -l is 

compact if 

compact. From the definitions of Q and A 

A -(k-1)/k Q(2) A -('-~+1)/~ 

it can be seen tha t  QA -t is 

is compact. Here l is an arbi trary non-negative integer, k is an arbi trary positive integer, 

and i is an integer restricted by 
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1 i min(1,  p 

Therefore the number t = (1 - i ) /k  can be chosen to be an arbitrary rational number sub- 

ject only to the restriction 

Thus, if A E Cr, r< (p/q) +t,  while A-(~-I)Ik QA -t-ltk is compact, then spa(C) = H q for 

sufficiently small and R sufficiently large. From Lemma 5.1 and the fact that  spR(C)= H a, 

it follows that  spR(F) = H where F(~) = C(~). But Lemma 2.2 then shows that  sp~(C)= H 

for r = R h. We sum up: 

L EMMA 5.2. Let C(2) satis/y 74". Suppose there is a rational number t >~ -min (1 ,  p/q) 

such that r < (p/q) + t, while/or some integer k, with kt an integer, the operators 

A-(~-I)/kBj A -(1/k)-t (0 <~ j <~ h) 

are compact. I / ~  is su/]iciently small, then spa(C) = H/or  all R su//iciently large. 

If instead of applying Theorem 4.2 we apply Corollary 2 of Theorem 4.3, then we 

obtain by the same method the following result: 

LEMMA 5.3. Let C(2) satis/y ~t*. Let i, b and 1 be integers such that 

Assume that the operators 

r < -  
q ~ q ' k" 

A-(~-I)IkBjA(H 2 ~)lk (O<<.j<.h) 

are compaet, where fl= [log q/(kp - (i - 1 )  q)] �9 

I / ~  is su/]iciently small, then spR(C) = H / o r  all R su//ieiently large. 

We shall now prove the following theorem. 

THEOREM 5.1. Let C(2) satis/y the hypothesis ~*. Let s be a real number with r< 

(p/q) + s and suppose that the operators 

A-1BjA -s (O<~j<<.h) 

are bounded. I / ~  is su//iciently small then spR(C ) = H  ]or all R su//iciently large. 
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Proo/. We shall apply  Lemma 5.3 with i lk =p/q. Choose a rat ional  number  t such tha t  

t < s  and  r < - P + t ,  
q 

and set a = t + p/q.  VV'e can represent a as a fraction l / k  with k so large tha t  

2+f l  
t + - - ~ - < s .  

(Note tha t  fl = 0.) Since i / k  = p/q,  it follows tha t  the operators 

A-tB~A-t-(2+~)Jk=A-1B~A (~-l-2-~)lk (O<~ ~<.h) 

are bounded. Therefore, the operators 

A(1/k)-IBj A a-z-2-~)/k (0 ~< ~ ~< h) 

are compact.  Since r < a = I/]c, we can apply  Lemma 5.3 to complete the proof of the theorem. 

I t  is interesting to note  t ha t  if we employ Lemma 5.2, instead of Lemma 5.3, then  the 

above a rgument  yields the assertion of Theorem 5.1 provided we make the addit ional  as- 

sumption tha t  s > - min (1, p/q). 

We also note  tha t  var iants  of Lemmas  5.2, 5.3 and  Theorem 5.1 can be derived by  

employing Lemma 4.2. 

Finally, we remark  tha t  the assertions of either Lemma 5.2, or Lemma 5.3, or Theorem 

5.1 imply tha t  sp~(C) has finite codimension, for any  e >0 .  

Proo/ o/ Lemma 5.1. Set 

C().)u =v; (5.s) 

where v is the column vector  (v 1 .. . . .  vk). A straightforward computa t ion  shows tha t  

t-1 
) .(~-l)qUl=A(l-1)lkUt"~- ~ ).(t-l-l)qA(1-1)/kVl ( l ~ k ) .  (5.9) 

l=1 

Therefore, 

k-1 
).kq 91 = A(k-1)/k ).q Uk -I- ~ ).(k-Z) qA(l-1)lk Vl 

l=l 

k 
= A u  1 .~ ).kp-(~-1) q Q().k) Aa-i)/k ui + ~ )(k-z) qA(Z-1)/k vz 

l=1 

= A u  1 + ).k, O().k)[u 1 -- i-1l~1 ).-lqA(l- i)/k.vlj] ~- l=1~ ).(k-l)qA(l-1)lk vl 

Hence, 
k i-1 

C().q) u l  = ~. ) .(k-l)qA(l-l l lk V l _  ).kp Q(,~k) ~ ). lqA(l-l)/k vl" 
/=1 /=1 

From this and (5.9) we obtain 
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k t - 1  
0(2  k) A (/-1)]k u i = ~ 2 (k+j-l-z) qA(Z-1)lk v l - 2k~ Q(2 k) ~. 2( i - I -DqA (1-1)/k V l 

1=1 /ffil 

t - 1  
-- C(2 k) ~ 2(t-l-Z)qA (1-1)/k vp (5.10) 

The r ight -hand side is analyt ic  in 2 if 2 4= 0. Therefore  we can write 

k 
C(2 k) A (i-1)/k uj = ~ Fjl vl (5.11) 

l - 1  

in a neighborhood of a pole 20 of C(2), where Fjl(2) are opera tor-valued analyt ic  functions 

regular  in the same neighborhood.  Solving for uj, we obta in  f rom (5.11), 

k 
uj = A (1-1)/k C - 1 ( 2  k) E r ] l  Vl, 

lffil 

so t h a t  C-i(2) has the  form 

I 0  0 . . . 0  

0 A -1/k 0 ... 0 

0 0 0 ... A -(k-1)/~ 

)(c1  0 0 o )  
0 C-1(2 k) 0 ...  0 

�9 " o l i i  0 0 -1(2k) 

I Fu r12 ... rl~ 

E is constant  and  does not  increase the order of the pole of B r .  r is analyt ic  a t  2,. 

Therefore,  if m is the  order of the pole of C-1(2 e) a t  2o, and  n is the  order of the pole of 

C-1(2) a t  20, then  m >/n. 

Next ,  f rom (5.10), (5.11), we see t ha t  

r t g =  2i-lA(k-1)/g.  

I t  follows tha t  the  en t ry  (J,/c) of C-z(2) is 

2J-lA-(J-1)lk C-1(2k) A(~- 1)/~. 

Since A is self-adjoint  wi th  zero null-space, the  range of A ~ (for any  ~ > 0) is dense in H.  

I t  follows tha t  the last  opera tor  has a pole of order m exact ly.  Bu t  no en t ry  in C-1(2) 

can have  a pole of order greater  t han  n. Hence  m ~ n .  Since we have  a l ready proved  

above  t h a t  m 1> n, we conclude t ha t  m = n. 

Now let (u ~ . . . .  , u n - l )  be a packe t  of generalized eigenvectors of C(2) a t  2 = 2o and  

denote  the  components  of u i b y  uJ1, . . . ,  u~. We have:  
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(o<8<n- , ) .  
iffi0 

We write R(~) = ~/1 kp-(~-') q Q(2), 

so t h a t  C(:t) = M I  - A - R(~t). 

Then,  C(J)(;t) = q ! ~t (q-j) I -  R~ i >/1, 
(q- :)! 

where, b y  definition, m! = 0 if m <  0. Subst i tu t ing (5.15) into (5.12), we get 

C(~o) u~ + j~l [ (~ )  2~- J I -  ~ R(')(~o)] u ' - '  = 0 (0 ~<s ~ < n -  1). 

This means  t h a t  

I ~q~,O A l / k ~  0 - -  r 
AO. . . ~  I - -  ..'1- ~ 2  - -  ~-% 

t'O r 1 - -  - ~ -  ~k  - -  ' J~  

[ ~ u  ~ -- A ilk u ~ - A-(k-1)/k()~ " - a - l )  qR(2o)) / ( , -  1)/k u o = 0 (R(Jt) = Q(~tk)), 

and,  generally, for 1 ~<s ~ < n -  1, 

( 
.'n*O 1 .zl -~,2Tj=Z_,I ~ : ) A O  Ul  --',.-" 

... 

J "2q,,s _/llllr A_ 4 [q~ ~q-.~ S-.~ __ 0 

o ~ - -  L ~ )J;~o = O. 
] t = 0  

The sys tem (5.17) shows t h a t  

c( ;g)  u~ = o 

and, since A O-1)/k u~ = ~j-1)q u o, also 

C(~) A ( '- ' ) 'k u ~ = O. 

We now tu rn  to equat ions (5.18). They  imply  t h a t  

x l  r - -  ~'0 ~ 1  ~- - -  A0 U l  �9 
/=1-- \ $ ]  - -  \ t ] / = O  

(5.12) 

(5.13) 

(5.14) 

(5.15) 

(5.16) 

(5.17) 

(5.18) 

(5.19) 

(5.20) 

(5.21) 

(5.22) 
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In what follows we shall make use of the formula (see, for instance, [13]) 

~=o p-b  \ p / 

Using (5.21)-(5.23) we have: 

[ ,-' ] 

__ ~2cl ~.s  q ~  ~ 2 q  - (I + m ) ~ . s -  (l + rn) - ,~o ,~1 + 2 , ~ q -  ~ u l -  z + ~0 t~l 
l = l  l=1 mffil ~ l /  

__ ~2q ~,s ~ 2 q - Z ~ , s - I  q - l  T]Sl-I 

l = l  l=g mffil 

We can similarly proceed by induction to prove that  

A j/~ u~+~= z~o (~lq)~a-~ u~-~" (5.25) 

In fact, if (5.25) is true then we can write, by (5.21), 

A (j+l)/k u~+2-s _ AJ/kAl/k u]+2-- AJlk [l~o ~" [l {q~] ~o~q-r"s-l]~t+lj 

and evaluate the terms on the right by using (5.25) and (5.23). We thus find that  (5.25) 

holds also with i replaced by ~ + 1. 

From the last equation in (5.18) and from (5.25), we get 
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0 k-- 
1=1 

= Au~ - 
t=1 

t=11 

(~))~-JA(k-1)lkusk-J-- 

(~) i~=i ((~ll)q)l(ok-1)q-l~s 

s_,(_) 
~1. l=O 

= A ~ d ; ~ - - ~  [ (  ] ~ ) / = 1  --  ((k--'~l)q)] "kq-l'~ ~-'1 

1 rqkp-(t-1)qD[~'cl(D ~(k-1)q+i-l~-I + 

I r~kp-(i-1)qDl~l(])A(l-1)lk~,s-J 

by (5.25). Abbreviating u~ to u z, we then have 

where S(1)= ~. ~ l ((i-1)q)t(i_l)q+,_,[t~p_(,_l)qR(2)]o)us_ l 
l=o jfoj! \ l - i  

J 1 (i q t(i_l)q+i_lRO_m)(t)~_~m[tkp_(i_l)qjuS_ l 
l=0 i~0 m=O 

R "-m) (kp-(i-1)q)! 

z-m k p -  ( 1)q Z ~- lk'-t+mR(m)us-t 
.~=0 m~O r=O 

1 d z 

l=0 

Combining this last result with (5.26) we find that,  for 2 = 20, 

, t k a I - A ) u S + ~ ( k ~ ) t k a - ' u S - ' + ~  1 ~ ,  z=l z=o ~- (2kVR(1)) u~-z = O, 

z-o~ C(lk) uS-~ = 0 (0 ~ < s ~ n -  1)" 

This shows that  (u ~ . . . . .  u[ -1) is a packet of generalized eigenvectors of C(i k) at  2 =  20. 

The proof of Lemma 5.1 is thereby completed. 
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Chapter 3. The case of general A 

6. The completeness theorem 

In  this chapter we consider the eigenvalue problem (1.1), not making the assumption 

tha t  A is self-adjoint. We shall establish a completeness theorem in case q ~> 2, p = 1, h = q - 2 .  

In  this case, (1.1) becomes 
q - 2  

, ~ u =  A u  + ~, ,~+lBku. 
k = 0  

Setting A 1 = A, Ak+2 = B~, the last equation becomes 

q 

2qu = ~ ,~k-lA~u. (6.1) 
k ~ l  

The method we shall use is entirely different from the methods of the previous sections. 

We shall need the following assumption: 

(Hi) A~ 1 exists and is a closed densely defined operator in H. :Furthermore, the re- 

solvent R(2; A~ 1) = ( 2 I -  A~I) -1 of A~ 1 exists for all 2, - ~ < 2 ~<0, and 

C 
[[R(2; A~I)[[ ~<1 + ' ~ / I  ( -  oo < 2 ~<0). (6.2) 

Note tha t  if A1 is a bounded operator and A11 exists, then A~ 1 is a closed operator. 

If  A 1 is compact, then A11 cannot be a bounded operator (since H is infinite dimen- 

sional). 

Set T =  A~l.i In  view of (6.2), we can define the fractional powers T -~ of T, for 

0 <  0<  1, by (see Kato  [9]) 

T_ 0 sin~0 (~176 T)_id]t" (6.3) 
7e J0 

We have: T-~  -~ T -(~176 One further defines T o (0< 0 <  l) by  T o= (T-~ -1. I t  is easy 

to show tha t  

T o u = sin ~0 -t oo ~t ~ 1 T ( 2 / +  T)-  1 ud;t 
Jo 

if u belongs to the domain of T. 

LEMMA 6.1. Assume (H1). I / A  1 is compact then A~ is also compact/or 0 < 0 < 1 .  

Proo[. T -~ is clearly a bounded operator. Write 

(~I + T) T -1 = 2 T  -1 + I .  
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I t  follows that  ( I  +) .T- l )  -1 exists and equals T(2I  + T) -1. Hence by  (6.2), ( I  +/tT-1) -1 is a 

bounded operator; in fact, 

II (I II II T( I § T) -ill c.  

Writing (~tI + T) -1 = T-I (2T  -1 + 1) -1 and noting tha t  T -1 is compact whereas (2T -1 + 1) -1 

is bounded, we conclude tha t  (~tI + T) -1 is compact. Since the integral 

~ N 

I~N:~ ~-~ T ) - ld$  ( 0 < e < N <  oo) 

is a limit in the uniform topology of sums Y.~t?~ I + T ) - I A ~  of compact operators, it follows 

tha t  I~N is a compact operatorl Since, finally, I~N-~Iooo in the uniform topology, as e-~0, 

N-~ 0% the assertion follows. 

Notations. Let A 1 satisfy (HI). In  this and in the following section we shall consistently 

write 
B = A TM. (6.4) 

We set H q = H  • ... • H (q times) and we shall write elements of H a as columns of elements 

of H. In  H a we define an operator A as multiplication on the left by  the matrix 

0 B 0 . . . 0  (00  0) 
0 0 0 . . . 0  . 

. . , . ,  . 

0 0 0 . . . B  

BI-qA1 BI-qA2B BI-qAaB ~ BI -qAqB q-1 

(6.5) 

We shall denote this matrix by  A also. We shall denote by  a(A) and ~(A) the spectrum and 

the resolvent sets of the operator A. Finally, we shall denote by  I the identity 

operator in H q. 

THEOREM 6.1. Let A 1 . . . .  , Aq be compact operators and let A 1 satis/y (H1). Suppose that 

the operators 

Bl-qAk are bounded,/c = 1 ..... q. (6.6) 

Then a(A)={0} U a011; A 2 ..... Aq) and ~(A)=~(A1; A S ..... Aq). Moreoverl i/ 2 Ea(At; 

A S . . . . .  A q )  then an element u E H  satis/ies (6.1) i / a n d  only i / i t  is the first component o / a  

vector u in H a satis/ying 

(hi - A )  u = 0 .  (6.7) 
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Proo/. Let 2Ea(A1; A s ..... Aq) and let u satisfy (6.1), u4:0.  Write u I =u .  Then we can 

rewrite (6.1) in the form 
q 

~qgl = Bq-1 ~ ; t k - l B l - q A k u i ,  (6.8) 
k= l  

since BI-qAk is a bounded operator. The last relation shows that  u I is in the range of B q-1 

and, consequently, also in the range of B k-1. We can therefore define us .. . . .  uq by 

~ - l u l = B k - l u  k ( I t : 2  . . . .  , q). (6.9) 

I t  is then seen tha t  u 1 . . . .  , uq satisfy the equations 

;tul = Bus ,  

;tus =i Bua, 

( ~uq = ~ B 1 - qAk B k- 1 uk. 
k~l 

(6.i0) 

Therefore, if we write 
$g2 

i ' 

Uq 

we see tha t  u.satisfies (6.7) and ;tEa(A). Thus, a(A1; A2 ..... Aq)ca(A),  

Since (6.6) holds and B is compact (by Lemma 6.1) all the entries in A are compact, so  

that  A is compact. Consequently, ~ 0Ea(A). 

Suppose now that  ;tEa(A), We have to show tha t  if ; t 4 0  then 2Ea(A1; A2 . . . . .  Aq ) .  

Let u be a non-zero solution of (6.7). Then the equations (6.10) hold and u 1 ~ 0 (since other- 

wise ue= ... =uq = 0  by  (6.10), i.e., u =0). But  now one immediately verifies tha t  (6.10) imp- 

lies (6.9), (6.8), and the latter equation clearly coincides with (6.1) with u = u  1. 

Since a (A)=(0}  tJ a(Ai; A s . . . . .  Aq) ,  the assertion 0(A)=0(A1; A~. ..... Aq) follows by  

using Theorem 1.2. The last assertion of the theorem follows from the previous considera- 

tions. 

We now note that  the transformation of (6.7) into the system (6.9) is very  similar to 

the transformation of linearization employed in See. 5, i.e., the t ransformation of (5.3) into 

the systems (5.4), (5.5). The only difference is tha t  the matr ix  Q in (5.6) has just  one non- 

zero entry, whereas in the present case it will have q -  1 non-zero entries at  the positions 

(q,i), i = 2  . . . . .  q. 

8 -  682903 Acta mathematica. 121. Imprim~ le 18 sept~mbre 1968. 
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The proof of Lemma 5.1 can be extended to the present case since R(A~) (the range of 

A~) is dense in H. In the proof that  if (u ~ ..., u n-l) is a packet of generalized eigenvectors of 

C0. ) at ~t =~0 then (u ~ .... , u~ -1) is a packet of generalized eigenvectors of C(,~ q) there are only 

minor modifications. We thus conclude: 

L ~ M A  6.2. Let the assumptions o/ Theorem 6.1 hob/. I] (u ~ ..... u "-~) is a packet o] 

generalized eigenvectors o / h i -  A (A given by (6.5)) at ~o :# O, then the vector o~ the/irst compo- 

nents [orms a packet o[ generalized eigenvectors o[ C(~ q) at ~ =~to, where 

q 

C().) = t q I -  ~ ).k-lA k. (6.11) 
k = l  

From Lemmas 6.2 and 2.2 we have: 

COROLLARY. I], /or 8ome R > 0 ,  sp~(A) = H  q then sp~(C) = H  where C(~) is de]ined in 

(6.11). 

De/inition. Let T be a compact operator in a Hilbert space X. Let  {p,} be the sequence 

of eigenvalues of the positive self-adjoint compact operator ( T ' T )  la. We shall write T E Cr 

(and say that  T belongs to the class C,) for some r > 0  if 

oo 

In addition to the compactness of A1, ..., Aq and the condition (H1), we shall need the 

following assumptions: 

(H2) There exist positive constants c~, 0~ such that  for all u EH, 

(6.12) 

where, for each k, either (i) 0~ > 1, or (if) 0~ = 1 and ck is sufficiently small (more precisely, 

ckF ~<co where F is any bound on the norms of the operators B, A 1 .. . .  , Aq and c o is a constant 

depending only on q). 

(H3) For some r>0 ,  BECr. 

(Note that  the compactness of B already follows from (H1) and Lemma 1.1.) 

(H4) There exist differentiable ares :r (1 ~<j ~<s) initiating at  the origin in C and ter- 

minating, say, on [z[ = 1, such that  these arcs do not intersect each other except at the 

origin, and such that  the angle between each two neighboring ares at the origin is less than 

~t/r. Moreover, 

[l(~lqI - AI)-'[[ = 0(1~1 -r (6.13) 

as ~-~0 along each of the arcs yj. 
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(H5) For uEH, 2E~, 

[]AlU[[ <cl[(~qI-A1)u[[ (c constant). (6.14) 

Since (see [10]) (H1) implies that,  for any  u E H, 0 < 0 < 1, 

[[A10u[[ <C][Alu[[O[[ul[i o (C constant), 

it follows from (6.13), (6.14) that,  for any uEH, 

[12q(i-~ <~ciI(2qi-Ai)uiI (0 ~<0 <~1, ~t E~,j), (6.15) 

where c is a constant. 

We can now state the following completeness theorem. 

THEOREM 6.2. Let A1, .., Aq be compact operators satis/ying the assumptions (H1) - (Ha). 

Then the generalized eigenvectors o/(6.1) are complete. 

The proof of this theorem is given in the following section. 

7. Proof of  Theorem 6.2 

In  this section, the letter c will be reserved for positive constants. The same letter c 

will often be used to denote different constants, even in the same formula. 

We begin with two lemmas. 

LEM~A 7.1. Let the hypotheses o] Theorem 6.2 hob/. Then A ECr. 

Proo/. From the definition of the matrix A we obtain immediately tha t  

"'" B*A*(B*)~-q I 
A*= B* 0 0 (B*)2A~(B*) 1-q , 

. . . . .  , 

0 0 B* (B*)q-IA*(B*) ~-q / 

Define Dk=BI-OAkB k-1 (1 <.k<~q). 

Note that  D 1 = I .  A direct computation shows that,  since A1 = B q, 

A*A = B * ( I  + D) B, 

0 D~ D 2 D~ D 3 * ... D1 Dqi \ 

D~ D~ D~ D 2 D~ D a ... D~ Dq ~ 

where D = ~ D ' ~ D  1 D~D D~D ..."" D~DoJ.. 

\ D~ D 1 D*~ D 2 D* 9 3 D~ 9 4 / 

8* --682903 Acta  mathematica. 121. Imprim~ le 18 septembre 1968. 
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Using (6.12) with i = q -  1, we get 

[]D~+~ul[ <~cl,[[A~ (l<k<q-1), 

while D 1 = I. Therefore all the Dk's are bounded operators. Consequently D is a bounded 

operator in H q. 

A is compact because of (6.12) with i=q-1 and the fact that  B is compact. Denote 

the eigenvalues of B*B by ~u~ and the eigenvalues of A*A by ~ .  Let Mn-1 denote an arbi- 

t rary ( n -  1)-dimensional subspace of H a. Then, by the well known minimax property of 

eigenvalues of selfadjoint compact operators, 

(A* Au, u) 
~t 2-- rain max min max 

~< l[ I + D II min max (B*Bu, u) 
M n _  1 l I E  M~n_ 1 

((I + D) Bu, Bu) (B*Bu, u) 

(Bu, Bu) (u, u) 

(u, u) <c#~, 

^2 2 where fi~ are the eigenvalues of the operator B*BI. As is easily seen, ~nq+t = #n+l for 

1 ~< i ~< q. Hence, the last inequality and the assumption that  B E Cr imply that  A 6 Cr. 

LE~MA 7.2. Let the hypotheses o/ Theorem 6.2 hoM. Then 

ll( a-A)-lll = o(1 1 - .  ) (7.1) 

as ~ 0  along each o/the arcs ~j (1 ~<i~<s). 

Proo[. Define 

B= 

0 B O  ... O \  

o o : : :o}  

' o " !  

We first prove that  (7.1) is valid if A is replaced by B. Define 

E= 

( ~y-11 
Bq-1 

~ B q  - 2 

~-~B ~q-SB2 . . .  B a - 1  \ 
]tq-lI ' ~ - 2 B  ]tBq-2 I 
Ba-1 2~-11 ... ]t2B a-3 ~ ; 

! �9 �9 . . .  

.~,-3B~ ~t,-4B3 .~-11 ! 

each row is obtained from the previous one by a cyclic permutation. A straightforward 

calculation shows that  
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( 2 I  - B )  -1  = (2qI. A1) -1 E .  (7.2) 

Indeed,  let (~I - B) u = I, 

where f = (/1 . . . . .  [q)*. Then 

2 u s - B u j + l = / j  ( l ~ < j ~ < q - 1 ) ,  (7.3) 

I t  easily follows tha t  
,~uq , B u  1 =/a" (7.4) 

,~k Ul = B~u~+I + ~ ,~.k-tB!-I/j (1 4 k < q -  1). (7.5) 
i = 1  

Applying B to the last equat ion in (7.5), and evaluating ]tq-lBul from (7.4), we get  

q - 1  

(2qI " A1) uq = ~ ~q-1-IBt/t + ~,q-1/q. (7.6) 
t=1 

This gives uq in terms of f. Using (7.3) with j = q - 1 ,  q - 2  . . . .  , 1 we can also express  

uq-1, uq_~, .:., u 1 in terms of f, and thereby derive (7.2). 

Clearly, E remains bounded as ~t-+0. Therefore, by  (Ha), 

[[(~.I- B)-~[I = o(l l(St"I-A~)-l l l )= o(IAI -q) if ~ e ~ .  (7.7) 

Next ,  let C = A - B. Then 

C ~  

We have, by  (7.2), 

( Oo oO i ) 
�9 �9 �9 ~ . 

0 0 

0 B I - q A 2 B  B I - q A s B  2 B I - q A q B  q-1 

]~(~tI - A) = (~ql - A1) I - EC. (7.8) 

Also, if u = (u 1, u 2 . . . .  , %)* is in H q, (i ) 
E c n   B=I o l  

Ak+lBkUk+l. 
�9 k = l  

f~q-lB-(q-1) ] 

Let  P be the projection operator  on the vectors in H q with zero first componen t ,  

i.e., P u =  (0, us, ..., uq)*. Then 
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q - 1  q - ]  q - 1  q - 1  

[IVECull <c 5 ~ [I)"B-'A~+IBgUk+I[[ <~c ~ 5 Cd)'l'llBq~ 
/=1  k ~ l  t = l  k = l  

by (6.12). Using (6.15) with 0=  0k-  i/q, we then get (if 0 ~<0 ~< 1) 

q - l q - 1  

IIPEC-II-<~ Y Y ~1)'1~176162 (7.9) 
i = l  k = l  

along the arcs Fi. Note that  O ~<0 < 1 when 0k < 1 + 1/q. If however 0k > 1 + 1/q then all the 

assumptions of Theorem 6.2 continue to hold when 0k is decreased so as to satisfy 0g = 1 + 1/q. 

Thus we can always assume 0k < 1 + l/q, so that  0 ~<0 ~< 1. 

To estimate each term on the right-hand side of (7.9) we take [)'1 sufficiently small if 

0g> 1 and use the smallness of % if 0g=I  (recall the assumption (H2)). Thus we get 

II rECu II ~< ~ [l()' q I -  A1) Pu 11 

along the arcs ?j, provided [)'l is sufficiently small. Hence, (7.8) yields 

II PE().I - A) u II = II ().~ x - A1) e u -  PECu II ~> II ()'~ I -  A1) Pu II - II PECu I[ 

I> �89 II()'~ - A1)P-II/> ~l)'[ r IIPull (7.10) 

as ).-+0 along the arcs ),j, where (H4) has been used. 

Let  ( ) , I -  A) u = f. (7.11) 

An argument like that  used in proving Theorem 6.1 shows that  Ul, the first component 

of the solution u of (7.11), satisfies 

q - 1  q 

( ) .q I -At -  ~, ) 'eAe+i)Ul= Z Cj()')/t, 
k = l  k = l  

where f =  ([1, ..., [~)* and the norms of the operators Cj(~) remain bounded as ).-+0. 

Therefore, 
q q - 1  

Ilfll >/~ II ~ 1  c,().)/ ,  II/> ~ I1()' r I - 21)Ul  II - ~111 ).~A~ +1~111 

~>=11(),~1 - A 1 ) u l l l -  ~lc~l).[kllBq~ 
b y  (6.12) with i =0. Hence, by (6.15), 

Ilfll ~>c[10'qI-Ai)Ulll >~l)'l"llu, ll 

along the ares ~j, provided I)'[ is sufficiently small. 
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From the last inequality and (7.10) we obtain, for 121 sufficiently small, 

12[aliull ~<~121q(llulll +lIP"H)~<cllfll al~ the ares r,; (7.12) 

here (7.11) and the boundedness of Ilrll (as 2~01 have been used. Since u=(2I -Xl - l r  

the assertion (7.1) of Lemma 7.2 follows from (7.12). 

We can now easily complete the proof of Theorem 7.2 with the aid of the following 

result (Theorem XI.9.29 of [4]): 

LEMMA 7.3. Let TECr. Let ~1 . . . . .  ~s be di//erentiable arcs as in the hypothesis (H4). 

Assume that/or some positive integer N, 

11(2I- T) 111 = o(121 -~) 

as 2-+0 along the arcs ~j. Then the subspace sp(T) contains the range o / T  N. 

In view of Lemmas 7.1, 7.2, we can apply Lemma 7.3 to the operator T = A  in H a, 

with N=q.  We conclude that  sp(A) contains R(Aq), the range of A a. Now the formula for 

A* displayed in the proof of Lemma 7.1 shows that  the null space N(A*) of A* is zero, 

whence it follows that  N((A*) q) = {0}. Hence R(A a) is dense in H a. Since sp(A) is a closed 

set which contains R(Aq), we deduce that  sp(A) = H  a. Now use the corollary to Lemma 6.2. 

Chapter 4. Some applications 

8. Generalizations and applications of the results of Chapter 2 

8.1. Generalizations. The results of Chapters 1, 2 can be extended to eigenvalue prob- 

lems 

2 a u = A u +  ~ 2 p+kBk u, (8.1) 
kffi0 

assuming that  ~ Ak [l Bk]l < ~ (8.2) 
kffi0 

for some A > 0. The assertion of Theorem 1.2 now becomes: 

~h------{ 2; 12]< A} = {0} (J QA(A; Bo, B1, ...) U ah(A; B0, B1, ...), 

where ~A (O'h) stands for the resolvent set (spectrum) in ~A, and the proof remains the 

same. 

The assertion of Theorem 1.3 is valid for all 2 in ~h" In extending the proof of 

that  theorem, we now first choose n o such that  

A" ~ A"+~I[B,~]I<I. (8.3) 
k = n 0 + l  
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" ~(1) + A(~), B(kl) + B(k~)respectively, Next we decompose A, Bk (1 ~< ]c ~< no) into sums A ~,~  

where A (1), B(k x) have finite-dimensional ranges and A (2), B~ ) are such that  

no  

A~IIA'~'[[ + A" ~ A~+~IIBg~'II< ~. 
k=O 

We then can proceed similarly to the proof of Theorem 1.3, taking 

n0 

B(1)(2) = A(1) + ~ ~+kB(1), 
k=O 

kffi0 k = n 0 + l  

We next turn to the results of Chap. 2. We introduce 

COt) = ) tq I -  A - ~ ~P§ (8.4) 
k=O 

and assume, as before, that  (8.2) holds. Then C - I ( ~ )  is a regular analytic function in the 

resolvent set QA(A; B0, B 1 . . . .  ) .  Since the estimate (2.13) obviously generalizes to the present 

case, Lemma 2.6 also extends to the present case. Lemmas 3.1, 3.2 and Theorem 3.2 (with 

/~ =A) clearly also extend, but  instead of (3.20) we now require that  

{ IIA IIXk-i 
e ~ / 1 _ ~ /  < 0 (8.5) 

k ~ l  \ / 

for  some 0 <0 < 1. Note that  (8.2) implies that  the series in (8.5) is convergent if A > IIA I1" 

The results of Secs. 4, 5 also extend without difficulty to C(~) given by (8.4). 

8.2. First application. Consider the differential operator 

B(x, Dx, 2)--Bo(x, D~) + ~2Bl(x, D~) +. . .  + ~q-lBq_l(x,  Dx) + )t q 

+ ~- IBq+I (X  , D~) + ... + ~),-hBq+h(X, Dx), (8.6) 

where Bj(x, D~:) is a linear differential operator of order sj in a bounded domain ~) of R n, 

and ~ is a fixed complex number. Assume that  s o = 2m and that  sj < 2m for all j ~: 0. Assume 

also that  Bo(x , Dx) is elliptic, that,  furthermore, its principal part  Bo(x, D~) is such that  

(-1)m/~0(X, ~) is never a negative number for real ~ 4= 0, and that  the coefficients of all the 

operators Bt are continuous in ~.  Assume finally that  the boundary ~ )  of ~ is in class C 2m. 

Consider the eigenvalue problem for the Dirichlet problem associated with (8.6), i.e., 

B(x, Dx, 2)u =0  in ~), (8.7) 

- 0  ~v j o n ~ 2  ( 0 < j < m -  1). (8.8) 
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Denote by Bj the operator obtained by taking the closure of the operator u~Bi(x, D~)u 

defined on the set of functions in C2m(~) satisfying (8.8). Then, the domain of B 0 is 

/ ~ z ( ~ )  N H~(~) (see [0], where general elliptic boundary conditions are considered). 

Our assumptions on B0(x, D~) imply that  ( ~ I -  B0) -1 exists for all 2 < - k ,  where k is 

some non-negative number, and that  

i[(Xi_Bo)~l] I.<<_~o,~, if 2<  - k .  (8.9) 
,•  

For simplicity we shall assume that  (8.9) holds with k = 0. 

Writing v = B 0 u in the equation 

Bou+~]tBlu+ ...+~).q-lBq_~u+).qu-i-v]~-lBq+lu+ ...+~2-hBq+hu=O, (8.10) 

and replacing ~ by 1/~t, we obtain the equation 

where 

~.qv=Av+~.AlV+ ...+~,~q-IAq_lv+~.q+IAq+lv+...+v],~q+hAq+hV, (8.11) 

A=Bo 1, Aj=Bq_jBo 1 for l<~]<~q-1, q+l<.j<q+h. (8.12) 

We define the generalized eigenvectors of (8.10) to be the vectors Bolv where v is a 

generalized eigenvector of (8.11). An equivalent definition can be given by considering 

solutions of the equations (2.3) with C(2)u defined by the left-hand side of (8.10), I t  is 

easily seen that  the generalized eigenveetors of (8.10) (corresponding to )t with ]~[ < R)are  

complete if and only if the same is true of the generalized eigenvectors of (8.11) (correspond- 

ing to ~ with [~l <R).  

We now recall the fact (see [6]) that  

for any 0 <~' <~ <~" < 1, where c, C are positive constants. I t  follows that  

(8.13) 

A-1Aj A ~ is compact inL~(~) if sq_j<2mO for 1 ~<j ~<q and 

ifsj<2mOforq+ l <j<q+h. (8.14) 

Assume now that  Bo(x , Dx) is formally self-adjoint, Then (see [7]) the eigenvalues Xk of 

B 0 satisfy: 
2k= ck2"~ln(1 + o(1)) as k ~  ~ .  (8.15) 

I t  follows that  A is in class Cr for any r > n/2m. Applying Theorem 5.1 we obtain the follow- 

ing result. 
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TH~ OR E~  8.1. Let the/oregoing assumption on B o .. . .  Bq+h hold. Suppose that B 1 . . . .  

= B,_ 1 = O, and that 

n < p sj /or all ~ ~ O. (8.16) 
2m q 2m 

I / ~  is su//iciently small then the generalized eigenvectors o/(8.7), (8.8) corresponding to the 

eigenvalues 2 with 121 < R /orm a complete set in L~(~), /or any R su/]iciently large. 

In  Theorem 8.1 we have assumed that  B 0 satisfies (8.9) with k = 0 .  This assumption 

can easily be removed if q =  1. Indeed, making the substitution 2-~2+/c in (8.11) (with 

q = 1), we get an equation of the form 

l + h  

2u=~u+~j~= 2J.;~j where ~ = A + k I + ~ X .  

I f  ~ is sufficiently small then Theorem 8.1 can be applied to the new equation. 

We next  note that  in view of the generalizations given in w 8.1, Theorem 8.1 extends 

also to operators (8.6) where the coefficient of each operator Bj(x, D,) has the form ~T(2), 

where 2qT(1/~t) is an analytic function in some disc {2; 121 <A}. 

8.3. Second application. Let  L be a one-to-one self-adjoint operator with compact in- 

verse. Let  M be another operator tha t  will be looked upon as a perturbation of L. We shall 

derive the completeness of the generalized eigenvectors of L + ~ M ,  where ~ is a small 

complex parameter.  

Let  u be an eigenvector of L + ~M with the corresponding eigenvalue u. Then 

/~u = (L + ~M) u. (8.17) 

I t  will be convenient to write/~ = 1/2, so tha t  (8.17) becomes 

u =2(L + ~M) u. (8.18) 

Define D(2) - 1 - 2 ( L  + ~M). (8.19) 

As in See. 2, if D-1(2) has a pole of order n at 20, then we define a packet of generalized 

eigenvectors (% ..... un-1) of D(~t) at 20 by  

u0 = 2o(L + ~M) u0, 

ul = 20(L + ~M) (% + %), (8.20) 

u n - l =  20(L+ ~M) (u~-i + un-~). 
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The generalized eigenvectors are the components of the packet. They are also characterized 

as solutions of the equation 

Let  A = L  -1, B =  - L - 1 M  

and define C(~t) = ~ t I -  A - ~2B. 

Then C(~t)= -A-1D(~)  and it is easy to see that  (u 0 ..... U~_l) is a packet  of generalized 

eigenvectors of D(~t) if and only if it is a packet of generalized eigenvectors of C(~t). By 

Theorem 5.1, if A E Cr for some r, r < 1 § and if A-1 BA  -t = M L  t is a bounded operator, 

then spa(C) = H  for all R sufficiently large, provided ~ is sufficiently small. (Note tha t  B is 

compact if M L  t is bounded.) Setting t = s - l ,  we have: 

THEOREM 8.2.(1) Let L be a one-to-one sel/-ad]oint operator with compact inverse in Cr, 

and assume that ML  ~- 1 is a bounded operator/or some s > r. Then the generalized eigenvectors 

o/ D(,~) are complete provided U is su]/iciently small. 

9. Applications of the results of Chapter 3 

Consider the differential operator 

B(x, Dx, ~)--  B0(x, Dx) .§ Dx) § ... §  , Dx)  .§ (9.1) 

where Bj(x, D~) are linear differential operators of order sj in a bounded domain ~ of R ~, and 

So=2m, sj<(2m/q)j if 1 <~]<~q-1. Assume also tha t  Bo(x, Dx) is elliptic, that  B o and the 

Bj satisfy the same assumptions as in Sec. 8.2 and that  ~ is in class C 2m. Consider the ei- 

genvalue problem (8.7), (8.8). 

Agmon and Nirenberg have proved (see [1], Theorem 5.8") a completeness theorem for 

the generalized eigenfunctions of the system obtained by  linearizing a reduced weighted 

elliptic boundary value problem. We shall show how such a completeness theorem follows 

from Theorem 6.2 in the more special case of the Dirichlet boundary value problem. We 

should like to remark that  our assumption s j< (2m/q)] is not essential, and tha t  our 

method can actually be extended to the case sj <~ (2m/q)~ under some restriction on the 

leading coefficients of Bj(x, D~). Furthermore,  we actually get the completeness of the 

generalized eigenfunctions of the problem (8.7), (8.8) and not just of its linearized form. 

We first transform the problem (8.7), (8.8) into the form (cf. (8.11)) 

(1) See Addendum at the end of this paper. 
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2qu = A u  + 2A l  u + ... + 2q-iAq_ l u. (9.2) 

Now we have  to  ver i fy  the  condi t ions of Theorem 6.2. 

(H2) follows f rom (8.13). (Ha) and  (Hb) (for a n y  r >0)  follow f rom [0]. To prove  (Ha), le t  

be the  ope ra to r  def ined s imi lar ly  to  A when Be(x, Dx) is the  d i f ferent ia l  ope ra to r  

( - - A ) m +  1. The  eigenvalues of A sa t i s fy  (8.15). Since A is self-adjoint ,  i t  follows tha t ,  for  

a n y  0 < 0  < 1, .~-e is of class Cr0 for a n y  r >n/2m.  Using (8.13) we conclude t h a t  the  ope ra to r  

F =-~-~  is a bounded  ope ra to r  if a > 0 .  W e  now recal l  (see [4]) t h a t  if B is in Cr and  F is 

bounded,  t hen  F B  is also in Cr. I t  follows t h a t  ~ = X~176 is in class Cr for a n y  r > n /2ma 

(provided 0 is p rope r ly  chosen). This  implies  (Ha). 

E igenvalue  p r o b l e m s  of the  form (8.7), (8.8) (and also p rob lems  wi th  more  genera l  

b o u n d a r y  condit ions)  occur in m a n y  phys ica l  appl ica t ions .  F o r  examples ,  see [2]. 

Addendum. We have discovered several papers in the Russian l i terature dealing with 

completeness for equations as in Chapter 3; see [19], [20] and the references given there. 

These results are related to ours. They all assume roughly tha t  A is normal, but  the  assump- 

tions On the Bk are somewhat simpler than  ours. The concept of completeness in these papers 

is not  as direct as ours, since they  do not  have the result  of Lemma 6.2. 

As to Theorem 8.2, we have discovered tha t  a more general result was proved in [19; 

p. 336], namely,  tha t  the assertion of Theorem 8.2 holds if 15 is one- to-one,  self-adjoint with 

/5 -1 compact,  M/5 -1 compact,  L - 1 M L  -1 in Cr for some r <  oo, and 7 = 1. The proof, however, 

is based on the deep result of Lemma 7.3. We also wish to point  out  tha t  the restr ict ion on 

7 made in Theorem 8.2 can be removed without  difficulty (so tha t  one can take 7 = 1). Indeed,  

we consider L ~ , i a I  (instead of /5) with a > 0  and note (by [19; Lcmma 7.1]) t ha t  

HM(/5+iaI)-iH <~7'; 7 '-+0 if a -~  c~. One now can check tha t  the proof of Theorem 8.2 

extends to the case where "7  is small"  is replaced by  "7 '  is small".  
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