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## 1. INTRODUCTION

In A 1967 PAPER, Loud [25] obtained sharp nonresonance conditions for the second order differential equation

$$
\begin{equation*}
-x^{\prime \prime}=g(x)+h(t) . \tag{1}
\end{equation*}
$$

More precisely, assuming $g$ to be an odd function of class $C^{1}$ and $h$ to be a continuous $T$-periodic function, $h$ being even and odd-harmonic, he proved the existence (and uniqueness) of a $T$-periodic solution to (1), whenever the range of the derivative of $g$ does not interact with the set of eigenvalues $\left\{(2 \pi i / T)^{2}, i=0,1, \ldots\right\}$ of the differential operator, i.e. for some $n \in \mathbb{N}$,

$$
\begin{equation*}
\left(\frac{2 \pi n}{T}\right)^{2}<a \leq g^{\prime}(x) \leq b<\left(\frac{2 \pi(n+1)^{2}}{T}\right), \quad(x \in \mathbb{R}) \tag{2}
\end{equation*}
$$

That theorem was generalized by Lcach [24], who obtained the same existence condition, without assuming $g$ to be odd and without hypothesis on $h$ other than the continuity and the $T$-periodicity. Similar sharp existence results for equations whose nonlinear part has linear growth had already been given by Dolph [13] for elliptic equations.

In recent years, much effort has been devoted to generalize the above existence result. We would like to distinguish between two different branches along which the theory developed.

First of all, it was shown by Mawhin [26] that condition (2) can be weakened to

$$
\begin{equation*}
\left(\frac{2 \pi n}{T}\right)^{2}<\liminf _{|x| \rightarrow \infty} \frac{g(x)}{x} \leq \limsup _{|x| \rightarrow \infty} \frac{g(x)}{x}<\left(\frac{2 \pi(n+1)}{T}\right)^{2}, \tag{3}
\end{equation*}
$$

still ensuring the existence of a solution to cquation (1).
On their part, Lazer and Leach [23] considered the resonance situation when equality can replace one of the strict inequalities in (3). In this case, besides a restriction on the growth of $g$, they introduced some conditions at resonance which are nowadays known as LandesmanLazer conditions, after the generalization operated in [21]. More precisely, assuming $(g(x)-(2 \pi n) / T)^{2} x$ to be bounded, it was proved in [23] that a sufficient condition for the existence of a solution to (1) is the following:

$$
\begin{aligned}
& \frac{T}{\pi}\left\{\liminf _{x \rightarrow+\infty}\left(g(x)-\left(\frac{2 \pi n}{T}\right)^{2} x\right)-\limsup _{x \rightarrow-\infty}\left(g(x)-\left(\frac{2 \pi n}{T}\right)^{2} x\right)\right\} \\
& \quad>\left\{\left(\int_{0}^{T} h(t) \sin \left(\frac{2 \pi n}{T}\right) t \mathrm{~d} t\right)^{2}+\left(\int_{0}^{T} h(t) \cos \left(\frac{2 \pi n}{T}\right) t \mathrm{~d} t\right)^{2}\right\}^{1 / 2}
\end{aligned}
$$

It can also be shown that in some cases, the above condition is also necessary for the existence of a solution to equation (1).

These one-sided resonance situations have been extensively studied in the sequel (cf. [12, 16, 19, 27]), and abstract versions were provided in [5, 8, 11, 30].

In a recent paper [14], the authors considered even the situation where double resonance can arise, i.e. when both strict inequalities in (3) can be replaced by equalities. They proved the existence of $T$-periodic solutions under Landesman-Lazer type conditions at both sides. Other types of conditions at resonance have been considered, e.g. in [1, 31, 32].

The other direction followed to generalize the result of Loud was introduced by Lazer [22] and Ahmad [2]. They considered an $M$-dimensional system of the form

$$
\begin{equation*}
-x^{\prime \prime}=\operatorname{grad} G(x)+h(t) \tag{4}
\end{equation*}
$$

and replaced condition (2) by a corresponding one involving the Hessian matrix $H(x)$ of $G(x)$. They introduced two symmetric matrices $A$ and $B$ with respective eigenvalues $\alpha_{1} \leq \cdots \leq \alpha_{n}$ and $\beta_{1} \leq \cdots \leq \beta_{n}$, such that

$$
\left\{\begin{array}{l}
A \leq H(x) \leq B \quad\left(x \in \mathbb{R}^{M}\right)  \tag{5}\\
\bigcup_{i \in\{1, \ldots, n\}}\left[\alpha_{i}, \beta_{i}\right] \cap\left\{\left.\left(\frac{2 \pi k}{T}\right)^{2} \right\rvert\, k=0,1, \ldots\right\}=\varnothing
\end{array}\right.
$$

Under the above conditions, they were able to prove the existence (and uniqueness) of a $T$-periodic solution to (4). This kind of approach has been generalized in various ways (cf. $[3,7,9,17,29,33]$ ), and abstract versions were given in $[4,6,10]$.

In this paper we try to combine the two different approaches mentioned above. We provide abstract results and give applications to systems of ordinary and partial differential equations with nonlinearities which satisfy weaker versions of condition (5), where resonance can occur at onc or both sides of the intervals $\left[\alpha_{i}, \beta_{i}\right]$. In other words, some of the $\alpha_{i}$ and/or $\beta_{i}$ can belong to the spectrum of the differential operator. In particular, we provide an abstract formulation for the result in [14].

In Section 2, we introduce our abstract setting and show the relation between different types of assumptions. In particular, we deal with a generalized eigenvalue problem $L x=\lambda S x$, where $L$ and $S$ are self-adjoini operators, and introduce a change of variable which permits this problem to be treated as a usual eigenvalue problem for an associated operator $\tilde{L}$. The use of generalized eigenvalue problems has been introduced into the study of nonresonance problems in [15] and the reduction of the generalized eigenvalue problem to a usual one can be found in Kato [20].

Section 3 is devoted to the study of the "simple resonance" situation from an abstract point of view, while in Section 4 we deal with "double resonance".

In Sections 5 and 6, we give some applications of the abstract results of Sections 3 and 4, respectively. In Section 5, we introduce generalized Landesman-Lazer conditions for systems of elliptic equations, improving some previous results by Brezis and Nirenberg [8]. We also prove an existence result for a periodic problem for which the Landesman-Lazer condition cannot be written. In Section 6, we prove the existence of solutions in a double resonance situation for a Dirichlet problem.

Finally, in Section 7 we compare two of our abstract theorems when applied to a twodimensional periodic problem.

## 2. NOTATIONS AND MAIN ASSUMPTIONS

Let $H$ be a real Hilbert space with scalar product $\langle\cdot, \cdot\rangle$ and corresponding norm $\|\cdot\|$. We are interested in finding solutions of the equation

$$
\begin{equation*}
L x=N x, \tag{6}
\end{equation*}
$$

where $L: \operatorname{dom}(L) \subset H \rightarrow H$ is a linear self-adjoint operator having closed range and a compact resolvent, and $N: H \rightarrow H$ is continuous and maps bounded sets into bounded sets.

It is well known that, with these assumptions, $L$ is a Fredholm operator of index zero whose spectrum is made of eigenvalues with finite multiplicities, and that $L$ has a compact right inverse.

We are given a continuous linear self-adjoint operator $S: H \rightarrow H$ which is positive and invertible. We will denote by $S^{-1}$ the inverse of $S$, and by $S^{1 / 2}$ and $S^{-1 / 2}$ the square root operators of $S$ and $S^{-1}$, respectively.

We consider the following assumption on the operator $L$.
(L1) There exists $\alpha>1$ such that

$$
L x=\lambda S x, \quad \lambda \in] 0, \alpha[\Rightarrow x=0
$$

Some equivalent formulations of assumption (L1) are given below; we will use the notation $\sigma(T)$ for the spectrum of an operator $T: \operatorname{dom}(T) \subset H \rightarrow H$.

Lemma 1. Condition (L1) is verified if and only if, for some $\alpha>1$, one of the following propositions is true.
(L2) $\left.\sigma\left(S^{-1 / 2} L S^{-1 / 2}\right) \cap\right] 0, \alpha[=\varnothing$.
(L3) $(L-(\alpha / 2) S)$ is invertible and $\left\|\left(S^{-1 / 2}(L-(\alpha / 2) S) S^{-1 / 2}\right)^{-1}\right\| \leq(2 / \alpha)$.
(L4) $\left\langle S^{-1} L x, L x\right\rangle \geq \alpha\langle L x, x\rangle$, for every $x \in \operatorname{dom}(L)$.
Proof. By the change of variable $x=S^{-1 / 2} u$, the equation $L x=\lambda S x$ can be transformed into $S^{-1 / 2} L S^{-1 / 2} u=\lambda u$. It can be seen that $S^{-1 / 2} L S^{-1 / 2}$ has a compact resolvent, so that its spectrum is made of eigenvalues, and it is then easy to see that (L1) is equivalent to (L2). On the other hand, ( L 2 ) is clearly equivalent to saying that $\left(S^{-1 / 2} L S^{-1 / 2}-(\alpha / 2) I\right)$ is invertible and that $\operatorname{dist}\left(\alpha / 2, \sigma\left(S^{-1 / 2} L S^{-1 / 2}\right)\right) \geq \alpha / 2$. The equivalence of (L2) and (L3) then follows from the fact that, for an invertible self-adjoint operator $T$, one has $\left\|T^{-1}\right\|=[\operatorname{dist}(0, \sigma(T))]^{-1}$. We can write (L3) as follows:

$$
\left\|S^{-1 / 2}\left(L-\frac{\alpha}{2} S\right) S^{-1 / 2} u\right\| \geq \frac{\alpha}{2}\|u\| \quad(u \in H)
$$

Replacing $u$ by $S^{1 / 2} x$ and squaring both sides, one easily verifies that (L3) is equivalent to (L4).

Our main assumption on $N$ is the following.
(N1) There exist $\beta<(\alpha-1) / \alpha$ and $\varphi: H \rightarrow \mathbb{R}^{+}$such that $\varphi(x)=o\left(\|x\|^{2}\right)$ as $\|x\| \rightarrow \infty$ and

$$
\langle N x, x\rangle \geq\left\langle S^{-1} N x, N x\right\rangle-\beta\left\langle S^{-1} L x, L x\right\rangle-\varphi(x),
$$

for every $x \in H$.

In the next lemma we give a sufficient condition for (N1) to be satisfied. For self-adjoint operators $A, B: H \rightarrow H$, we will write $A \leq B$ when $B-A$ is positive semidefinite, i.e. when $\langle(B-A) u, u\rangle \geq 0$, for every $u \in H$.

Lemma 2. A sufficient condition for ( N 1 ) to hold (with $\beta=0$ ) is the following.
(N2) There exist $\Gamma: H \rightarrow \mathscr{L}_{s}(H)$ (the space of linear self-adjoint operators in $H$ ) and $R: H \rightarrow H$ such that

$$
0 \leq \Gamma x \leq S(x \in H), \quad\|R x\|=o(\|x\|) \quad \text { as }\|x\| \rightarrow \infty
$$

and

$$
N x=(\Gamma x) x+R x .
$$

Proof. Fix $x \in H$ and set $T=2 \Gamma x-S$. Then,

$$
|\langle T u, u\rangle| \leq\langle S u, u\rangle \quad(u \in H) .
$$

By taking $v=S^{1 / 2} u$, one can conclude that

$$
\left\|S^{-1 / 2} T S^{-1 / 2}\right\|=\sup _{v \neq 0} \frac{\left|\left\langle S^{-1 / 2} T S^{-1 / 2} v, v\right\rangle\right|}{\|v\|^{2}} \leq 1
$$

since $S^{-1 / 2} T S^{-1 / 2}$ is self-adjoint. Hence, we have

$$
\left\|S^{-1 / 2} T S^{-1 / 2} v\right\| \leq\|v\| \quad(v \in H)
$$

or, with $u=S^{-1 / 2} v$,

$$
\left\|S^{-1 / 2}(2 \Gamma x-S) u\right\| \leq\left\|S^{1 / 2} u\right\| \quad(u \in H)
$$

In particular, the above relation holds for $u=x$. So we get

$$
\left\|S^{-1 / 2}(2 N x-S x)\right\| \leq\left\|S^{1 / 2} x\right\|+2\left\|S^{-1 / 2} R x\right\|
$$

Squaring both sides, we obtain

$$
\langle N x, x\rangle \geq\left\langle S^{1} N x, N x\right\rangle-\left[\left\|S^{1 / 2} R x\right\|^{2}+\left\|S^{-1 / 2} R x\right\|\left\|S^{1 / 2} x\right\|\right] .
$$

Setting $\varphi(x)=\left\|S^{-1 / 2} R x\right\|^{2}+\left\|S^{-1 / 2} R x\right\|\left\|S^{1 / 2} x\right\|$, one has that $\varphi(x)=o\left(\|x\|^{2}\right)$ as $\|x\| \rightarrow \infty$, and the proof is complete.

Remarks. By making the change of variable $u=S^{1 / 2} x$, equation (6) becomes of the form

$$
\begin{equation*}
\tilde{L} u=\tilde{N} u \tag{7}
\end{equation*}
$$

with $\tilde{L}=S^{-1 / 2} L S^{-1 / 2}, \tilde{N}=S^{-1 / 2} N S^{-1 / 2}$. Condition (L1) and the inequality in (N1) are then equivalent, respectively, to:

$$
\begin{gather*}
\left\|\tilde{L} u-\frac{\alpha}{2} u\right\| \geq\left\|\frac{\alpha}{2} u\right\|  \tag{L5}\\
\left\|\tilde{N} u-\frac{1}{2} u\right\|^{2} \leq\left\|\frac{1}{2} u\right\|^{2}+\beta\|\tilde{L} u\|^{2}+\tilde{\varphi}(u), \tag{N3}
\end{gather*}
$$

where $\tilde{\varphi}(u)=\varphi\left(S^{-1 / 2} u\right)$. One can see that such kind of assumptions generalize the setting in [8, Chapter 3].

## 3. EXISTENCE RESULTS

In this section we prove two existence results for the general equation (6). For the first two results, we will assume that hypotheses (L1) and (N1) hold and we will give some extra conditions in order to avoid resonance. Notice that the conditions (L1) and (N1) alone are not sufficient to guarantee the existence of a solution to (6) if $\operatorname{ker} L \neq \varnothing$. This can be seen, for example, by taking $N x$ to be a constant vector which is not orthogonal to ker $L$.

We will denote by $P_{0}: H \rightarrow H$ the orthogonal projection onto ker $L$.
Theorem 1. Assume (L1) and (N1). If ker $L \neq\{0\}$ suppose moreover that, for all $x \in \operatorname{dom}(L)$ with sufficiently large norm which verify the inequality $\left\langle S^{-1} L x, L x\right\rangle \leq((\alpha-1) / \alpha-\beta)^{-1} \varphi(x)$, one has, either

$$
\begin{equation*}
\left\langle N x, P_{0} x\right\rangle>0, \tag{R1}
\end{equation*}
$$

or
(R2)

$$
\langle N x, x\rangle-\alpha^{-1}\left(\frac{\alpha-1}{\alpha}-\beta\right)^{-1} \varphi(x)>0 .
$$

Then equation (6) has a solution.

Theorem 2. Assume (L1) and (N1). If $\operatorname{ker} L \neq\{0\}$, suppose that there exist positive constants $C_{1}, C_{2}$ such that

$$
\begin{equation*}
\left\|P_{0} N x-P_{0} N y\right\| \leq C_{1}\|x-y\|+C_{2} \tag{8}
\end{equation*}
$$

for every $x, y \in H$. If moreover

$$
\begin{equation*}
\liminf _{\substack{\|u\| \rightarrow \infty \\ u \in \operatorname{ker} L}} \frac{\langle N u, u\rangle}{\|u\|^{2}}>0 \tag{R3}
\end{equation*}
$$

then equation (6) has a solution.

Proof of theorem 1 and theorem 2. We will apply a continuation theorem by Mawhin [28, theorem IV.13]. To this aim, we are going to prove the existence of a constant $R>0$ such that, for any solution $x$ of the equation

$$
\begin{equation*}
L x=\lambda N x \tag{9}
\end{equation*}
$$

with $\lambda \in] 0$, $1[$, we have $\|x\|<R$; moreover, we need to prove that the Brouwer degree

$$
\begin{equation*}
\operatorname{deg}\left(P_{0} N, B(0, R) \cap \operatorname{ker} L, 0\right) \tag{10}
\end{equation*}
$$

is well defined and different from 0 .
By contradiction, let us suppose that there exist sequences $\left(x_{n}\right),\left(\lambda_{n}\right)$ such that $x_{n}$ is a solution of (9) $\left.)_{\lambda_{n}}, \lambda_{n} \in\right] 0,1\left[\text { and }\left\|x_{n}\right\| \rightarrow \infty \text {. From (9) }\right)_{\lambda_{n}}$, using (L4) and (N1), we deduce the inequalities

$$
\begin{align*}
& \left\langle N x_{n}, x_{n}\right\rangle=\frac{1}{\lambda_{n}}\left\langle L x_{n}, x_{n}\right\rangle \leq \frac{1}{\alpha \lambda_{n}}\left\langle S^{-1} L x_{n}, L x_{n}\right\rangle,  \tag{11}\\
& \left\langle N x_{n}, x_{n}\right\rangle \geq\left(\frac{1}{\lambda_{n}^{2}}-\beta\right)\left\langle S^{-1} L x_{n}, L x_{n}\right\rangle-\varphi\left(x_{n}\right) . \tag{12}
\end{align*}
$$

Combining (11) with (12), one gets

$$
\begin{equation*}
\lambda_{n} \alpha\left(\frac{1}{\lambda_{n}}-\lambda_{n} \beta-\frac{1}{\alpha}\right)\left\langle N x_{n}, x_{n}\right\rangle \leq\left(\frac{1}{\lambda_{n}}-\lambda_{n} \beta-\frac{1}{\alpha}\right)\left\langle S^{-1} L x_{n}, L x_{n}\right\rangle \leq \lambda_{n} \varphi\left(x_{n}\right) \tag{13}
\end{equation*}
$$

from which results in particular that

$$
\begin{equation*}
\left(\frac{\alpha-1}{\alpha}-\beta\right)\left\langle S^{-1} L x_{n}, L x_{n}\right\rangle \leq \varphi\left(x_{n}\right) \tag{14}
\end{equation*}
$$

Moreover, $x_{n}$, being a solution of $(9)_{\lambda_{n}}$, must satisfy the conditions

$$
\begin{gather*}
P_{0} N x_{n}=0,  \tag{15}\\
\left\langle N x_{n}, P_{0} x_{n}\right\rangle=0, \tag{16}
\end{gather*}
$$

since $\operatorname{Im} L$ is orthogonal to $\operatorname{ker} L$. On the other hand, from (13) we also have

$$
\begin{equation*}
\alpha\left(\frac{\alpha-1}{\alpha}-\beta\right)\left\langle N x_{n}, x_{n}\right\rangle \leq \varphi\left(x_{n}\right) . \tag{17}
\end{equation*}
$$

Now, since $x_{n}$ verifies (14), the conditions (16) and (17) give a contradiction either with (R1) or with (R2); so, we have an a priori bound for the solutions of (9) ${ }_{\lambda}$ when we are in the situation of theorem 1 .

In the situation of theorcm 2, we first notice that (14) implies that $\left\|\left(I-P_{0}\right) x_{n}\right\|=o\left(\left\|x_{n}\right\|\right)$ for $n \rightarrow \infty$, as it results from the fact that $L$ has a continuous right inverse. Using (15) and (8), we see that

$$
\frac{\left\|P_{0} N P_{0} x_{n}\right\|}{\left\|P_{0} x_{n}\right\|} \leq C_{1} \frac{\left\|\left(I-P_{0}\right) x_{n}\right\|}{\left\|P_{0} x_{n}\right\|}+\frac{C_{2}}{\left\|P_{0} x_{n}\right\|} \rightarrow 0 \quad \text { for } n \rightarrow \infty .
$$

This contradicts (R3). Therefore, we also have an a priori bound for the solutions of (9) in this case.

It remains to prove that the degree (10) is well defined and different from 0 . This is fairly straightforward, since our assumptions all imply that $\left\langle P_{0} N u, u\right\rangle>0$ for every $u \in \operatorname{ker} L$ with sufficiently large norm.

The conclusion then follows from Mawhin's theorem.
Remarks. Theorem 1 can be seen to generalize some results by Brezis and Nirenberg [8, Chapter 3]. They deal with the case where $S$ is a multiple of the identity; it can be seen that their hypotheses, in theorem III. $2^{\prime}$, are a particular case of (R2). We have seen, however, in the remarks at the end of Section 2, that one can always reduce to the case where $S$ is the identity by a suitable change of variable. On the other hand, condition (R1) permits the recovery of the Landesman-Lazer conditions when dealing with applications to partial differential equations, without the need of further assumptions as in [8]. This will be made clear in the next section.

Theorem 2 deals with an essentially nonresonant situation. By this we mean that under the same assumptions one can conclude that for any $z \in H$ the equation

$$
L x=N x+z
$$

has a solution. On the contrary, theorem 1 would require further assumptions upon $z$ in order to be applied.

As can be seen from the proof, one can generalize condition (R3) of theorem 2 by replacing it, for example, by:
(R4) for every $u \in \operatorname{ker} L$, with sufficiently large norm,

$$
\left\langle P_{0} N u, u\right\rangle>-\left\|P_{0} N u\right\|\|u\|
$$

and

$$
\liminf _{\substack{\|u\| \rightarrow \infty \\ u \in \operatorname{ker} L}} \frac{\left\|P_{0} N u\right\|}{\|u\|}>0
$$

We now state a corollary of the proof of theorem 1 .
Corollary 1. Assume the following.

$$
\begin{equation*}
L x=\lambda S x, \quad \lambda \in] 0,1] \Rightarrow x=0 \tag{L1'}
\end{equation*}
$$

( $\mathrm{N} 1^{\prime}$ ) there exist positive constants $c_{1}$ and $c_{2}$ such that

$$
\langle N x, x\rangle \geq\left\langle S^{-1} N x, N x\right\rangle-c_{1}\|x\|-c_{2},
$$

for every $x \in H$.
(R1') If ker $L \neq\{0\}$, assume that for every sequence $\left(x_{n}\right)$ such that

$$
\left\|x_{n}\right\| \rightarrow \infty \quad \text { and } \quad\left\|L x_{n}\right\|=O\left(\left\|x_{n}\right\|^{1 / 2}\right) \quad \text { as } n \rightarrow \infty
$$

one has

$$
\liminf _{n \rightarrow \infty}\left\langle N x_{n}, P_{0} x_{n}\right\rangle>0
$$

Then, equation (6) has a solution.
Notice that ( $\mathrm{L} 1^{\prime}$ ) is equivalent to (L1), since the spectrum of an operator is closed. On the other hand, if the sequence ( $x_{n}$ ) verifies (14) with $\varphi(x)=c_{1}\|x\|-c_{2}$, one clearly has $\left\|L x_{n}\right\|=$ $O\left(\left\|x_{n}\right\|^{1 / 2}\right.$ ) for $n \rightarrow \infty$. This allows hypothesis (R1) to be replaced by (R1').

## 4. DOUBLE RESONANCE: AN ABSTRACT APPROACH

In this section we will weaken assumption (L1) on $L$ in order to permit both ker $L$ and $\operatorname{ker}(S-L)$ to be nontrivial. We will use the following

$$
L x=\lambda S x, \quad \lambda \in] 0,1[\Rightarrow x=0
$$

It is straightforward to obtain equivalent characterizations as in lemma 1 : just set $\alpha=1$. In particular, (L1") is equivalent to

$$
\begin{equation*}
\left\langle S^{-1} L x, L x\right\rangle \geq\langle L x, x\rangle \quad \text { for every } x \in \operatorname{dom}(L) \tag{L4"}
\end{equation*}
$$

The assumption on $N$ will be a stronger version of condition ( N 2 ) of lemma 2, as shown in the following.
(N2') There exist $\Gamma: H \rightarrow \mathscr{L}_{s}(H)$ (the space of linear self-adjoint operators in $H$ ) and $R: H \rightarrow H$ such that

$$
0 \leq \Gamma x \leq S \quad(x \in H)
$$

$R$ has bounded image and

$$
N x=(\Gamma x) x+R x .
$$

We will introduce $P_{0}, P_{1}$, projections on $\operatorname{ker} L$ and $\operatorname{ker}(S-L)$, respectively. Our main result is the following theorem.

Theorem 3. Assume ( $\mathrm{L} 1^{\prime \prime}$ ) and ( $\mathrm{N} 2^{\prime}$ ). Suppose moreover
( $\mathrm{N} 2^{\prime \prime}$ ) there exists $\varepsilon>0$ such that, for every $x \in H$, either

$$
\langle(\Gamma x) u, u\rangle \geq \varepsilon\langle S u, u\rangle \quad(u \in \operatorname{ker} L \oplus \operatorname{ker}(S-L))
$$

or

$$
\langle(\Gamma x) u, u\rangle \leq(1-\varepsilon)\langle S u, u\rangle \quad(u \in \operatorname{ker} L \oplus \operatorname{ker}(S-L)) ;
$$

(R1") for every sequence $\left(x_{n}\right)$ such that $\left\|x_{n}\right\| \rightarrow \infty$ and $\left\|L x_{n}\right\|=O\left(\left\|x_{n}\right\|^{1 / 2}\right.$ ) for $n \rightarrow \infty$, one has

$$
\liminf _{n \rightarrow \infty}\left\langle N x_{n}, P_{0} x_{n}\right\rangle>0
$$

(R2") for every sequence $\left(y_{n}\right)$ such that $\left\|y_{n}\right\| \rightarrow \infty$ and $\left\|(S-L) y_{n}\right\|=O\left(\left\|y_{n}\right\|^{1 / 2}\right)$ for $n \rightarrow \infty$, one has

$$
\liminf _{n \rightarrow \infty}\left\langle S y_{n}-N y_{n}, P_{1} y_{n}\right\rangle>0
$$

Then, equation (6) has a solution.
In order to prove theorem 3, we need the following result.
Lemma 3. If (L1") holds, one can split the space $H$ as $H=[\operatorname{ker} L \oplus \operatorname{ker}(S-L)] \oplus \tilde{H}$, in such a way that, writing $x \in H$ as $x=\bar{x}+\tilde{x}$, with $\bar{x} \in[\operatorname{ker} L \oplus \operatorname{ker}(S-L)]$ and $\tilde{x} \in \tilde{H}$, one has, for all $x \in \operatorname{dom}(L)$,

$$
\begin{equation*}
\left\langle S^{-1} L x, L x\right\rangle-\langle L x, x\rangle \geq \delta\|\tilde{x}\|^{2} \tag{18}
\end{equation*}
$$

for some $\delta>0$.
Proof. It can be shown that, since $L$ has a compact resolvent, the same is true for $\tilde{L}=S^{-1 / 2} L S^{-1 / 2}$. Let $\left(u_{i}\right)$ be the eigenvectors of $\tilde{L}$ with corresponding eigenvalues $\left(\lambda_{i}\right)$, i.e. $L u_{i}=\lambda_{i} S u_{i}$. Then the $\left(u_{i}\right)$ form a basis for $H$, and we can define $\tilde{H}$ as the subspace of $H$ generated by the vectors $u_{i}$ for which $\lambda_{i} \notin[0,1]$. The result then follows from standard Fourier analysis.

Proof of theorem 3. By the Leray-Schauder degree theory, using a homotopy argument, it is sufficient to prove that, for $\lambda \in] 0,1[$, there is an a priori bound for the solutions of

$$
\begin{equation*}
L x=(1-\lambda) \frac{1}{2} S x+\lambda N x . \tag{19}
\end{equation*}
$$

Assume by contradiction that this is not true. Then there are sequences $\left(\lambda_{n}\right),\left(x_{n}\right)$ such that $\left.\lambda_{n} \in\right] 0,1\left[,\left\|x_{n}\right\| \rightarrow \infty \text { and } x_{n} \text { is a solution of (19) }\right)_{\lambda_{n}}$. From (19) $)_{\lambda_{n}}$ one has

$$
\begin{equation*}
\left\langle N x_{n}, x_{n}\right\rangle \leq \frac{1}{\lambda_{n}}\left\langle L x_{n}, x_{n}\right\rangle-\frac{1-\lambda_{n}}{2 \lambda_{n}}\left\langle S x_{n}, x_{n}\right\rangle \leq \frac{1}{\lambda_{n}}\left\langle L x_{n}, x_{n}\right\rangle . \tag{20}
\end{equation*}
$$

On the other hand, ( $\mathrm{N} 2^{\prime}$ ) implies ( N 1 ) with $\beta=0$ and $\varphi(x)=O(\|x\|)$ for $\|x\| \rightarrow \infty$ (see the proof of lemma 2). Since, by (L4"),

$$
\begin{align*}
\left\langle S^{-1} N x_{n}, N x_{n}\right\rangle & =\frac{1}{\lambda_{n}^{2}}\left\langle S^{-1} L x_{n}, L x_{n}\right\rangle+\left(\frac{1-\lambda_{n}}{2 \lambda_{n}}\right)^{2}\left\langle S x_{n}, x_{n}\right\rangle-\frac{1-\lambda_{n}}{\lambda_{n}^{2}}\left\langle L x_{n}, x_{n}\right\rangle \\
& \geq \frac{1}{\lambda_{n}}\left\langle S^{-1} L x_{n}, L x_{n}\right\rangle \tag{21}
\end{align*}
$$

we have, from (N1) and (21),

$$
\begin{equation*}
\left\langle N x_{n}, x_{n}\right\rangle \geq \frac{1}{\lambda_{n}}\left\langle S^{-1} L x_{n}, L x_{n}\right\rangle-\varphi\left(x_{n}\right) . \tag{22}
\end{equation*}
$$

Combining (20) with (22), one has

$$
\begin{equation*}
\left\langle S^{-1} L x_{n}, L x_{n}\right\rangle-\left\langle L x_{n}, x_{n}\right\rangle \leq \varphi\left(x_{n}\right) \tag{23}
\end{equation*}
$$

By lemma 3, we then have that

$$
\begin{equation*}
\left\|\tilde{x}_{n}\right\|=O\left(\left\|x_{n}\right\|^{1 / 2}\right) \quad \text { as } n \rightarrow \infty \tag{24}
\end{equation*}
$$

Now, because of condition ( $\mathrm{N} 2^{\prime \prime}$ ) we can split the sequence $x_{n}$ in two subsequences, $x_{n}^{\prime}$ and $x_{n}^{\prime \prime}$, satisfying respectively

$$
\begin{equation*}
\left\langle\left(\Gamma x_{n}^{\prime}\right) u, u\right\rangle \geq \varepsilon\langle S u, u\rangle \quad(u \in \operatorname{ker} L \oplus \operatorname{ker}(S-L)), \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\left(\Gamma x_{n}^{\prime \prime}\right) u, u\right\rangle \leq(1-\varepsilon)\langle S u, u\rangle \quad(u \in \operatorname{ker} L \oplus \operatorname{ker}(S-L)) . \tag{26}
\end{equation*}
$$

We want to show that both situations lead to a contradiction, proving the theorem. The two cases being symmetrical, we only consider one of the two, e.g. (26). Working as in lemma 2, and using the fact that $0 \leq \mathrm{I} x_{n}^{\prime \prime}$, one gets

$$
\begin{equation*}
\left\|S^{-1 / 2}\left(2 \Gamma x_{n}^{\prime \prime}-(1-\varepsilon) S\right) u\right\| \leq(1-\varepsilon)\left\|S^{1 / 2} u\right\| \tag{27}
\end{equation*}
$$

for every $u \in \operatorname{ker} L \oplus \operatorname{ker}(S-L$ ) (just replace $S$ by $(1-\varepsilon) S$ ). In particular, (27) holds for $u=\bar{x}_{n}^{\prime \prime}$. Then, for a certain $c>0$,

$$
\left\|S^{-1 / 2}\left(2 \Gamma x_{n}^{\prime \prime}-(1-\varepsilon) S\right) x_{n}^{\prime \prime}\right\| \leq(1-\varepsilon)\left\|S^{1 / 2} x_{n}^{\prime \prime}\right\|+c\left\|\tilde{x}_{n}^{\prime \prime}\right\|,
$$

and so

$$
\begin{equation*}
\left\|S^{-1 / 2}\left(2 N x_{n}^{\prime \prime}-(1-\varepsilon) S x_{n}^{\prime \prime}\right)\right\| \leq(1-\varepsilon)\left\|S^{1 / 2} x_{n}^{\prime \prime}\right\|+c\left\|\tilde{x}_{n}^{\prime \prime}\right\|+2\left\|S^{-1 / 2} R x_{n}^{\prime \prime}\right\| \tag{28}
\end{equation*}
$$

Because of (24), it is then easy to define a map $\Psi: H \rightarrow \mathbb{R}^{+}$such that $\Psi(x)=O(\|x\|)$ as $\|x\| \rightarrow \infty$ and, from (28),

$$
\begin{equation*}
\left\langle N x_{n}^{\prime \prime}, x_{n}^{\prime \prime}\right\rangle \geq \frac{1}{1-\varepsilon}\left\langle S^{-1} N x_{n}^{\prime \prime}, N x_{n}^{\prime \prime}\right\rangle-\Psi\left(x_{n}^{\prime \prime}\right) \tag{29}
\end{equation*}
$$

Since $\left(x_{n}^{\prime \prime}\right)$ is a subsequence of $\left(x_{n}\right)$, it satisfies (20), which, combined with (29), (21) and (L4"), gives

$$
\frac{\varepsilon}{1-\varepsilon}\left\langle S^{-1} L x_{n}^{\prime \prime}, L x_{n}^{\prime \prime}\right\rangle \leq \Psi\left(x_{n}^{\prime \prime}\right)
$$

and so

$$
\begin{equation*}
\left\|L x_{n}^{\prime \prime}\right\|=O\left(\left\|x_{n}^{\prime \prime}\right\|^{1 / 2}\right) \quad \text { as } n \rightarrow \infty \tag{30}
\end{equation*}
$$

On the other hand, $x_{n}^{\prime \prime}$ being a solution of (19) $)_{\lambda_{n}}$, we obtain

$$
\left(1-\lambda_{n}\right) \frac{1}{2}\left\langle S x_{n}^{\prime \prime}, P_{0} x_{n}^{\prime \prime}\right\rangle+\lambda_{n}\left\langle N x_{n}^{\prime \prime}, P_{0} x_{n}^{\prime \prime}\right\rangle=0
$$

From (30), we have that $\left\|\left(I-P_{0}\right) x_{n}^{\prime \prime}\right\|=O\left(\left\|x_{n}^{\prime \prime}\right\|^{1 / 2}\right)$ as $n \rightarrow \infty$, and, $S$ being positive definite, it is easy to see that

$$
\limsup _{n \rightarrow \infty}\left\langle N x_{n}^{\prime \prime}, P_{0} x_{n}^{\prime \prime}\right\rangle=-\liminf _{n \rightarrow \infty} \frac{1-\lambda_{n}}{2 \lambda_{n}}\left\langle S x_{n}^{\prime \prime}, P_{0} x_{n}^{\prime \prime}\right\rangle \leq 0 .
$$

This, combined with (30), gives a contradiction with (R1").

## 5. SIMPLE RESONANCE IN SYSTEMS OF DIFFERENTIAL EQUATIONS

As a model of application of theorem 1, let us consider the following Dirichlet problem for a system of elliptic partial differential equations

$$
\text { (D) } \begin{cases}\Delta u+A u+g(x, u)=0 & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

Here, $\Omega$ is bounded regular domain in $\mathbb{R}^{N}$, the Laplacian $\Delta$ acts on functions having their values in $\mathbb{R}^{M}$, $A$ is a symmetric $M \times M$ matrix and $g: \Omega \times \mathbb{R}^{M} \rightarrow \mathbb{R}^{M}$ satisfies the Carathéodory conditions. Let $B$ be another symmetric $M \times M$ matrix such that $B-A$ is positive definite; we denote by $\alpha_{1} \leq \alpha_{2} \leq \cdots \leq \alpha_{M}$ and $\beta_{1} \leq \beta_{2} \leq \cdots \leq \beta_{M}$ the eigenvalues of $\Lambda$ and $B$ respectively. By a monotonicity property of the eigenvalues (see, for instance, [18, p. 182]), we have that $\alpha_{i}<\beta_{i}(i=1, \ldots, M)$. We will assume that

$$
\begin{equation*}
\left.\left.\bigcup_{i=1}^{n}\right] \alpha_{i}, \beta_{i}\right] \cap \sigma_{D}(-\Delta)=\varnothing \tag{L6}
\end{equation*}
$$

where $\sigma_{D}(-\Delta)$ is the spectrum of the Laplace operator $(-\Delta)$, under the Dirichlet boundary conditions. Suppose moreover that $g$ satisfies the following condition:
(N4) there exist $c \in L^{2}(\Omega ; \mathbb{R}), d \in L^{1}(\Omega ; \mathbb{R})$ such that, for a.e. $x \in \Omega$, for all $u \in \mathbb{R}^{M}$,

$$
(g(x, u), u) \geq\left((B-A)^{-1} g(x, u), g(x, u)\right)-c(x)|u|-d(x)
$$

Let us introduce the abstract setting. Let $H=L^{2}\left(\Omega ; \mathbb{R}^{M}\right)$, dom $L=H^{2}\left(\Omega ; \mathbb{R}^{M}\right) \cap H_{0}^{1}\left(\Omega ; \mathbb{R}^{M}\right)$, $L u=-\Delta u-A u,(N u)(x)=g(x, u(x))$ and $(S u)(x)=(B-A) u(x)$. Then we have the following lemma.

Lemma 4. Condition (L6) is equivalent to ( $\mathrm{L} 1^{\prime}$ ), while ( N 4 ) implies ( $\mathrm{N} 1^{\prime}$ ).
Proof. Integrating the inequality in (N4) immediately proves the second part of the statement, with $c_{1}=\|c\|_{L^{2}}$ and $c_{2}=\|d\|_{L^{1}}$. In order to show the equivalence of (L6) and ( $\mathrm{L} 1^{\prime}$ ), fix $\left.\left.\lambda \in\right] 0,1\right]$ and define $D=\lambda B+(1-\lambda) A$. Let $\left\{d_{i} \mid i=1, \ldots, M\right\}$ be a basis in $\mathbb{R}^{M}$ made of eigenvectors of $D, d_{i}$ being associated to an eigenvalue $\delta_{i}$ and the $\delta_{i}$ being arranged in increasing order: $\delta_{1} \leq \delta_{2} \leq \cdots \leq \delta_{M}$. By the monotonicity property mentioned above, we have $\alpha_{i}<\delta_{i} \leq \beta_{i}$ for $i=1, \ldots, M$. For $u \in H$, we can write $u(t)=\sum_{i=1}^{M} u_{i}(t) d_{i}$, so that

$$
L u-\lambda S u=\sum_{i=1}^{M}\left(-\Delta u_{i}-\delta_{i} u_{i}\right) d_{i}
$$

It is clear that $u$ is a nontrivial solution of $L u=\lambda S u$ if and only if $\delta_{i} \in \sigma_{D}(-\Delta)$. But, this is precisely forbidden by (L6). Hence, (L6) is equivalent to the fact that, for $\lambda \in J 0,1], L u=\lambda S u$ implies $u=0$.

We shall denote by $E$ one of the following Banach spaces of functions, in which $H^{2}\left(\Omega ; \mathbb{R}^{M}\right)$ is compactly imbedded:

$$
\begin{array}{lll}
\text { if } N=1, & E=C^{1}\left(\Omega ; \mathbb{R}^{M}\right) \\
\text { if } N=2, & E=W^{1, p}\left(\Omega ; \mathbb{R}^{M}\right) & (1 \leq p<\infty) \\
\text { if } N \geq 3, & E=W^{1, p}\left(\Omega ; \mathbb{R}^{M}\right) & \left(p<\frac{2 N}{N-2}\right)
\end{array}
$$

It is known that the operator $L$, considered as an operator acting on $E$, has a compact resolvent. We will write $v_{n} \rightarrow u$ whenever $v_{n} \stackrel{E}{马} u$ and $v_{n}(x) \rightarrow u(x)$ a.e. on $\Omega$. Let us also introduce the orthogonal projector $P_{0}: H \rightarrow H$ onto ker $L$.

Theorem 4. Assume that (L6) and (N4) hold. Moreover, assume that there exists a number $k_{1}>0$ and a function $k_{2} \in L^{2}(\Omega ; \mathbb{R})$ such that, for a.c. $x \in \mathbb{R}$, for all $v, w \in \mathbb{R}^{M}$,

$$
\begin{equation*}
(g(x, v), w) \geq-k_{1}|w-v|^{2}-k_{2}(x)|w| . \tag{31}
\end{equation*}
$$

If, for every $u \in \operatorname{ker} L \backslash\{0\}$,

$$
\begin{equation*}
\int_{\Omega} \liminf _{\substack{v \rightarrow u \\ \mu \rightarrow+\infty}}\left(g(x, \mu v(x)), P_{0} v(x)\right) \mathrm{d} x>0, \tag{LL}
\end{equation*}
$$

then problem (D) has a solution.
Remarks. (1) In the line of lemma 2, we can observe that the hypothesis (N4) can be replaced by

$$
\begin{equation*}
g(x, u)=\Gamma(x, u) u+h(x, u) \tag{N5}
\end{equation*}
$$

where, for every $(x, u) \in \Omega \times \mathbb{R}^{M}, \Gamma(x, u)$ is a symmetric matrix such that $0 \leq \Gamma(x, u) \leq B-A$, while $h$ is a bounded function.

Moreover, if (N5) holds, it is immediate to find $k_{1}>0$ and $k_{2} \in L^{2}(\Omega ; \mathbb{R})$ such that (31) is satisfied as well.
(2) When $M=1$, condition (LL) reduces to the classical Landesman-Lazer condition, as will be shown below. Notice first that, in the case $M=1$, condition (31) is satisfied if there exists $h \in L^{2}(\Omega ; \mathbb{R})$ such that, for a.e. $x \in \Omega$ and for all $u \in \mathbb{R}^{M}$,

$$
\begin{equation*}
(\operatorname{sgn} u) g(x, u) \geq-h(x) \tag{32}
\end{equation*}
$$

and if $g$ is growing at most linearly in $u$. This can be seen by considering separately in (31) the cases where $v$ and $w$ have the same sign or opposite signs.

If $g$ satisfies (32), we can define $g_{+}(x)=\liminf _{r \rightarrow+\infty} g(x, r)$ and $g^{-}(x)=\limsup _{r \rightarrow-\infty} g(x, r)$. Then, for $u \in \operatorname{ker} L \backslash\{0\}$, we have

$$
\underset{\substack{v \rightarrow u \\ \mu \rightarrow+\infty}}{\liminf } g(x, \mu v(x)) P_{0} v(x)= \begin{cases}g_{+}(x) u(x) & \text { if } u(x)>0 \\ g^{-}(x) u(x) & \text { if } u(x)<0\end{cases}
$$

So, condition (LL) becomes

$$
\int_{u>0} g_{+}(x) u(x) \mathrm{d} x+\int_{u<0} g^{-}(x) u(x) \mathrm{d} x>0
$$

which is the usual Landesman-Lazer condition.
As far as the hypotheses (L6) and (N4) are concerned, they are obtained by assuming that $\left.\left.A=\lambda_{n} \in \sigma_{D}(-\Delta),\right] A, B\right] \cap \sigma_{D}(-\Delta)=\varnothing$ and

$$
\begin{equation*}
0 \leq \liminf _{|u| \rightarrow \infty} \frac{g(x, u)}{u} \leq \limsup _{|u| \rightarrow \infty} \frac{g(x, u)}{u} \leq B-A \tag{33}
\end{equation*}
$$

Using (32) and (33), it can be shown that $g$ can be split up into $g(x, u)=\gamma(x, u) u+h(x, u)$, where

$$
0 \leq \gamma(x, u) \leq B-A \quad \text { and } \quad|h(x, u)| \leq \hat{h}(x),
$$

with $\hat{h} \in L^{2}(\Omega ; \mathbb{R})$ (see Fabry and Fonda [14]). It is then easy to check that (N4) holds.
(3) Results similar to theorem 4 have been obtained by Brezis and Nirenberg [8]. However, in the scalar case, they can deduce the usual Landesman-Lazer condition only on a supplementary condition, namely that $g^{-}(x) \leq g_{+}(x)$ a.e. on $\Omega$, or that $g$ has sublinear growth. This supplementary assumption was avoided in [5, 12]. However, those results did not follow from an abstract theorem as the one we have, but rather from some semi-abstract one.
(4) Notice that, in case $g$ turns out to be bounded, condition (LL) of theorem 4 becomes equivalent to

$$
\int_{\Omega} \liminf _{\substack{v \rightarrow u \\ \mu \rightarrow+\infty}}(g(x, \mu v(x)), u(x)) \mathrm{d} x>0 .
$$

Proof of theorem 4. We will apply corollary 1. Lemma 3 shows that ( $\mathrm{Ll}^{\prime}$ ) holds, as well as ( $\mathrm{N} 1^{\prime}$ ). It then remains to prove that ( $\mathrm{R} 1^{\prime}$ ) is satisfied. Suppose, by contradiction, that there exists a sequence $\left(u_{n}\right)$ such that $\left\|u_{n}\right\| \rightarrow \infty,\left\|L u_{n}\right\|=O\left(\left\|u_{n}\right\|^{1 / 2}\right)$ and (for a subsequence)

$$
\lim _{n \rightarrow \infty}\left\langle N u_{n}, P_{0} u_{n}\right\rangle \leq 0
$$

Applying the right inverse $K: \operatorname{Im} L \rightarrow E$ of $L$, which is compact, we can extract a subsequence, still denoted by $\left(u_{n}\right)$, such that $\left(I-P_{0}\right) u_{n} /\left\|u_{n}\right\|^{1 / 2}$ converges strongly in $E$. In particular, ( $\left.I-P_{0}\right) u_{n} /\left\|u_{n}\right\|$ converges to 0 . Since ker $L$ is finite dimensional, it can be assumed that $P_{0} u_{n} /\left\|u_{n}\right\|$ and, consequently, $v_{n}:=u_{n} /\left\|u_{n}\right\|$ converges strongly in $E$ to some function $u \in \operatorname{ker} L \backslash\{0\}$. Going if necessary to a further subsequence, we will also have that $v_{n}(x)$ converges pointwisely to $u(x)$, a.e. in $\Omega$, so that $v_{n} \rightarrow u$. Letting $\mu_{n}=\left\|u_{n}\right\|$, we have, by the hypothesis made on the $u_{n}$,

$$
\liminf _{n \rightarrow \infty} \frac{1}{\left\|u_{n}\right\|}\left\langle N u_{n}, P_{0} u_{n}\right\rangle=\liminf _{n \rightarrow \infty} \int_{\Omega}\left(g\left(x, \mu_{n} v_{n}(x)\right), P_{0} v_{n}(x)\right) \mathrm{d} x \leq 0 .
$$

Now, we want to apply Fatou's lemma. By (31), we have

$$
\left(g\left(x, \mu_{n} v_{n}(x)\right), P_{0} v_{n}(x)\right) \geq-\frac{k_{1}}{\mu_{n}}\left|\left(I-P_{0}\right) u_{n}(x)\right|^{2}-k_{2}(x)\left|P_{0} v_{n}(x)\right| .
$$

Since $\left(I-P_{0}\right) u_{n} /\left\|u_{n}\right\|^{1 / 2}$ converges strongly in $E$, and hence in $L^{2}\left(\Omega ; \mathbb{R}^{M}\right)$, we can find a function $\eta_{1} \in L^{2}(\Omega ; \mathbb{R})$ such that, for a subsequence,

$$
\left|\frac{\left(I-P_{0}\right) u_{n}(x)}{\left\|u_{n}\right\|^{1 / 2}}\right| \leq \eta_{1}(x) \quad \text { for a.e. } x \in \Omega .
$$

On the other hand, since $P_{0} v_{n}$ converges to $u$, there exists a function $\eta_{2} \in L^{1}(\Omega ; \mathbb{R})$ such that

$$
\left|k_{2}(x) P_{0} v_{n}(x)\right| \leq \eta_{2}(x) .
$$

We can then conclude that there exists a function $\gamma \in L^{1}(\Omega ; \mathbb{R})$ such that, for a.e. $x \in \Omega$,

$$
\left(g\left(x, \mu_{n} v_{n}(x)\right), P_{0} v_{n}(x)\right) \geq \gamma(x)
$$

This allows us to apply Fatou's lemma, which gives

$$
\int_{\Omega} \liminf _{n \rightarrow \infty}\left(g\left(x, \mu_{n} v_{n}(x)\right), P_{0} v_{n}(x)\right) \mathrm{d} x \leq 0
$$

contradicting hypothesis (LL).

We will now give an application of theorem 2 . We consider the periodic problem

$$
\text { (P) }\left\{\begin{array}{l}
u^{\prime \prime}+A u+g(x, u)=0 \\
u(0)-u(2 \pi)=u^{\prime}(0)-u^{\prime}(2 \pi)=0
\end{array}\right.
$$

As before, $A$ and $B$ will be two symmetric $M \times M$ matrices with eigenvalues $\alpha_{1} \leq \alpha_{2} \leq \cdots \leq \alpha_{M}$ and $\beta_{1} \leq \beta_{2} \leq \cdots \leq \beta_{M}$, respectively, and we will have $\alpha_{1}<\beta_{i}$ for $i=1, \ldots, M$. In analogy with condition (L6), we assume

$$
\begin{equation*}
\left.\bigcup_{i=1}^{M} l \alpha_{i}, \beta_{i}\right] \cap \sigma_{P}\left(-u^{\prime \prime}\right)=\varnothing \tag{L7}
\end{equation*}
$$

where $\sigma_{P}\left(-u^{\prime \prime}\right)$ denotes the spectrum of the operator $u \rightarrow-u^{\prime \prime}$, under the periodic boundary conditions. The function $g:[0,2 \pi] \times \mathbb{R}^{M} \rightarrow \mathbb{R}^{M}$ is supposed to satisfy Carathéodory conditions and (N4). In the following theorem, we denote by $|u|$ the Euclidian norm of $u \in \mathbb{R}^{M}$.

Theorem 5. Assume that the conditions (L7) and (N4) hold (with $\Omega=(0,2 \pi)$ ). Suppose that there exist functions $c_{1} \in L^{2}((0,2 \pi) ; \mathbb{R})$ and $c_{2} \in L^{2}((0,2 \pi) ; \mathbb{R})$ such that, for a.e. $x \in(0,2 \pi)$, for all $u, v \in \mathbb{R}^{M}$,

$$
\begin{equation*}
|g(x, u)-g(x, v)| \leq c_{1}(x)|u-v|+c_{2}(x) \tag{34}
\end{equation*}
$$

Suppose moreover that $g(x, u)=g_{1}(x, u)+g_{2}(u)$, where $g_{2}$ is an even function and

$$
\begin{equation*}
\liminf _{|u| \rightarrow \infty} \frac{\left(g_{1}(x, u), u\right)}{|u|^{2}} \geq a>0 \tag{35}
\end{equation*}
$$

If there exists a positive integer $m$ such that each $\alpha_{i}$ which belongs to $\sigma_{P}\left(-u^{\prime \prime}\right)$ is the square of an odd multiple of $m$, then problem ( P ) has a solution.

Proof. We will apply theorem 2 with $H=L^{2}\left((0,2 \pi) ; \mathbb{R}^{M}\right)$,

$$
\operatorname{dom} L=\left\{u \in H^{2}\left((0,2 \pi) ; \mathbb{R}^{M}\right) \mid u(0)-u(2 \pi)=u^{\prime}(0)-u^{\prime}(2 \pi)=0\right\}
$$

$L u=-u^{\prime \prime}-A u,(N u)(x)=g(x, u(x))$ and $(S u)(x)=(B-A) u(x)$. It is easy to see that the arguments of lemma 3 also apply to this case, so that ( $\mathrm{L} 1^{\prime}$ ) and ( $\mathrm{N} 1^{\prime}$ ) hold. Consequently, (L1) is satisfied for some $\alpha>1$, and (N1) for $\beta=0$. Let $\left(N_{1} u\right)(x)=g_{1}(x, u(x))$ and $\left(N_{2} u\right)(x)=$ $g_{2}(u(x))$. From (35), it is easy to deduce that

$$
\liminf _{\|u\| \rightarrow \infty} \frac{\left\langle N_{1} u, u\right\rangle}{\|u\|^{2}} \geq a>0
$$

On the other hand, by the hypothesis on those eigenvalues $\alpha_{i}$ of $A$ which belong to $\sigma_{P}\left(-x^{\prime \prime}\right)$, the components of any element $u \in \operatorname{ker} L$ are linear combinations of $\cos \left(k_{i} m x\right)$ and $\sin \left(k_{i} m x\right)$, when the $k_{i}$ are odd numbers. It follows from this observation that $u$ is of period $2 \pi / m$ and that $u((x-\pi) / m)=-u(x / m)$, for all $x \in \mathbb{R}$. Let us now evaluate $\left\langle N_{2} u, u\right\rangle$. We have:

$$
\left\langle N_{2} u, u\right\rangle=\int_{0}^{2 \pi}\left(g_{2}(u(x)), u(x)\right) \mathrm{d} x
$$

or, using the $2 \pi / m$-periodicity of $u$,

$$
\left\langle N_{2} u, u\right\rangle=\int_{0}^{2 \pi}\left(g_{2}\left(u\left(\frac{s}{m}\right)\right), u\left(\frac{s}{m}\right)\right) \mathrm{d} s .
$$

Splitting the integral into two parts, we can write

$$
\left\langle N_{2} u, u\right\rangle=\int_{0}^{\pi}\left(g_{2}\left(u\left(\frac{s}{m}\right)\right), u\left(\frac{s}{m}\right)\right) \mathrm{d} s+\int_{\pi}^{2 \pi}\left(g_{2}\left(u\left(\frac{s}{m}\right)\right), u\left(\frac{s}{m}\right)\right) \mathrm{d} s
$$

the change of variable $s^{\prime}=s-\pi$, the fact that $u((s-\pi) / m)=-u(s / m)$, and that $g_{2}$ is even, then show that

$$
\left\langle N_{2} u, u\right\rangle=0 .
$$

This, combined with the result obtained above for $N_{1}$, shows that condition (R3) holds. The result then follows from theorem 2.

It is easy to see that, in the above theorem, the condition ( N 4 ) could be weakened by replacing $c(x)|u|+d(x)$ by $\varphi(u)$, where $\varphi(u)=o\left(u^{2}\right)$ for $|u| \rightarrow \infty$. Under that generalization, we see that theorem 5 can be applied, with $M=1$, in cases where the function $(\operatorname{sgn} u) g(x, u)$ is not bounded below. For instance, the result holds in the scalar case for $A=n^{2}, n$ odd, $0<\eta<n+1 / 2, e \in L^{2}((0,2 \pi) ; \mathbb{R}), c$ arbitrary and

$$
g(x, u)=\eta u-c|u|^{-1 / 2} u+\eta|u| \sin (\log (1+|u|))+e(x) .
$$

This shows that there exist functions $g$ verifying the hypotheses of theorem 5, but not Landesman-Lazer conditions; indeed, those conditions can only be written when ( $\operatorname{sgn} u) g(x, u)$ is bounded below.

## 6. DOUBLE RESONANCE FOR A SCALAR PROBLEM

In this section we will give an application of theorem 3 of Section 4 to the following scalar Dirichlet problem:

$$
\left(\mathrm{D}^{\prime}\right) \begin{cases}\Delta u+g(x, u)=0 & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

Here, $\Omega$ is a bounded regular domain of $\mathbb{R}^{N}$ and $g: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function such that, for every $r \geq 0$,

$$
\sup _{|u| \leq r}|g(\cdot, u)| \in L^{2}(\Omega ; \mathbb{R})
$$

Let $\lambda_{1}<\lambda_{2}<\lambda_{3}<\cdots$ be the eigenvalues (which can be multiple) of ( $-\Delta$ ) with Dirichlet boundary conditions, and assume that, for some $k \geq 1$,

$$
\lambda_{k} \leq \liminf _{|u| \rightarrow \infty} \frac{g(x, u)}{u} \leq \limsup _{|u| \rightarrow \infty} \frac{g(x, u)}{u} \leq \lambda_{k+1},
$$

uniformly in $x$. Assume moreover that there exists $h \in L^{2}(\Omega ; \mathbb{R})$ such that

$$
\operatorname{sgn}(u)\left[g(x, u)-\lambda_{k} u\right] \geq-h(x)
$$

and

$$
\operatorname{sgn}(u)\left[\lambda_{k+1} u-g(x, u)\right] \geq-h(x)
$$

for every $u \in \mathbb{R}$ and almost every $x \in \Omega$.
Theorem 6. Assume the above setting. If, moreover, the following condition holds:
(LL) for every $v \in \operatorname{ker}\left(-\Delta-\lambda_{k}\right) \backslash\{0\}$,

$$
\int_{v>0} \liminf _{u \rightarrow+\infty}\left[g(x, u)-\lambda_{k} u\right] v(x) \mathrm{d} x+\int_{v<0} \limsup _{u \rightarrow-\infty}\left[g(x, u)-\lambda_{k} u\right] v(x) \mathrm{d} x>0,
$$

for every $w \in \operatorname{ker}\left(-\Delta-\lambda_{k+1}\right) \backslash\{0\}$,

$$
\int_{w>0} \liminf _{u \rightarrow+\infty}\left[\lambda_{k+1} u-g(x, u)\right] w(x) \mathrm{d} x+\int_{w<0} \limsup _{u \rightarrow-\infty}\left[\lambda_{k+1} u-g(x, u)\right] w(x) \mathrm{d} x>0,
$$

then problem ( $\mathrm{D}^{\prime}$ ) has a solution.
Proof. Wc will apply thcorem 3. It can be shown as in [14] that it is possible to write $g(x, u)$ as

$$
g(x, u)=\gamma(x, u) u+r(x, u)
$$

where $\lambda_{k} \leq \gamma(x, u) \leq \lambda_{k+1}$ and $r(x, u)$ is bounded by an $L^{2}$-function. Defining $H=L^{2}(\Omega ; \mathbb{R})$, $\operatorname{dom}(L)=H^{2}(\Omega) \cap H_{0}^{1}(\Omega), \quad L u=-\Delta u-\lambda_{k} u, \quad N u=g(\cdot, u(\cdot))-\lambda_{k} u(\cdot), \quad S=\left(\lambda_{k+1}-\lambda_{k}\right) I$ and $(\Gamma u) v=\left[\gamma(\cdot, u(\cdot))-\lambda_{k}\right] v(\cdot)$, it is easy to show that ( $\mathrm{L} 1^{\prime \prime}$ ) and ( $\mathrm{N} 2^{\prime}$ ) hold. By contradiction, suppose that ( $\mathrm{N} 2^{\prime \prime}$ ) is not verified. Then, there exist sequences $\left(u_{n}\right)$ in $L^{2}(\Omega ; \mathbb{R})$ and $\left(v_{n}\right),\left(w_{n}\right)$ in $\operatorname{ker} L \oplus \operatorname{ker}(S-L)$ such that

$$
\begin{equation*}
\int_{\Omega}\left(\gamma\left(x, u_{n}(x)\right)-\lambda_{k}-\frac{1}{n}\left(\lambda_{k+1}-\lambda_{k}\right)\right) v_{n}^{2}(x) \mathrm{d} x \leq 0 \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega}\left(\lambda_{k \mid 1}-\gamma\left(x, u_{n}(x)\right)-\frac{1}{n}\left(\lambda_{k \mid 1}-\lambda_{k}\right)\right) w_{n}^{2}(x) \mathrm{d} x \leq 0 . \tag{37}
\end{equation*}
$$

Moreover, $\left(v_{n}\right)$ and ( $w_{n}$ ) can be normalized in $L^{2}(\Omega ; \mathbb{R})$. Then, since $\operatorname{ker} L \oplus \operatorname{ker}(S-L)$ is finite dimensional, we can assume that, for subsequences, $v_{n}$ converges to some $v \neq 0$ and $w_{n}$ converges to some $w \neq 0$ in, e.g. $H^{2}(\Omega) \subset L^{2 N /(N-2)}(\Omega ; \mathbb{R})$. On the other hand, we can suppose that $\gamma\left(\cdot, u_{n}(\cdot)\right)$ converges weakly to some $\tilde{\gamma}$ in $L^{N / 2}(\Omega ; \mathbb{R})$, and, by the fact that the convex set $\left\{p \in L^{N / 2}(\Omega ; \mathbb{R}): \lambda_{k} \leq p(x) \leq \lambda_{k+1}\right.$ a.e. on $\left.\Omega\right\}$ is weakly closed, one has $\lambda_{k} \leq \tilde{\gamma}(x) \leq \lambda_{k+1}$ a.e. on $\Omega$. But then, passing to the limit and using the fact that the eigenfunctions of the Laplacian can be equal to zero only on sets of zero measure, one deduces from (36) that $\tilde{\gamma}(x)=\lambda_{k}$ for a.e. $x \in \Omega$, and from (37) that $\tilde{\gamma}(x)=\lambda_{k+1}$ for a.e. $x \in \Omega$, which is a contradiction. So ( $\mathrm{N} 2^{\prime \prime}$ ) is proved to hold. One can finally show as in the proof of theorem 4 that (LL) implies both (R1") and (R2"). The conclusion follows.

It is easy to see that a result similar to theorem 6 can be proved by the use of theorem 3 for a periodic boundary value problem for a scalar ordinary differential equation. Thus, we have been able to provide an abstract approach to the result in [14].

## 7. A TWO-DIMENSIONAL PERIODIC PROBLEM AT RESONANCE

In this section we want to compare theorems 1 and 3 when applied to the following periodic problem in $\mathbb{R}^{2}$ :

$$
\left(\mathrm{P}^{\prime}\right)\left\{\begin{array}{l}
x^{\prime \prime}+n^{2} x+g(t, x)=0 \\
x(0)-x(2 \pi)=x^{\prime}(0)-x^{\prime}(2 \pi)=0 .
\end{array}\right.
$$

Here $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, g=[0,2 \pi] \times \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a Carathéodory function whose components are of the form

$$
g_{i}(t, x)=\gamma_{i}(t, x) x_{i}+r_{i}(t, x) \quad(i=1,2)
$$

where

$$
0 \leq \gamma_{i}(t, x) \leq \gamma<2 n+1
$$

and $r_{i}(t, x)$ is bounded by an $L^{2}$-function. The following is a consequence of theorem 3 .

Theorem 7. Assume that, for an $\bar{\varepsilon}>0$,

$$
\begin{equation*}
\gamma_{1}(t, x)+\gamma_{2}(t, x) \geq \bar{\varepsilon} \tag{38}
\end{equation*}
$$

for all $x \in \mathbb{R}^{2}$ and a.e. $t \in[0,2 \pi]$. Suppose moreover that, for any function $v:[0,2 \pi] \rightarrow \mathbb{R}$ of the form $v(t)=a \cos n t+b \sin n t$, one has

$$
\begin{equation*}
\int_{v>0} \liminf _{\substack{x_{1} \rightarrow+\infty \\ x_{2} / x_{1} \rightarrow 0}} g_{1}\left(t, x_{1}, x_{2}\right) v(t) \mathrm{d} t+\int_{\substack{v<0}} \limsup _{\substack{x_{1} \rightarrow-\infty \\ x_{2} / x_{1} \rightarrow 0}} g_{1}\left(t, x_{1}, x_{2}\right) v(t) \mathrm{d} t>0 \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{v>0} \liminf _{\substack{x_{2} \rightarrow+\infty \\ x_{1} / x_{2} \rightarrow 0}} g_{2}\left(t, x_{1}, x_{2}\right) v(t) \mathrm{d} t+\int_{v<0} \limsup _{\substack{x_{2} \rightarrow-\infty \\ x_{1} / x_{2} \rightarrow 0}} g_{2}\left(t, x_{1}, x_{2}\right) v(t) \mathrm{d} t>0 . \tag{40}
\end{equation*}
$$

Then, problem ( $\mathrm{P}^{\prime}$ ) has a solution.
Proof. Let $H=L^{2}\left([0,2 \pi] ; \mathbb{R}^{2}\right)$,

$$
\operatorname{dom}(L)=\left\{x \in H^{2}\left([0,2 \pi] ; \mathbb{R}^{2}\right): x(0)-x(2 \pi)=x^{\prime}(0)-x^{\prime}(2 \pi)=0\right]
$$

Choose $\left.\gamma^{\prime} \in\right] \gamma, 2 n+1[$ and define:

$$
\begin{aligned}
L x & =\left(-x_{1}^{\prime \prime}-n^{2} x_{1}, x_{2}^{\prime \prime}+\left(n^{2}+\gamma^{\prime}\right) x_{2}\right), \\
N x & =\left(g_{1}\left(\cdot, x_{1}(\cdot), x_{2}(\cdot)\right), \gamma^{\prime} x_{2}(\cdot)-g_{2}\left(\cdot, x_{1}(\cdot), x_{2}(\cdot)\right)\right), \\
(\Gamma x) u & =\left(\gamma_{1}\left(\cdot, x_{1}(\cdot), x_{2}(\cdot)\right) u_{1}(\cdot),\left[\gamma^{\prime}-\gamma_{2}\left(\cdot, x_{1}(\cdot), x_{2}(\cdot)\right)\right] u_{2}(\cdot)\right), \\
S & =\gamma^{\prime} I .
\end{aligned}
$$

It is not difficult to verify the conditions ( $\mathrm{L}^{\prime \prime}$ ) and ( $\mathrm{N} 2^{\prime}$ ). Moreover, we have

$$
\langle(\Gamma x) u, u\rangle=\int_{0}^{2 \pi} \gamma_{1}\left(t, x_{1}(t), x_{2}(t)\right) u_{1}^{2}(t) \mathrm{d} t+\int_{0}^{2 \pi}\left[\gamma^{\prime}-\gamma_{2}\left(t, x_{1}(t), x_{2}(t)\right)\right] u_{2}^{2}(t) \mathrm{d} t
$$

We notice that each element of $\operatorname{ker} L$ is of the form $(a \cos n t+b \sin n t, 0)$, whereas each element of $\operatorname{ker}(S-L)$ is of the form ( $0, a \cos n t+b \sin n t$ ). Hence, condition ( $\mathrm{N} 2^{\prime \prime}$ ) is verified, in particular, if there exists $\varepsilon^{\prime}>0$ such that, for every $x \in L^{2}\left([0,2 \pi] ; \mathbb{R}^{2}\right)$, either

$$
\begin{equation*}
\int_{0}^{2 \pi} \gamma_{1}\left(t, x_{1}(t), x_{2}(t)\right) u^{2}(t) \mathrm{d} t \geq \varepsilon^{\prime} \int_{0}^{2 \pi} u^{2}(t) \mathrm{d} t \tag{41}
\end{equation*}
$$

for every $u$ of the form $u(t)=a \cos n t+b \sin n t$, or

$$
\int_{0}^{2 \pi} \gamma_{2}\left(t, x_{1}(t), x_{2}(t)\right) u^{2}(t) \mathrm{d} t \geq \varepsilon^{\prime} \int_{0}^{2 \pi} u^{2}(t) \mathrm{d} t
$$

for every $u$ of the same form. That one of the two branches of the alternative holds follows from (38). In fact, defining the intervals

$$
\begin{aligned}
& I_{1}=\left\{t \in[0,2 \pi]: \gamma_{1}\left(t, x_{1}(t), x_{2}(t)\right) \geq \bar{\varepsilon} / 2\right\}, \\
& I_{2}=\left\{t \in[0,2 \pi]: \gamma_{2}\left(t, x_{1}(t), x_{2}(t)\right) \geq \bar{\varepsilon} / 2\right\},
\end{aligned}
$$

one has from (38) that $I_{1} \cup I_{2}=[0,2 \pi]$, and so one of the two intervals has the measure of at least $\pi$. If, for instance, meas $\left(I_{1}\right) \geq \pi$, it is easy to find an $\varepsilon^{\prime}>0$ such that (41) holds.

Once condition ( $\mathrm{N} 2^{\prime \prime}$ ) is proved, one proceeds as in the proof of theorem 4 to show that (39) implies (R1") and (40) implies ( $\mathrm{R} 2^{\prime \prime}$ ). For that purpose, notice that if for a sequence $\left(x^{m}\right),\left\|L x^{m}\right\|=O\left(\left\|x^{m}\right\|^{1 / 2}\right)$ for $m \rightarrow \infty$, one has that $x_{2}^{m} /\left\|x_{1}^{m}\right\|_{L^{2}}$ converges to zero in $L^{2}([0,2 \pi] ; \mathbb{R})$ and, for a subsequence, the convergence also holds pointwise. Moreover, going if necessary to a subsequence, $x_{1}^{m} /\left\|x_{1}^{m}\right\|_{L^{2}}$ will converge pointwise to some function of the form $a \cos n t+b \sin n t$. This implies that $x_{2}^{m}(t) / x_{1}^{m}(t)$ will converge to zero as $n \rightarrow \infty$, for a.e. $t \in] 0,2 \pi\left[\right.$. In this way, one can see why the limits in (39) can be taken for a ratio $x_{2} / x_{1}$ going to 0 .

We simply state now the result one obtains by applying directly theorem 1 to problem ( $\mathrm{P}^{\prime}$ ), taking $L x=-x^{\prime \prime}-n^{2} x, N x=g(\cdot, x(\cdot)), S=\gamma I$. In this context, we drop condition (38), but on the other hand reinforce conditions (39) and (40), and obtain the following theorem.

Theorem 8. Assume that, for any function $v:[0,2 \pi] \rightarrow \mathbb{R}$ of the form $v(t)=a \cos n t+b \sin n t$, one has

$$
\begin{equation*}
\int_{v>0} \liminf _{\substack{x_{1} \rightarrow+\infty \\ x_{2} \in \mathbb{R}}} g_{1}\left(t, x_{1}, x_{2}\right) v(t) \mathrm{d} t+\int_{v<0} \limsup _{\substack{x_{1} \rightarrow-\infty \\ x_{2} \in \mathbb{R}}} g_{1}\left(t, x_{1}, x_{2}\right) v(t) \mathrm{d} t>0 \tag{42}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{v>0} \liminf _{\substack{x_{2} \rightarrow+\infty \\ x_{1} \in \mathbb{R}}} g_{2}\left(t, x_{1}, x_{2}\right) v(t) \mathrm{d} t+\int_{v<0} \limsup _{\substack{x_{2} \rightarrow-\infty \\ x_{1} \in \mathbb{R}}} g_{2}\left(t, x_{1}, x_{2}\right) v(t) \mathrm{d} t>0 \tag{43}
\end{equation*}
$$

Then problem ( $\mathrm{P}^{\prime}$ ) has a solution.

## REFERENCES

1. Afuwape A. U., Omari P. \& Zanolin F., Nonlinear perturbations of differential operators with nontrivial kernel and applications to third-order periodic boundary value problems, Math. Analysis Applic. 143, 35-56 (1989).
2. Ahmad S., An existence theorem for periodically perturbed conservative systems, Michigan Math. J. 20, 385-392 (1973).
3. Ahmad S. \& Salazar J., On existence of periodic solutions for nonlinearly perturbed conservative systems, in Differential Equations (Edited by S. Ahmad, M. Keener and A. Lazer), pp. 103-114. Academic Press, New York (1980).
4. Amann H., On the unique solvability of semilinear operator equations in Hilbert spaces, J. Math. pures appl. 61, 149-175 (1982).
5. Amann H. \& Mancini G., Some applications of monotone operator theory to resonance problems, Nonlinear Analysis 3, 815-830 (1979).
6. Bates P., Solutions of nonlinear elliptic systems with meshed spectra, Nonlinear Analysis 4, 1023-1030 (1979).
7. Bates P. \& Castro A., Existence and uniqueness for a variational hyperbolic system without resonance, Nonlinear Analysis 4, 1151-1156 (1980).
8. Brezis H. \& Nirenberg L., Characterizations of the ranges of some nonlinear operators and applications to boundary value problems, Ann. Scuola norm. sup. Pisa 5, 225-326 (1978).
9. Brown K. J. \& Lin S. S., Periodically perturbed conservative systems and a global inverse function theorem, Nonlinear Analysis 4, 193-201 (1980).
10. DANCER E. N., Order intervals of self-adjoint linear operators and nonlinear homeomorphisms, Pacific J. Math. 115, 57-72 (1984).
11. Figueiredo D. G. de, On the range of nonlinear operators with linear asymptotes which are not invertible, Commentat math. Univ. Carol. 15, 415-428 (1974).
12. Figueiredo D. G. de, Semilinear elliptic equations at resonance: higher eigenvalues and unbounded nonlinearities, in Recent Advances in Differential Equations (Edited by R. Conti), pp. 89-99. Academic Press, London (1981).
13. Dolph C. L., Nonlinear integral equations of the Hammerstein type, Trans. Am. math. Soc. 66, 289-307 (1949).
14. Fabry C. \& Fonda A., Periodic solutions of nonlinear differential equations with double resonance, Annali Mat. pura appl. CLVII, 99-116 (1990).
15. Fonda A. \& Mawhin J., Quadratic forms, weighted eigenfunctions and boundary value problems for nonlinear sccond order ordinary differential equations, Proc. R. Soc. Edinb. 112A, 145-153 (1989).
16. Fư̌ik S., Solvability of Nonlinear Equations and Boundary Value Problems. Reidel, Dordrecht (1980).
17. Habets P. \& Nkashama M. N., On periodic solutions of nonlinear second order vector differential equations, Proc. R. Soc. Edinb. 104A, 107-125 (1986).
18. Horn R. A. \& Johnson C. R., Matrix Analysis. Cambridge University Press, Cambridge (1987).
19. Iannacci R. \& Nkashama M. N., Nonlinear boundary value problems at resonance, Nonlinear Analysis 11, 455-473 (1987).
20. Kato T., Perturbation for Linear Operators. Springer, Berlin (1966).
21. Landesman E. M. \& Lazer A. C., Nonlinear perturbations of linear elliptic boundary value problems at resonance, J. Math. Mech. 19, 609-623 (1970).
22. Lazer A. C., Application of a lemma on bilinear forms to a problem in nonlincar oscillations, Proc. Am. math. Soc. 33, 89-94 (1972).
23. Lazer A. C. \& Leach D. E., Bounded perturbations of forced harmonic oscillations at resonance, Annali Mat. pura appl. 82, 49-68 (1969).
24. Leach D. E., On Poincaré's perturbation theorem and a theorem of W. S. Loud, J. diff. Eqns 7, 34-53 (1970).
25. Loud W. S., Periodic solutions of nonlinear differential equations of Duffing type, in Proc. United States-Japan Seminar Diff. Funct. Eqns (Edited by W. A. Harris Jr and Y. Sibuya), pp. 199-224. Benjamin, New York (1967).
26. Mawhin J., Recent trends in nonlinear boundary value problems, in VII Intern. Konferenz über nichtlineare Schwingungen, Berlin 1975, pp. 52-70. Akademie, Berlin (1977).
27. Mawhin J., Landesman-Lazer's type problems for nonlinear equations, Conf. Sem. Mat. Univ. Bari 147, 22 pp. (1977).
28. Mawhin J., Topological degree methods in nonlinear boundary value problems, CBMS 40, Am. math. Soc. Providence, RI (1979).
29. Mawhin J., Conservative systems of semilinear wave equations with periodic-Dirichlet boundary conditions, $J$. diff. Eqns 2, 116-128 (1981).
30. Nectas J., On the range of nonlinear operators with linear asymptotes which are not invertible, Commentat math. Univ. Carol. 14, 63-72 (1973).
31. Omari P., A remark on the solvability of a semilinear Neumann problem between the two first eigenvalues, preprint Univ. Trieste.
32. Omari P. \& Zanolin F., Sharp nonresonance conditions for periodic boundary value problems, in Nonlinear Oscillations for Conservative Systems (Edited by A. Ambrosetti), pp. 73-88. Pitagora, Bologna (1985).
33. Ward J. R., Periodic solutions of perturbed conservative systems, Proc. Am. math. Soc. 72, 281-285 (1978).
