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1. Introduction 

M a n y  a u t h o r s  h a v e  a p p l i e d  the c o n c e p t s  of s l e n d e r - b o d y  t h e o r y  to the 
p r o b l e m  of a b o d y  t r a n s l a t i n g  a l o n g  a f r e e  s u r f a c e .  S e v e r a l  y e a r s  ago  
t h e r e  w a s  a s p a t e  of p a p e r s  in which  the p r o b l e m  of c a l c u l a t i n g  s h i p  w a v e  

r e s i s t a n c e  w a s  a t t a c k e d  in  th i s  way .  See p a r t i c u l a r l y  T u c k  (1965)(1),  wh ich  
l i s t s  m a n y  o t h e r  r e f e r e n c e s .  T h e s e  i d e a s  h a v e  b e e n  a p p l i e d  to the p r o b l e m  
of a p l a n i n g  b o a t  b y  Tu l in  (1959)(2);  an  i n d i c a t i o n  of the s a m e  a p p r o a c h  
had  a l r e a d y  a p p e a r e d  in the f a m o u s  p a p e r  by  W a g n e r  (1932)O) .  T h e r e  h a s  
b e e n  a c o n s p i c u o u s  l a c k  of s u c c e s s  in p r e d i c t i n g  w a v e  r e s i s t a n c e  in th i s  
way ,  and so  s l e n d e r - b o d y  t h e o r y  h a s  f a l l e n  in to  s o m e  d i s r e p u t e  f o r  sh ip  

h y d r o d y n a m i c s  p r o b l e m s ,  a l t hough  it h a s  c e r t a i n l y  not b e e n  a d e q u a t e l y  
t e s t e d  in the p l a n i n g  p r o b l e m  and p e r h a p s  not in the r e s i s t a n c e  p r o b l e m .  

It i s  p o s s i b l e  tha t  v a l u a b l e  i n f o r m a t i o n  m a y  s t i l l  be  e x t r a c t e d  f r o m  the 
a p p l i c a t i o n  of s l e n d e r - b o d y  t h e o r y  to s t e a d y - m o t i o n  p r o b l e m s  of sh ip  hy -  
d r o d y n a m i c s ,  

One m a j o r  f e a t u r e  d i s t i n g u i s h e s  s l e n d e r - b o d y  t h e o r i e s  f o r  sh ip  p r o b l e m s  
f r o m  the u s u a l  s l e n d e r - b o d y  t h e o r y  of a e r o d y n a m i c s ,  v i z . ,  g r a v i t y  (or  
F r o u d e  n u m b e r ) a p p e a r s  a s  an e x t r a  p a r a m e t e r ,  and a s p e c i a l  a s s u m p t i o n  
m u s t  be  m a d e  abou t  i t s  o r d e r  of m a g n i t u d e .  The  b a s i c  p a r a m e t e r  of s l e n d e r -  
b o d y  t h e o r y  is ,  of c o u r s e ,  tha t  q u a n t i t y  e which  s p e c i f i e s  how s l e , , d e r  the 
b o d y  i s .  We m a y  take  it to be  the b e a m / l e n g t h  r a t i o ,  the d r a f t / l e n g t h  
r a t i o ,  o r  s o m e  o t h e r  m e a s u r e  of s l e n d e r n e s s ,  such  a s  the m a x i m u m  s l o p e  
of the b o d y - s u r f a c e  t a n g e n t  p l ane  wi th  r e s p e c t  to the l o n g i t u d i n a l  a x i s .  
(We c o n t i n u e  to a v o i d  b e i n g  s p e c i f i c  on th is  m a t t e r .  It i s  o f t en  v e r y  c o n -  

v e n i e n t  to th ink  of o v e r a l l  l eng th ,  L, a s  b e i n g  a q u a n t i t y  of o r d e r  u n i t y  
and b e a m  or  d r a f t  of o r d e r  r  In f r e e  s u r f a c e  p r o b l e m s ,  one m u s t  i n v e s -  
t i g a t e  wha t  r e a s o n a b l e  a s s u m p t i o n s  c a n  be  m a d e  abou t  the m a g n i t u d e  of g 
wi th  r e s p e c t  to c .  

In the sh ip  r e s i s t a n c e  p r o b l e m ,  it h a s  g e n e r a l l y  b e e n  a s s u m e d  tha t**  
g =  O ( 1 ) a s  r  o r ,  m o r e  p r e o i s e l y ,  tha t  1 / F  2= O(1), w h e r e  F =  U/ 'VgL,  
the F r o u d e  n u m b e r ,  On the o t h e r  hand ,  in p l a n i n g  p r o b l e m s  one i s  u s u -  
a l l y  c o n c e r n e d  wi th  h igh  F r o u d e  n u m b e r s ,  and so  W a g n e r ,  Tulin~ and 
o t h e r s  h a v e  a s s u m e d  tha t  gravi t~f  i s  n e g l i g i b l e ,  which ,  a s  we s h a l l  s e e ,  
a m o u n t s  to a s s u m i n g  tha t  g = O(r o r  F = O(c -1 ) .  In al l ,  i t  wi l l  a p p e a r  
tha t  t h e r e  a r e  f o u r  i n t e r e s t i n g  c a s e s "  

(1) g = O ( e - 1 ) .  G r a v i t y  d o m i n a t e s  in the f r e e - s u r f a c e  c o n d i t i o n s ,  
i . e . ,  the f r e e  s u r f a c e  c o n d i t i o n  is  e v e r y w h e r e  e q u i v a l e n t  to a r i g i d  wa i l  
c o n d i t i o n .  

(2) g = 0(1). G r a v i t y  d o m i n a t e s  n e a r  the body ,  but  o r d i n a r y  g r a -  
v i t y  w a v e s  o c c u r  at l a r g e  d i s t a n c e s  f r o m  the body .  T h i s  is  the c a s e  u s u -  
a l l y  c o n s i d e r e d  in the a n a l y s i s  of sh ip  wave  r e s i s t a n c e .  

(3) g = O(r G r a v i t y  w a v e s  o c c u r  n e a r  the body ,  but  g r a v i t y  
e f f e c t s  v a n i s h  f a r  away ,  l e a v i n g  the f a r - f i e l d  f r e e  s u r f a c e  a s  a s i m p l e  
p r e s s u r e - r e l i e f  s u r f a c e  (with no w a v e  m o t i o n  p o s s i b I e ) .  T h i s  c a s e  i s  d e -  
v e l o p e d  in the p r e s e n t  p a p e r .  

(4) g = O(e2) .  T h e  e f f e c t s  of  g r a v i t y  v a n i s h  e v e r y w h e r e .  T h i s  i s  
the u s u a l  p l a n i n g  c a s e .  

*Naval Ship Research and Development Center, Washington D.C., U.S.A., presently at the University of 
Michigan, Ann Arbor, Michigan, U.S.A. 
All statements involving O, o, and asymptotic expansions are based on the definitions in Erd~lyi (1956)(4). 
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The simple interpretations given here for each case apply only to the 

lowest-order approximations, but in practice one is not likely to carry 

calculations beyond the first approximation. It should be noted that this 

list of four cases is complete, at least with respect to the lowest-order 

problems which result. This fact will be demonstrated later. 

The distinction in eases (2) and (3) between near-field and far-field be- 

havior suggests that a method of analysis should be followed which makes 

the differences very clear. Tuck has done this for case (2) by using the 

method of matched asymptotic expansions. In that method (Van Dyke (I 984)(5) ), 

one assumes the existence of different asymptotic expansions according to 

whether distance from the longitudinal axis is order e or order i. The 

first is supposed to be valid on the body but not at infinity, whereas the 

latter is valid at infinity but not on the body. Characteristically in such 

analyses, the two expansions must be found simultaneously, for there are 

not sufficient boundary conditions to determine either expansion alone. 

Step-by-step, the two are matched to each other as successive terms in 

each are found. 

We shall set up the problem of case (3). We obtain very simply the ge- 

neral solution for the first term in the outer region. The first term in 

the inner solution cannot be found analytically, for it must come from the 

numerical solution of a boundary-value problem. This problem involves the 

satisfaction of the full nonlinear boundary conditions which are typical of 

free-surface problems; we show that it would be improper to try to linearize 

these conditions. However, the numerical solution needs to be found in two 

dimensions only. This appears to be a reasonable computer project to un- 

dertake; an outline of a proposed procedure for doing this is presented. 

The matching of these two first terms requires that we know the beha- 

vior of the inner solution at infinity. However, we do not know it analyti- 

cally anywhere. There are two ways of resolving this difficulty. Firstly, 

we could assume that there is an overlap in the domains of validity of 

inner and outer solutions and thus infer from the outer solution what is 

the behavior of the inner solution at infinity. It turns out that this is in- 

deed a correct inference, but it is still an inference. Secondly, we can 

find an "intermediate-regi0n" solution, and this solution must necessarily 

overlap the inner and outer solutions. This procedure provides a proof of 

the correctness of the first procedure. To carry it out here would lead us 

too far afield from our main concern; we limit ourselves to an indication 

of the method and its results in an appendix. �9 
The establishment of case (3) not only completes our hierarchy of prob- 

lems. Itprovides a mathematical formulation for the physical problems of 

steady ship or planing-surface motion in situations in which the speed is 

high but not so high that gravity can be ignored. The application to high- 

performance, small planing boats is rather obvious. 
It may happen that appl'icationto problems of steady ship motion is rea- 

sonable too, although one can only speculate on this matter at present. 

Certainly, consideration of the usual values of Froude number leads to the 

contrary c0nclusion, for a fast ship operates at a Froude number less than 

0.4, which is hardlylarge, i.e., of order c-~, as required by the present 

theory. However, one should not jump to conclusions too quickly on the 

basis of asymptotic solutions, and the lack of success of the conventional 

slender-body theory in predicting ship resistance suggests that a basically 

different approach is needed. In applying asymptotic, solutions to practical 

problems, one tries to use finite values for the small parameter which is 

supposed to be approaching zerO. One never knows in pradtice how small 

the parameter must be for the expansion to be useful; one can only try 

the expansion and examine the results. 
Let us now abandon all a priori notions about what Constitutes a "reason- 

able" value of a small parameter and consider the physical implications of 

the different approaches, in case (2), a logicall consequence of the assump- 
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t i ons  i s  tha t  g r a v i t y  i s  s t r o n g  e n o u g h  to m a k e  the f r e e  s u r f a c e  ac t  l i ke  a 

r i g i d  w a l l  n e a r  the sh ip .  The  a n a l y s i s  wh ich  f o l l o w s  ( c a s e  (3)) l e a d s  to the 

c o n c l u s i o n  tha t  i n e r t i a l  and g r a v i t a t i o n a l  e f f e c t s  a r e  c o m p a r a b l e  in the n e a r  

f i e ld .  The  l a t t e r  s e e m s  p h y s i c a l l y  to be  a m u c h  m o r e  a c c e p t a b l e  r e s u l t .  
In the f a r  f i e ld ,  c a s e  (2) p r e d i c t s  the e x i s t e n c e  of g r a v i t y  w a v e s ,  w h e r e a s  

c a s e  (3) d o e s  no t .  H e r e ,  c a s e  (2) s e e m s  to be  m o r e  r e a s o n a b l e .  But  to 
s o m e  e x t e n t  the a n o m a l y  in e a s e  (3) i s  an i l l u s i o n  wh ich  d i s a p p e a r s  on 
c l o s e r  e x a m i n a t i o n  of the a s y m p t o t i c  s o l u t i o n .  The  r e s u l t  wh ich  wi l l  be  
p r o v e n  f o r  the f a r  f i e l d  s h o w s  tha t  a s  c - - , O  the e f f e c t s  of  g r a v i t y  d i s a p -  
p e a r .  But  the w a v e s  a r e  s t i l l  t h e r e ;  t hey  a r e  r e p r e s e n t e d  b y  h i g h e r - o r d e r  
t e r m s  in the o u t e r  e x p a n s i o n  and it  c a n  be  s h o w n  tha t  t h e s e  t e r m s  a r e  c o n -  
t r o l l e d  in the m a t c h i n g  p r o c e d u r e  p r i m a r i l y  b y  the l o w e s t - o r d e r  i n n e r -  
s o l u t i o n  t e r m  - -  wh ich  c o n t a i n s  the w a v e  e f f e c t s .  Since in a n y  c a s e  o u r  
i n t e r e s t  i s  p r i m a r i l y  in f ind ing  the p r e s s u r e  d i s t r i b u t i o n  on the body ,  it  
i s  not  u n r e a s o n a b l e  to d e m a n d  the g r e a t e s t  p o s s i b l e  a c c u r a c y  of the i n n e r  
s o l u t i o n ,  wh i l e  we d i s r e g a r d  the o u t e r  s o l u t i o n  a s  f a r  a s  p o s s i b l e .  

It  m u s t  be  e m p h a s i z e d  tha t  th i s  i s  j u s t  s p e c u l a t i o n .  H o w e v e r ,  the a p p l i -  

c a t i o n  to p l a n i n g  p r o b l e m s  i s  s u f f i c i e n t l y  a t t r a c t i v e  to w a r r a n t  the w o r k  
of s o l v i n g  the i n n e r  p r o b l e m  n u m e r i c a l l y ,  and it shou ld  not be  m u c h  a d d i -  
t i ona l  w o r k  to a p p l y  the c o m p l e t e d  c o m p u t e r  p r o g r a m  to c o n v e n t i o n a l  s h i p s .  

On ly  the n u m e r i c a l  r e s u l t s  so  o b t a i n e d  c a n  s e t t l e  the q u e s t i o n ,  

2. The prob lem f o r  g = O(c) 

In this section we formulate the steady-motion translation problem for 

a ship under the assumption that g = O(e). In order to display this as- 

sumption explicitly, we define a new constant, 

G = g / ~  = O(1) .  

We assume that the incident flow is a uniform stream with velocity U 

in the positive x-direction. The body surface is specified by the equation: 

where 

z - h ( x , y )  = 0 ,  ( 1 )  

h(x, y) = O(c), (2) 

and h ( x , y )  i s  d e f i n e d  on ly  f o r  y = O(c) .  The  f r e e  s u r f a c e  is  s p e c i f i e d  by :  

z - ~ ( x , y ) =  0 .  ( 3 )  

We a s s u m e  tha t  the g e n e r a t e d  w a v e s  a r e  at m o s t  of the s a m e  o r d e r  of  
m a g n i t u d e  a s  the b o d y  b e a m  and d r a f t ,  i . e . ,  

~ ( x , y )  : O(e) .  (4) 

The  f lu id  v e l o c i t y  i s  r e p r e s e n t e d  a s  the g r a d i e n t  of a p o t e n t i a l  func t ion ,  
9 ( x , y ,  z), s a t i s f y i n g  L a p l a c e ' s  e q u a t i o n :  

<Pxx + ~yy + 9zz = O. (5) 

The potential also satisfies four boundary conditions: 

0 = ~xhx + pyhy - r on z - h(x,y) = 0; (6) 
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1 2 2 + ~2 
�89 = g~' + a(~x + ~Oy z)  on  z - ~ ' ( x , y )  = O; 

0 = ~0x~ x + ~y~y - ~o z on z - ~(x,y)= 0; 

g) = Ux for both x = _oo and y2+z2 = 0% 

(7) 

(8) 

(9) 

Equation (6) is the kinematic condition on the body boundary, i.e., it 

is equivalent to 89/8ze = 0 on the body, where ~{o/Ou is the rate of change 

of ~0 normal to the body. Equations (7)and (8) are, respectively, the dy- 

namic and kinematic conditions on the free surface. Equation (9) is a ra- 

diation condition, sufficiently strong to render the solution unique in the 

treatment presented here. 

We express Equation (6) in a more useful form as follows. In any cross- 

section x = x 0 = constant, let 8~/8n denote the rate of change of ~o in the 

direction normal to the section curve, z - h(x0,Y ) = 0 (positive for flow 

into the body). Then we have: 

8~0 -~yhy + ~z 9xhx 

- -  :: 2 %/1 + 2" (6 ' )  
8n %/~ + hy hy 

This expression represents an apparent normal flow velocity across a cy- 

linder with a shape identical to the body section at the chosen value of 

X = X 0 . 

In order to treat the inner and outer regions systematically, we intro- 

duce new inner-region variables: 

X = Xl Y = y / e l  Z = z/e. (i0) 

We note that 

l e "1 -1 
- --= --; -- = 6 --. 

8X OX 8y 8Y 8z 8Z 

Since the function h(x,y) is O(e), we define also 

(IO,) 

h(x,y) = e H(X,  Y) .  (li) 

The body surface is thus specified by 

Z - H(X,Y)= 0. (ii') 

Finally, we introduce assumed asymptotic expansions for the dependent 

variables, g) and ~, as follows: 

N 

c # ( x , y , z )  ..~ E ~o n ( x , y , z ; e ) ,  (12)  
n=0 

with 9n+l = o(~On) as e--~0 for (fixed) ~y2+z2 = O(1)l 

N 

~(x,y,z) ~ z ~ (x,z,z;~), (la) 
n=0 

with ~,.+i = ~ as e---~0 for (fixed) %/Y2+Z2 = O(I); 

N 

( x , y )  .-~ E ~n ( x , y ; e ) ,  
n=0 

(14) 
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with ~n+l = O(~n) as  � 9  f o r  (f ixed) y = 0(1) ;  

N 

~(x,y)  ~ e ~ z (x ,v ;~ ) ,  
n--0 

(15) 

with Zn+ I = O(Zn) as �9 for (fixed) Y = O(i). 

The sense of the symbol "~" is the same as in Erd~lyi (1956) (4) . We 

must require that none of the functions in the asymptotic expansions vanish 

identically. 

We now start to find the solution by substituting the far-field expan- 

sions, (12)and (14), into the differential equation and the relevant bound- 

ary conditions. Since we cannot use the body boundary condition for the 

far-field potential, we must find the most general solution which satisfies 

the appropriate boundary conditions and which has arbitrary form near the 

body. Then we shall have to turn to the near-field problem. 

In the far field, if we let e --~ 0, there is no body at all, and so obviously 

%(x,y, z;e) = Ux. 

F r o m  the k i n e m a t i c  b o u n d a r y  condi t ion ,  we ob ta in  the r e s u l t  that  

(16) 

0 = U~0x + o(1), 

and so 

~0(x ,y ;e)  = o(i). 

The next term, 91(x,y,z$c), of the asymptotic series (12) satisfies: 

+ ~lyy + (Pl = 0; ~1 xx zz 

0 = U~0 x - @i z + smaller terms, on z = ~(x,y); 

0 = (G~0 + U~I x + smaller terms, on z = ~(x,y); 

~pl----,~ 0 as  x--~-oo and y2+z2 ......-~zo. 
/ 

The " s m a l l e r  t e r m s "  inc lude  those  t e r m s  which  a r e  n e c e s s a r i l y  of h i g h e r  

o r d e r  than  those  kep t .  A priori, we canno t  s t a te  a n y t h i n g  about  the r e l a -  

t i r e  o r d e r s  of m a g n i t u d e  of the t e r m s  r e t a i n e d  above .  H o w e v e r ,  a b r i e f  

s tudy  of the p o s s i b i l i t i e s  s h o w s  tha t  on ly  one c o m b i n a t i o n *  of f r e e  s u r -  
f a c e  c o n d i t i o n s  is p o s s i b l e :  

0 = U~0 x - ~ l z ;  (17) 

0 = ~1 x . 

Since ~0 = o(1), we can apply these on z = 0 rather than on z = ~(x,y) 

without incurring errors of consequence (at this stage of the solution). 

Then the last equation can be simplified to: 

o = ~1" (18)  

The problem for 91 is now easily solved. We see that the solution sa 

tisfies Laplace's equation in the lower half-space. However, since ~91 - ; 

*Other combinations are either mutually exclusive or lead to forbidden conclusions, e.g.. 91 = 0. 
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on z = 0, i t  c a n  b e  e x t e n d e d  a n a l y t i c a l l y  i n t o  the u p p e r  h a l f - s p a c e  a s  a n  
odd h a r m o n i c  f u n c t i o n  of z .  F u r t h e r m o r e ,  i t  m u s t  v a n i s h  u p s t r e a m  a n d  a t  
l a r g e  d i s t a n c e  f r o m  the x - a x i s  bu t  we  c a n n o t  s p e c i f y  i t s  b e h a v i o r  on  the  
x - a x i s .  T h e  g e n e r a l  s o l u t i o n *  i s :  

s i n  m 0  ~ ? ( x - ~ ) 2 + r 2  + x  ~ ] m  
q)l(X~ y, z;e) = Z - flm (~;e) d~ 

H 1=I r m 0 #(x - ~)2 + r 2 (Ib) 

where 

y = r cos O, z = r sin O, 

and the functions flm (x;~) are (for the moment) a set of m arbitrary func- 

tions. For future reference, we give here the approximation** to ~I valid 

for small r :  

2 m sin m0 x 

~l (x, Y, Z;6) 
: (X ~) m-1 [ i  O ( r ) ]  . 

m=l r m ~0 - f lm (~ ;e )  d~ + 
(20) 

It may be noted that there is really no justification at this point for 

choosing zero as the lower limit of the integrals in (19). However, ~o 1 

will soon be matched to the inner solution, ~I, and, since there is no 

body where x < 0, ~I disappears there. Actually, it can be shown that 

91 as given above represents a uniformly valid approximation to 9 as 

r--~0, provided x-< 5 < 0, where 6 is an arbitrary but fixed negative 

number. 
Nothing more can be said about ~01 until we attempt to match it to the 

inner solution, and so we proceed now to formulate the problem for (~0 

and ~i. Here we have a differential equation subject to boundary condi- 

tions on the body and the free surface. However, we do not have a ra- 

diation condition or other condition at infinity. 

First we re-express all conditions in terms of inner variables. Laplace's 

equation becomes: 

(~0yy + ~ 0 Z Z  = 0; (21) 

( ~ l y y  + ~ l z z  = - e2 ~ 0 x x ;  e t c .  (22) 

In  o b v i o u s  a n a l o g y  to (10 ' )  we  d e f i n e  a n e w  o p e r a t o r  0 / a N  = c Olin, and  
s o  the  b o d y  b o u n d a r y  c o n d i t i o n ,  (6 ' ) ,  b e c o m e s :  

~176176 } 
_ _ -  + - -  + . . .  

ON L ON 0N 

a p p l i e d  on  Z - H ( X , Y )  = 0. A s y m p t o t i c a l l y ,  a s  e - - -~0 ,  we  h a v e :  

0q50 
: o ;  (23) 

8N 

*See Section 9.3 of Ward (1955)~6).t 

**Ibid. 
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a(~l  2 
- E 

ON 

5" 
H X (~0X %/i + Hy; (24) 

etc. 

It can easily be shown that 3~0/3N = 0 also on the free surface. Thus ~0 
satisfies the Laplace equation in two dimensions (2D), with homogeneous 
Neurnann conditions on the boundaries. Moreover, it muse match at infi- 
nity with e0 = Ux, which has no gradient in the y-z plane. Accordingly, 
for any X, G0 must be constant, i.e., ~}0 is a function of X only. The 
matching process immediately prescribes that 

~o = UX. ( 2 5 )  

The body  b o u n d a r y  cond i t ion  for  ~)1 now b e c o m e s :  

3~1 c 2 U H x 

aN ~ '  (24') 

and ~i satisfies the 2D Laplace equation: 

(~Iyy + ~Izz = 0. (22') 

TO leading order of magnitude, the free surface conditions are: 

2 (~Ix 1 I~ 2 @2] = + �9 (26) 0 r GZ 0 + U + 2e 2 Iy 1 z 

0 = r U Z 0 + ~I  Z~ - ~ z "  (27) 
x y y 

These are to be applied on the actual free surface. However, Z I = o(Z0) , 
by definition, and so we can apply them on Z = Z0, thereby incurring 

only higher-order errors .  We have no basis for applying them on Z = 0. 

From (24') we see now that ~I = O(c2)" In (26) it is apparent that the 

quadratic terms are the same order as the linear term, U~Ix, and also 

that Z 0 = O(1). In the kinematic condition, Equation (27), all terms are 

the same order of magnitude. Thus ~I  satisfies the 2D Laplace equation, 

subject to the full, nonlinear, free-surface conditions, (26) and (27). The 

only simplification over the original nonlinear problem is that here we 

have a problem in two dimensions rather than in three. However, this is 
a significant simplification. 

There seems to be no alternative to solving this nonlinear problem nu- 

merically, but fortunately it is of a type for which precedents exist. A 

later section presents a discussion of a method for attempting such a so- 
lution. 

It should be noted specifically that Z 0 = O(1), and so the free-surface 

disturbance is not infinitesimal in the stretched coordinates. However, in 
natural coordinates, we have from (15) that 

C ( x , y )  ~ c Z o ( X , Y ; c  ), 

which agrees with the assumption expressed in (4). 

Normally, in order to carry out the matching procedure, we would find 
~ I  analytically, approximate it for large R = ~/y2 + Z 2, and match the 

result to the outer solution evaluated for small r. Since we know nothing 

about the analytical form of ~I in any region, we cannot do this, and we 
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m u s t  d e v i s e  a d i f f e r e n t  m e t h o d  f o r  m a t d h i n g .  One p r o c e d u r e ,  which  a c t u a l l y  
l e a d s  to the c o r r e c t  r e s u l t  (to l o w e s t  o r d e r ) ,  i s  to a s s u m e  tha t  ~1  c a n  be  
e x p a n d e d  f o r  l a r g e  R in  a s e r i e s  of c y l i n d r i c a l  h a r m o n i e s .  T h i s  i s  not  
r e a l l y  j u s t i f i e d ,  b e c a u s e  ~1 is  h a r m o n i c  b e y o n d  a c e r t a i n  r a d i u s ,  bu t  on ly  
in a h a l f - s p a c e .  We cou ld  a l so  use the o u t e r  so lu t i o n  in the f o r m  g i v e n  b y  
(20) to i n f e r  the l a r g e - R  b e h a v i o r  of ~1 ,  but  th i s  is  a l so  not  j u s t i f i e d  
u n l e s s  we a r e  s u r e  tha t  i n n e r  and o u t e r  e x p a n s i o n s  h av e  an  o v e r l a p  in 
t h e i r  d o m a i n s  of va l i d i t y ,  a l though  th i s  ag a in  h a p p e n s  to g ive  the c o r r e c t  
r e s u l t .  The  p r o p e r  p r o c e d u r e  in th i s  p r o b l e m  is  to f ind  the " i n t e r m e d i a t e  
s o l u t i o n " ,  which  is  r e a l l y  an  a s y m p t o t i c  e x p a n s i o n  wh ich  a c t s  a s  an  o u t e r  
e x p a n s i o n  to the i n n e r  e x p a n s i o n  and as  an i n n e r  e x p a n s i o n  to the o u t e r  
e x p a n s i o n .  Th i s  i n t e r m e d i a t e  e x p a n s i o n  h a s  an o v e r l a p  with bo th  of the 
o t h e r  e x p a n s i o n s ,  and so  it c an  give  a t r u e  p i c t u r e  of the l a r g e - R  b e h a -  
v i o r  of ~ ] .  The  r e s u l t s  of the Append ix  show that ,  f o r  l a r g e  R, ~1 h a s  
the f o r m  

A11 (X;e) sin O 
~ :: [I + O(i/R)]. (28) 

R 

(We cou ld  a l s o  i nd i ca t e  a n o t h e r  e r r o r - t e r m  which  is  o (A l l  ) a s  e - - -~0 . )  
Since ~1 = O(e2) '  we m u s t  have  

A n (x;e) = O(e2). 

In t e r m s  of r e a l  (ou t e r )  c o o r d i n a t e s ,  (~1 is  ( for  l a r g e  R):  

4}1 = 11 + 0 . 

r 

T h i s  m u s t  m a t c h  pl (x, y, x;e ), e v a l u a t e d  f o r  s m a l l  r .  (See (20) . )  C l e a r l y ,  

X 

e A n (X;e)  = 2 ; f l l ( ~ ; e )  4~ .  

The o t h e r  t e r m s  in (20) have  no c o u n t e r p a r t s  in ~1 to m a t c h ;  t hey  m u s t  
be h i g h e r  o r d e r  in c .  We c a n  s ee  th i s  in a n o t h e r  w ay  too.  If a t e r m  in 

(20) of the f o r m  

in  
2 s in  m@ x 

~o(x ~) r~-I m - f lm (~;e) d~ 
r 

is  to m a t c h  a t e r m  in ~)1' then  the l a t t e r  m u s t  h av e  the f o r m  

Alto (X;r sin m@ 

R m 

for large R, with Aim = O(e 2) again. But, since R = r/% we have 

Aim (X;c) sin m@ r Aim (x;e) sin m@ 

Rm m 
r 

and so 
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Alm (x;e) = 2 m ix - ~) flm (~;e7 d~, 

o 
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(20) 

i , e . ,  

flm (x;e) = O(e2§ )" 

This means that the terms containing flm , m > 1, do not real ly  belong 
in 91, since they are of higher order than the leading term. 

We now have the result that 

sin 0 ;[%/(x-~)+ r2 + (x- ~)] f11 (~;e) d~ 
~l(X,  y ,  z ;  ~) - 2 (30)  

r 0 ~/(x - ~)2 + r 

with 
e 

f11 (x;e) - - - -A11  x iX;e) : O(e3). (30') 
2 

Thus 

O1 ( x , y , z ; e ) :  O(e3) .  (31) 

The  m o s t  i m p o r t a n t  r e s u l t  to c o m e  out of the m a t c h i n g  p r o c e s s  is  the 
c o n d i t i o n  that  ~1 ~ 0 as  R---*=.  T h i s  i s  the m i s s i n g  b o u n d a r y  c o n d i t i o n  
on the i n n e r  s o l u t i o n  t e r m ,  and we c a n  now f o r m u l a t e  the p r o b l e m  f o r  ~ I  
c o m p l e t e l y ,  v i z . ,  ~1 s a t i s f i e s  (22'),  (24'),  (26) ,  (277, and 

(2/r F l l  (X,e) sin 0 
(~1 (X, Y, Z;e) = [1 + O(1 /R) ]  (327 

R 

as  R--~oo w h e r e  

X 

F l l  (x;r : J 0  f11(~ ;c )  d~.  (33) 

F r o m  B e r n o u l l i ' s  e q u a t i o n  ( p r o p e r l y  s t r e t c h e d ) ,  we ob ta in  f o r  the p r e s s u r e  
on the body :  

= - + iy Po (X, Y, H(X, Y); e) p r 2c2 (34) 

(Th i s  is  r e a l l y  the f i r s t  t e r m  in an i n n e r  a s y m p t o t i c  e x p a n s i o n  f o r  p(x, y ,  z), 
as  i n d i c a t e d  by  the s u b s c r i p t  on P 0 - )  

T h e r e  h a s  b e e n  no th ing  in the f o r m u l a t i o n  of th i s  p r o b l e m  which  i m p l i e s  
t h a t  the b o d y  is  s y m m e t r i c a l  in y .  T h e r e f o r e ,  the f a c t  that  (~1 is  s y m -  
m e t r i c a l  in Y f o r  l a r g e  R s i m p l y  i m p l i e s  tha t  the u n s y m m e t r i c a l  p a r t  d i e s  
out m o r e  r a p i d l y  than  1 / R  as  R- - ,oo .  It m i g h t  be a s s u m e d  that  it d o e s  
not  a p p e a r  h e r e  b e c a u s e  it i s  h i g h e r  o r d e r  in c ,  bu t  th i s  is  not the c a s e .  
In f ac t ,  the u n s y m m e t r i c a l  p a r t  of C91, i f  it  e x i s t s  at all ,  i s  O(c2) .  Ne-  
v e r t h e l e s s ,  it  m u s t  be m a t c h e d  to P2, wh ich  is  O(e47, wh ich  i n d i c a t e s  
tha t  it  i s  i nde e d  h i g h e r  o r d e r  in the far  field than  the f i r s t  a p p r o x i m a t i o n .  

It i s  of s o m e  i n t e r e s t  to c o n s i d e r  the n a t u r e  of the f a r - f i e l d  so lu t i o n ,  
0 t . With the d e f i n i t i o n  (33), we c a n  p e r f o r m  s o m e  s i m p l e  m a n i p u l a t i o n s  
on (30) to show that  
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f z F l l  (~;r d~, 
cpl (x, y, z ; e )  = -2 3/2 " 

o [ ( x -  y + 
(35) 

which  i s  the p o t e n t i a l  of a l ine  of v e r t i c a l  d i p o l e s  a l o n g  the x - a x i s ,  of 

d e n s i t y  F l l  (x ;e) .  T h i s  c a n  a l s o  be  i n t e r p r e t e d  a s  a s y s t e m  of " v o r t e x -  
p a i r s " ,  wh ich  i s  e q u i v a l e n t  to a s y s t e m  of h o r s e s h o e  v o r t i c e s  c o m p r e s s e d  
down to z e r o  s p a n .  If  F l l  (x;e)  d o e s  not  v a n i s h  af t  of the body ,  t h e r e  

e x i s t s  a v o r t e x  w a k e .  
F i n a l l y ,  we no te  f o r m  (17) and ( 3 5 ) t h a t  we c a n  w r i t e  down  e x p l i c i t l y  

the e x p r e s s i o n  f o r  the f a r - f i e l d  f r e e - s u r f a c e  d i s t u r b a n c e :  

~o(x ,Y;  e )  = - - - -T d~ ' F l l  (~;c) 1 + 
Oy 0 [(x - %)2 + y2]I/2 " 

( 3 6 )  

3. The variety of possible problems 

In the I n t r o d u c t i o n ,  i t  w a s  s t a t e d  tha t  t h e r e  a r e  f o u r  - and on ly  f o u r  - 
f r e e - s u r f a c e ,  s l e n d e r - b o d y  p r o b l e m s  of p h y s i c a l  i n t e r e s t  ( fo r  s t e a d y  m o -  
t ion) .  T h e s e  w e r e  a r r a n g e d  a c c o r d i n g  to the o r d e r  of m a g n i t u d e  of g r a v i t y  
o r ,  wha t  is  e q u i v a l e n t ,  a c c o r d i n g  to the o r d e r  of  m a g n i t u d e  of F r o u d e  
n u m b e r .  P h y s i c a l l y ,  the f o u r  p r o b l e m s  w e r e  d i s t i n g u i s h e d  a c c o r d i n g  to the 
o c c u r r e n c e  o r  n o n o c c u r r e n c e  of g r a v i t y  w a v e s  in the f i r s t  a p p r o x i m a t i o n s  

for near-field and far-field solutions. 

Setting out now to demonstrate these assertions, we find it convenient 

to dispose of another question at the same time, namely, the possibility 

of generating other problems of physical interest by a different selection 

of the stretching parameter. Whenever the method of matched asymptotic 

expansions is used, this question should be considered, for there is no 

absolutely dependable general procedure for deciding how to distort the 

coordinates in the inner problem. We shall show that no new physical 

consequences can be found from other stretching arrangements, at least 

within a large class of such distortions. To be specific, we shall limit 

our consideration to distortions in which the longitudinal scale is not al- 

tered and in which the two transverse scales are stretched by like amounts, 

in proportion to a power of ~. It should be emphasized that the statements 

'and conclusions which follow apply only to the lowest-order nontrivial terms 

in the asymptotic expansions. 
To express the full generality allowed above, we define a new gravity 

constant, 

G = g c - ~  : O ( 1 ) ,  

w h e r e  7 is  a r b i t r a r y ,  and we s t r e t c h  the c o o r d i n a t e s  a s  f o l l o w s :  

X = x; Y = y e - ~ ;  Z = z c - ~ ,  

/3 b e i n g  g r e a t e r  than  z e r o  but  o t h e r w i s e  a r b i t r a r y .  Now w e  s e e  wha t  th i s  
g e n e r a l i t y  d o e s  to the f o r m u l a t i o n s  of  the o u t e r  and i n n e r  p r o b l e m s .  

The  o u t e r - r e g i o n  b e h a v i o r  d o e s  not  d e p e n d  d i r e c t l y  on the s t r e t c h i n g  
(although absolute orders of magnitude do). Therefore w e  need only con- 

s i d e r  the e f f e c t  of v a r y i n g  7 .  It i s  e a s i l y  s e e n  tha t  the o u t e r  s o l u t i o n  s a -  
t i s f i e s  the 3D Laplace equation and furthermore that it is necessarily li- 

near, so that we have the two free-surface condition: 

A. 0 = e T G ~ 0  + U 91x;  
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B. 0 = U~0 x - p l  z ;  

b o t h  a r e  a p p l i e d  o n  z = O. T h e  ~ 0 - t e r m s  c a n n o t  b e  h i g h e r  o r d e r  t h a n  the 

p - t e r m s  i n  both e q u a t i o n s ,  s i n c e  t h a t  i m p l i e s  t ha t  ~o 1 = ~Olz = 0 on  
1 

z = O, 1. e . ,  P l -  0 e v e r y w h e r e .  F u r t h e r m o r e ,  the  ~o-  t e r m  c a n n o t  be  

l o w e r  o r d e r  i n  ei ther e q u a t i o n ,  s i n c e  t h a t  i m p l i e s  t h a t  ~0 =- O. Now we 

h a v e  t h r e e  a l l - i n c l u s i v e  c o n d i t i o n s ,  w h i c h  w e  p r e s e n t  i n  t a b u l a r  f o r m :  

OUTER REGION 

3 " < 0 :  3' = 0 - y >  0 

P lz  = 0 on  z = O. g r a v i t y  w a v e s  01 = 0 on  z = O. 

( r i g i d - w a l l  c o n d i t i o n )  ( p r e s s u r e - r e l i e f  c o n d i t i o n )  

In the inner region, we distor~ the space Variables as described, ob- 
taining the 2D Laplace equation, the two f ree-surface  conditions: 

A. 0 = E Y+t~ Zo + U ~Ix q- 6-2~ ~ 2 + ~12z] iy 

B. 0 = e ~ U Zox + e -~ ~1u Zoy - e-~ ~I z"  

and the body boundary condition: 

C, 
/%/ 2 

= c2~ UH x 1 + Hy, 
ON 

where H(X, Y) = c-~h(x,y). Condition C implies that ~I = O(e2~) �9 We now 

find that there are again three possible conditions: 

INNER REGION 

3"=8 
~Iz = 0 on Z = O. gravity waves of 

(rigid-wall condition) finite amplitude 
p ressu re - re l i e f  condition 

(finite-amplitude distur- 
bance ) 

We see that the nature of the outer (or inner) solution depends only on 
whether T is less than, equal to, or greater  than 0 (or /3). The actual 
value of ~ is of no consequence, except that it must be (strictly) greater  
than zero. Therefore we may as well take it to be unity. Then there are 
in all five cases to be considered for T: 

a. b. c. d. e. 

3 " < 0  T = 0 0 < T < I  T = 1 y > l  

Cases a, b, d ,  ind e cerrespond, respectively, to the cases (1) - (4) in 
the Introduction. 

We discard c. as offering nothing new physically. It is really a strange 
hybrid case: the solution satisfies the rigid-wall condition in the near field 
and the simple p res su re - re l i e f  condition (withouL gravity) in the far-field.  
In other words, the near-field solution corresponds to the limit of low 
Froude number, the far-field solution to the limit of high Froude number. 
The interesting effects of gravity are submerged somewhere between the 
two regions. In the language of the Appendix, we could assume that there 
would be an "intermediate problem", in which gravity would appear ex- 
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p l i c i t l y .  In f a c t ,  i t  i s  c l e a r  tha t  t h e r e  m u s t  be  m o r e  to the p r o b l e m  of 
c a s e  c .  t han  s i m p l y  f ind ing  i n n e r  and o u t e r  e x p a n s i o n s ,  f o r  the f o l l o w i n g  
r e a s o n .  The  i n n e r  s o l u t i o n  s a t i s f i e s  (~tz = 0 on Z = O, and  so  it m u s t  h a v e  
a l a r g e - R  r e p r e s e n t a t i o n  of the f o r m  

am (x;e) ] 

m=l ~ cos rnO [ R m + Bm(X;e) IRa + A0(X;e ) + C(X;e) log IR. 

The outer solution satisfies ~I = 0 on z = 0, and so it has a small-r re- 

presentation of the form 

a m (X;e) 
sin mO 

m 
m=l r 

Obvious ly~  t h e s e  c a n n o t  be  m a t c h e d .  
The  m e t h o d s  of  the A p p e n d i x  c a n  be  a p p l i e d  to p r o v i d e  a s o l u t i o n .  It  

c a n  be  s h o w n  tha t  in  a d d i t i o n  to the i n n e r  and o u t e r  e x p a n s i o n s  t h e r e  i s  
a t h i r d  e x p a n s i o n  to be  found,  wh ich  i s  v a l i d  b e t w e e n  the o t h e r  two,  T h a t  
i s ,  i t  i s  an  i n n e r  e x p a n s i o n  wi th  r e s p e c t  to the o r i g i n a l  o u t e r  e x p a n s i o n  
and an o u t e r  e x p a n s i o n  wi th  r e s p e c t  to the  o r i g i n a l  i n n e r  e x p a n s i o n .  It 
m u s t  be  o b t a i n e d  in d e t a i l  t h r o u g h  two m a t c h i n g  p r o c e d u r e s .  It s a t i s f i e s  
the 2D Laplace equation and linear free-surface conditions. (However, it 

is not a conventional 2D gravity wave problem. ) Physically, it cannot pro- 

vide any information not already implied in cases b and d. 

With respect to our basic set of four problems, arranged according to 

the order of magnitude of g, it was indicated in the Introduction that gra- 

vity generally has a greater effect in the inner region than in the outer. 

This point deserves Some emphasis and elaboration. In Tuck's (1965) (I) 

analysis (g = O(i)), gravity seems to disappear altogether in the near 

field, for there he obtains a gravity-free boundary-value problem. Howe- 

ver, what actually happens is that gravity dominates the near-field flow 

to such an extent that the first approximation is a perturbation about an 

infinite-g process. If we assume that g = O(e'l), this behavior extends 

into the outer field as well. 
If now we assume that gravity is weak, viz., g = O(e), the already- 

small effect of gravity in Tuck's far-field problem disappears altogether. 

That is, the free surface becomes a simple pressure-relief surface. In 

the near field, the dominance of gravity is Weakened to the point where 

gravity waves occur. With the severe constraint of gravity reduced, the 

disturbance to the free surface is much increased, and we have the finite- 

amplitude problem described in detail in the previous section. If we de- 

grade gravity one degree further, say let g = O(e2), the outer problem is 

unchanged, since gravity already has no effect there. In addition, the 

effect of gravity drops out of the inner region. 

4. Application of the theory for g = O(e) 

Planing Surfaces. The  e q u a t i o n  d e s c r i b i n g  the b o d y  s u r f a c e  w a s  o r i g -  
i n a l l y  c h o s e n  in the f o r m  (1) s p e c i f i c a l l y  f o r  the a p p l i c a t i o n  to p r o b l e m s  
of p l a n i n g  s u r f a c e s .  T h e r e  s e e m s  to be  l i t t l e  q u e s t i o n  that  the t h e o r y  a s  
d e v e l o p e d  h e r e  ought to a p p l y  to such  p r o b l e m s ,  p r o # i d e d  the c o n f i g u r a -  
t i o n s  s t u d i e d  do not  v i o l a t e  the a s s u m p t i o n s  of  s l e n d e r - b o d y  t h e o r y .  T h e s e  
a s s u m p t i o n s  a r e  m o s t  l i k e l y  to be  of c o n c e r n  a s  t hey  r e l a t e  to the g e o -  

m e t r y  of  the bow and s t e r n .  
I f  the l e a d i n g  edge  of the p l a n i n g  s u r f a c e  i s  p e r p e n d i c u l a r  to the d i -  

r e c t i o n  of t r a v e l ,  a v i o l a t i o n  of the a s s u m p t i o n s  d o e s  o c c u r  t h e r e .  H o w -  
e v e r ,  i f  the p l a n i n g  s u r f a c e  h a s  j u s t  a s m a l l  a m o u n t  of  d e a d r i s e ,  the l e a -  
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ding edge of the wetted area will be appreciably swept-back in shape, 

and the geometry at the bow does not prevent application of slender-body 

theory. Fortunately, most planing boats do have some deadrise, for other 

reasons. 

The stern causes more of a problem, at least in principle. A planing 

boat usually has a sharp trailing edge which produces an effect like that 

of an airfoil trailing edge, namely, it constrains the fluid to pass off the 

planing surface smoothly at a given angle. In linearized analyses of pla- 

ning surfaces, one tlsually treats this sutuation by postulating a Kutta con- 

dition -- which is just as valid as in the airfoil problem. 

In the numerical solution of our nonlinear inner problem, it is simple 

to guarantee the same result, i. eo, that the fluid leaves the stern smoothly, 

provided the lifting surface ends abruptly. (Obviously, an ideal-fluid theory 

cannot predict a separation from a smoothly curving surface. ) A proposed 

method for obtaining the numerical solution is described in the next sec- 

tion. Anticipating that discussion somewhat, we would use Equation (27) 

to obtain the free surface shape at x = x 0 + Ax from the shape at x = x 0 

(through a finite-difference approximation). Now, if x = x 0 denotes the 

trailing edge (assumed perpendicular to the x-axis), we still could use (27) 

to step the solution to the next section, x = x 0 + Ax, using the values of 

all quantities as calculated at x = x 0. The free surface will then auto- 

matically extend smoothly off the trailing edge. There is no problem in 

principle about this procedure even if the trailing edge is not perpendicular 

to the x-axis. Thus the kinematic free-surface condition provides the means 

for including in the theory a sharp free-surface breakway from a typical 

planing-boat stern. 

On the other hand, the dynamic free-surface condition leads to funda- 

mental difficulties. The pressure on the body is given by Equation (34). 

If there is not to be a discontinuity in pressure at the stern (x = x 0)0 then 

the pressure muse approach zero as x--*x 0 on the hull. But there is no 

reason in general to predict that Equation (34) will act in such a convenient 

manner. It is characteristic of the first approximation in this theory (as 

in all slender-body theories) that a disturbance at a particular section can 

never have an effect upstream of that section, and so there is no mechanism 

by which the flow (as described by the theory) can adjust upstream to pro- 

duce the smooth behavior expected at the trailing edge. Thus the theory 

will generally predict an abrupt change in pressure and in the other va- 

riables, notably (~I• at the stern of a planing surface. This is clearly 

not consistent with the slender-body assumptions. 

It would be easy to say simply that we should not attempt to apply slen- 

der-body theory to such problems, but experience in aerodynamics suggests 

that we may be more optimistic than that. The same failing occurs in many 

aerodynamic applications of slender-body theory; nevertheless, it is well- 

known that the resulting predictions are far from useless. The effects of 

the trailing edge are indeed manifested at upstream sections, and the pres- 

sure does adjust itself so that the boundary conditions are satisfied smoothly. 

Such effects, however, are significant over only a small percentage of the 

chord-length. The total force on the body is still predicted fairly accura- 

tely, the moment somewhat less accurately. 

The application of slender-body theory to thin wings may be used to 

suggest further reasons for optimism in this matter. For a thin wing with 

no lateral curvature, sufficient conditions for satisfaction of the trailing- 

edge condition are that at the trailing edge (a) the wing have no longitu- 

dinal curvature and (b) the rate of change of span vanish. Under these 

conditions, the predicted pressure discontinuity (between upper and lower 

surfaces) automatically approaches zero at the trailing edge. Conventional 

planing hulls often satisfy such geometrical restrictions, and so one may 

expect similar propitious consequences. Unfortunately there does not seem 

to be any way of proving this. 
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Displacement Hulls. Much of the p r e c e d i n g  d i s c u s s i o n  f o r  p l a n i n g  s u r -  
f a c e s  c a n  be  c a r r i e d  o v e r  to d i s p l a c e m e n t  h u l l s ,  and so on ly  the d i f f e r e n c e s  
wi l l  be  no t ed  h e r e .  

F i r s t l y ,  a c o n v e n t i o n a l  sh ip  i s  l i k e l y  not  to h a v e  a s h a r p l y  c u t - o f f  s t e r n ;  
so  t h e r e  is  no p r o b l e m  in such  c a s e s  wi th  p r e s s u r e  d i s c o n t i n u i t y .  On the 
o t h e r  hand ,  a s m o o t h l y  r o u n d e d  s t e r n  m a y  be  s u r r o u n d e d  b y  a s e p a r a t e d  
f low, and th i s  p h e n o m e n o n  c a n n o t  be  p r e d i c t e d  b y  the p r e s e n t  m e t h o d  (or  
any  o t h e r  m e t h o d  in e x i s t e n c e ) .  The  e r r o r  in p r e d i c t i o n s  m a y  be  of g r e a t e r  
c o n s e q u e n c e  t h a n  the e r r o r  due to t r a i l i n g - e d g e  d i s c o n t i n u i t i e s .  

S e c o n d l y ,  i t  a p p e a r s  tha t  the s p e e d s  of d i s p l a c e m e n t  s h i p s  a r e  f a r  too 
low f o r  the p r e s e n t  t h e o r y  to be  a p p l i c a b l e .  C e r t a i n l y ,  the u sua l  v a l u e s  of 
F r o u d e  n u m b e r  f o r  d i s p l a c e m e n t  s h i p s  l ie  b e l o w  0 . 4 ,  c o n t r a d i c t i n g  the 
a s s u m p t i o n  h e r e i n  tha t  F = O(r "�89 ). N e v e r t h e l e s s ,  an  a priori  j u d g m e n t  
a b o u t  r e a s o n a b l e  v a l u e s  of  a s m a l l  p a r a m e t e r  in an  a s y m p t o t i c  s o l u t i o n  i s  
a c h i m e r a .  T h i s  po in t  h a s  b e e n  a r g u e d  at l e n g t h  in the I n t r o d u c t i o n .  All  
tha t  r e m a i n s  now i s  to t r y  the m e t h o d  to s e e  how w e l l  i t  w o r k s  out .  

E v e n  i f  the p r e s e n t  m e t h o d  d o e s  not  p r o v i d e  a r e a l i s t i c  d e s c r i p t i o n  of 
the f low a r o u n d  a c o n v e n t i o n a l  sh ip ,  t h e r e  i s  a d i s t i n c t  a s p e c t  of  the s a m e  
p r o b l e m  in wh ich  it  s hou l d  s t i l l  be  u s e f u l .  S l e n d e r - b o d y  a n a l y s i s  i s  c h a -  
r a c t e r i z e d  b y  the f a c t  tha t  the f low at any  c r o s s - s e c t i o n  is  a s s u m e d  to be  

u n a f f e c t e d  by  p h e n o m e n a  at  a f t e r  s e c t i o n s .  T h i s  s u g g e s t s  tha t  the f low 
a r o u n d  the bow i s  l a r g e l y  i n d e p e n d e n t  of t o t a l  sh ip  l eng th ,  and so  it s hou ld  
be  p o s s i b l e  to p r e d i c t  the bow f low i n d e p e n d e n t l y  of the f low a r o u n d  the 

r e s t  of  the sh ip .  
S ince  F r o u d e  n u m b e r  i s  g e n e r a l l y  b a s e d  on o v e r a l l  sh ip  l eng th ,  we m i g h t  

suppose that an unconventional Froude number which relates to local con- 

ditions would be more appropriate for the analysis of the local flow around 

the bow. Formally, we can define a "running Froude number", similar to 

the Reynolds number often used in studying boundary layers, say, 

F x = U/~fg-x. (3 7) 

The next logical step would be to apply the high-Froude-number analysis 

to that part of the ship in which F x is greater than some fixed number. 

This part of the ship must still be geometrically consistent with the slen- 

derness assumptions, of course. 

Calculating the flow around the bow of a conventional ship at conven- 

tional ship speed is an old problem on which practically no progress has 

ever been made. It is basically a nonlinear problem, and the usual linear 

ship theories can at best include some account of the important nonlinear- 

ities only in the form of singularities. Since the small-g slender-body the- 

ory presented herein actually involves a nonlinear near-field description, 

there is a reasonable chance that it can provide a more detailed descrip- 

tion of the bow flow than has been possible heretofore. 

It may also be noted that the present theory includes all cases for which 

g = o(c). The effect of gravity enters into the boundary value problem 

only through Equation (26), the near-field dynamic free-surface condition. 

If Froude number is exceedingly large, the first term in (26) simply be- 

comes very small, until it vanishes, and then we have the appropriate 

ec~uation for the case g = o(c). Thus, the use of the "running-Froude- 

number" argument does not invalidate the theory as developed for g = O(c) 

even at the bow where, by (37), F x = oo. 

The fact that slender-body theory treats the cross-sections in succession 

is also a limitation. In particular, it prevents one from obtaining a des- 

cription of the accelerated flow just ahead of the bow. Of course, if the 

bow is blunt, the whole slender-body treatment fails. Tuck (1964)( 7 ) has 

provided an analysis technique for treating the end singularity in an infi- 

nite fluid, but his technique has not been found applicable to the case of 

the surface ship. It seems quite possible that with the assumptions pre- 
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sented he re in  (concerning grav i ty)  the Tuck p rocedure  could in fact  be 
applied to the ship bow prob lem.  

5. Formulation of the numerical problem 

The solution of the near-field problem has been reduced in the first 

approximation to finding a function, ~i, which satisfies the 2D Laplace 

equation, (24'), subject to the body boundary condition, (22'), the two free 

surface conditions, (26) and (27), and a condition at infinity, (32). The 

pressure on the body is then given by Equation (34). There seems to be 

no alternative to attempting a numerical solution of this problem. 

Through the use of integral equations, each of the two-dimensional pro- 

blems can be reduced to a one-dimenBional problem. Fortunately, the 

computational procedure can be set down fairly easily. We start with 

Green's theorem in two dimensions for the potential at any point in the 

fluid : 

@I(x,Y, z) = -~ 01. log l~ I - @i 

2 )2 )2. 
w h e r e  R 1 = ( Y -  Y '  + ( Z  - Z '  

3 (log RI) ]dS', 

ON 

(38) 

The integration must extend over the body, the free surface, and a closing 

surface at infinity, but Equation (32) shows that the last of these can be 

ignored. On the body, we know the normal derivative, from (24'), but not 

the value of the potential. If we know the value of the potential at any 

section, we can use Equation (26) in a finite difference calculation to find 

its value on the free surface at the section located a short distance aft. 

However, we do not have a direct way of finding the normal derivative on 

the free surface. The procedure then is to let the point (X, Y, Z) in Equation 

(38) approach the flmd boundary and solve the resulting integral equation 

for (a) ~I ola the body and (b)8 ~i/SN on the free surface. The position 

of the free surface at the section is known from the solution at the pre- 

vious section, through use of Equation (27). Equation (34) then gives the 

pressure on the body. 

APPENDIX -- THE INTERMEDIATE PROBLEM 

Previously we set up inner- and outer-region problems in which the 

transverse coordinates were, respectively, stretched by a factor i/e and 

unstretehed. Now we set up a new problem in which the amount of stretching 

is not completely specified. (Actually, we set up an infinite number of 

problems.) We define new coordinates as follows: 

X = x; Y = ye-~; Z = ze-~; 0 < a < i. (39) 

The stretching parameter ~ is not to be confused with the ~ used pre- 

viously. Here we take ~ = ~ = 1 always to correspond to the inner coor- 

dinates and ~ = 0 to correspond to the outer coordinates; other values of 

remain simultaneously under consideration, as they lead to other problems 

which are related to the outer and inner problems. For 0 < ~ < i, we 

can apply neither the body boundary condition nor the radiation condition; 

the intermediate solution must allow arbitrary behavior at R = 0 and 

R = co so that it can be matched to both inner and outer solutions. How- 

ever, as we see presently, the intermediate problem is simpler than the 

problems for ~ = 0 or ~ = I. 
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As before, we assume the existence of an asymptotic expansion for 

9(x,y, z), but there are now an infinity of expansions, depending on the 

value of a, and so we write ~ as an extra parameter in the terms of the 

expansion: 

N 

~o(x,y, z) ~ Z; (~n (X, Y, Z ; e ; a ) ,  
n=0 

(~n+l = O(~) for fixed %/y2 + Z2 = O(i), fixed ~, as e---~0. Similarly 

there is an expansion for ~: 

N 

~(x ,y )  ~ E e a Z n (X,Y;e;a), 
[I=0 

Zn+ 1 = o(Zn) for fixed Y = O(i), fixed c~, as � 9  It must be under- 

stood that for each a the small-e expansion is to be found and then re- 

ordered appropriately in terms of e; this is what is meant by the expres- 

sion "fixed ~". 

The formulation of the problem proceeds in a manner quite analogous to 

that of the inner problem previously, and so it will only be outlined here. 

F i r s t ,  it i s  r a t h e r  o b v i o u s  tha t  

~0 (X, Y, Z;  e; ce) = U X 

f o r  a n y a .  T h e n  we f ind tha t  ~1  s a t i s f i e s  the 2D L a p l a c e  e q u a t i o n  and the 
l i n e a r  f r e e -  s u r f a c e  c o n d i t i o n s :  

0 = ~ i  on Z = O; 

0 = e 2~ U Z0x - (1)iz on Z = 0. (40) 

Thus <~I satisfies the simpler aspects of each of the two limit solutions, 

that is, the simpler differential equation of the inner problem and the 

linear boundary conditions of the outer problem. The general solution is: 

i } 
a~m (X; c;~) 

~ I ( X , Y , Z ; e ; ~ )  = ~ s l u m @  m + blm (X;c;o~)R m , (41) 
m=l R 

where Y = R cos @, Z = R sin @. Of course, nothing can be said about 

the coefficients alto and blr a until the matching process is considered. 

There must be an overlap between the domain of validity of this solution 

(for some range of a) and that of the general outer solution, Equation (19). 

This means that in the small-r approximation to the latter we change va- 

riables according to (39): the result should be asymptotically the same as 

the intermediate solution, for c~ fixed, as e--~ 0. In this way we obtain: 

x 

aim (x;c;~) : 2 ~, ~-m~ SO (X - %) flm (~,c) d~; (42) 

blm (X;E;a) = 0; 

and thus we have matched the outer and intermediate solutions. The above 

formula can be compared with Equation (29). 

In order to distinguish between independent variables of the inner and 

intermediate problems, let us temporarily denote them by subscripts 1 
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-I 
andc~, respectively, i.e., R I = re and Rc~ = rE-~ etc. The intermediate 

problem as formulated above is appropriate for ~ arbitrarily close to 

unity, and so we can match the series (41) to the inner solution, ~)I (X, 

Y , Z ; e ; 1 ) -  ~ I (X~,Y~,Z] ;e ;1 )  In the la t ter  we let (Y~ + Z~) ~ : R I = R  e-l+a; 
.J. . ~ C~ 

the matching principle r equ i re s  that, to leading order ,  

~ l ( X d  Y e-l+a Z e- l+a ;e ;1)  = ~ alto (X;e;~) sin m0 
(X ' ~ m 

m=l R 

This is equivalent to specifying the behavior of (~I(XI, Yl, Z1;e;l) for large 

R~, that is, if we now resubstitute R I = R e-1§ we have, for large R 1, 

<~1(Xl ' YI' Z1;e;l) = ~ alto (X;e;c~) sin m@ 

m.~l H m e m(1-a) 

This is O(e2), and so alto (X;E;ff) = O(e 2+m-mu ). From (42), we see that 

flm (X;e) = O(e 2+m ), which was stated but not qui~e proved earlier. This 

implies then that the only term which should appear in the outer solution 

is that for which m = 1. 

In the intermediate problem, we now see that the leading term (and 

thus the only term) is 

~1 (X, Y, Z;e; a) = 
a11 (X;e;~) sin O 

R 

R 
F11 (X;e) sin @. (43) 

(See (33) and (42).) We can also obtain ve ry  simply from Equation (40) 
that 

z 0 (X, Y;e; a) - 
2 ~  - 3 c ~  X 

d~ F11 (~;e). y2 
U -% 

We have not really obtained any new results here, except to prove 

the validity of (43), which implies that 

@1 (X, Y, Z;e;1) 
2 F11 (X;e) sin @ 

eH 

for large R. ~'urther contributions to ~ I  at large R will be small in com- 
parison either because of the H-dependence or because of the c-dependence. 
In particular, we note that any antisymmetric part of ~i  must be o(1/R) 
as IR-~oo and/or o(c 2) as e-- ,  0. 

This completes the analysis of the lowest order nontrivial terms in the 
asymptotic expansions for p(x,y,z).  The extension to higher-order terms 
is not likely to yield useful results, but we shall take a brief look at the 
next stages, for it throws some light on the structure of the solutions in 
the different regions. 

We have found that ~I  = O(e 3-a ) and Z 0 = O(< 3-3~ ). If we use these 
facts and reconstruc~ the differential equation and boundary conditions to 
a higher order than previously, we obtain conditions on ~ and ZI, for 
0 <o~ < i .  
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First is the differential equation for ~2: 

~2 + ~2zz : -c2'~ ~ixx" YY 

The r i g h t  hand  s ide  i s  O(c3+a) ,  and so  ~2. i s  no h i g h e r  in o r d e r  t han  t h i s .  
H o w e v e r  it coulcl be  of l o w e r  o r d e r ,  in wh ich  c a s e  the r i g h t  hand  s ide  

v a n i s h e d .  We c a n  r e p r e s e n t  th i s  s i t u a t i o n  to a d v a n t a g e  b y  a s i m p l e  f i g u r e  

5 

log e O(/(e,a)) 

0 
0 

2 
I a 

in wh ich  the a b s c i s s a  i s  c~ and the o r d i n a t e  i s  the e x p o n e n t  of  e in the 
o r d e r - o f - m a g n i t u d e  s t a t e m e n t .  T h u s ,  ~ i  = O ( c 3 " a )  i s  r e p r e s e n t e d  b y  the 
s t r a i g h t  l ine ,  o r d i n a t e  = 3 - c~. We could  c a l l  the o r d i n a t e  logeO((I) i ) ,  in  
a s y m b o l i c  s e n s e .  The  r e p r e s e n t a t i o n  f o r  ~2  in th i s  f i g u r e  c a n n o t  l ie  a b o v e  

tha t  f o r  c 2 c ~  i .  
Second  is  the d y n a m i c  f r e e - s u r f a c e  cond i t i on ,  wh ich  i s :  

0 = e i+a G Z 0 + U (~2x on Z = 0. 

The  f i r s t  t e r m  is  O(e 4-2c~ ), wh ich  i s  a l s o  i n d i c a t e d  in the f i g u r e .  Since 
th i s  t e r m  i s  c o m p l e t e l y  known b y  the t i m e  we u n d e r t a k e  the ~ 2 - p r o b l e m ,  
it  c a n n o t  be  z e r o ,  and so it c anno t  be  l o w e r  o r d e r  than  the s e c o n d  t e r m .  
In other words, ~2 cannot be higher order than e 4"2a . 

From the figure, we see now that the intermediate problem for ~2 must 

be broken into two parts: 
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0 < ce < 1 / 3  1 / 3  <,~ < 1  

0 2  = O(E 3+c~ ) {]}2 = O(E4-2a ) 

= - ~  2ct 01 
~)2yy + ~)2ZZ XX ~2yy + ~ . 2 Z  L = 0 

= 0 on Z =  0 ~2 x : 0 on Z : 0 c l+c~ G Z 0 +  U ()2x . 

In bo th  c a s e s  we o b t a i n  the k i n e m a t i c  c o n d i t i o n :  

Z1x on Z = 0. 0 = c ~ U - @2z 

This division is reasonable enough. The previous outer problem differs 

from the corresponding intermediate problem in that its solution satisfies 

the 3D Laplace equation, and this difference is having its effect in the 

present problem for a > 0. On the other hand, the previous inner problem 

involved finite free-surface displacements, and these are now affecting 

the intermediate problem. 

It is also obvious that the problems for a = 0 and a = 1 must be treated 

separately, for, by definition, (~2 = ~ in either case. Yet the inter- 

mediate problems formulated above show that ~2 approaches O(~i) as 

~ 0 or i. The outer problem can in fact be solved explicitly (if not 

uniquely); its solution is: 

~o2(x,y, z ; e )  = ~)2(X, u  Z ;~ ;0 )  

eG i cos 20 ; 
- d~ F~I (~;c)  

2U 2 R 2 o 

(44) 

[~/(X-~)2 + R2+ (X- ~)] 2 

V ( x -  ~)2 + R 2 

+ o ~/(X-~)2+R ~ 

~o sinm@ f (X-S) + R + (X-S) 

+ E R m d~ f2m (~;e) 
m:l o ~/(x- ~)2 + R~ 

The f i r s t  two t e r m s  a r e  p r e s u m a b l y  known;  they  a r e  bo th  O(~ 4). The  s u m  
i n v o l v e s  a n o t h e r  s e t  of unknown f u n c t i o n s ,  fsm (X;E), to be  found t h r o u g h  
an  a p p r o p r i a t e  m a t c h i n g  p r o c e s s .  One m i g h t  e x p e c t  ~)2, f o r  a = 0, to be  
O(e4) ,  and th i s  i s  i n d e e d  the c a s e ;  c e r t a i n l y  it c a n n o t  be  0(c4) .  

To  e f f e c t  the m a t c h i n g  p r o p e r l y ,  one d o e s  not  a t t e m p t  to m a t c h  j u s t  ~2 
in the d i f f e r e n t  c ~ - d o m a i n s ,  of c o u r s e ,  but  r a t h e r  the whole  a s y m p t o t i c  
s o l u t i o n  a s  f a r  a s  it  i s  known.  T h a t  i s ,  we m u s t  w r i t e  down ~)0 + ~ 1  + (])2 
in e a c h  d o m a i n ,  r e o r d e r  the t e r m s  wi th  r e s p e c t  to c,  and m a t c h  the r e -  

s u l t i n g  e x p r e s s i o n s  in the o v e r l a p  r e g i o n s .  The  g e n e r a l  t h r e e - t e r m  s o l u t i o n s  
in 0 < a < 1/3 and 1/3 < ~ < 1 are readily found, respectively: 

0 < ~ < 1 / 3  

(90 + ~1  + ~22 = U x + 

2C --0~ 

--Fli (X;e) sin 0 
H 

(45) 

+ 

a FIIx x (X;c) IR log R sin @ 

~. sin m0 - -- + b2m (X;E; a) R m . 
m=l L Rm 
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1/3 <a < I  

@o+@i + r  = u x +  

q- 
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2e 

--FiI(X;e) sin @ (46) 
R 

2e i-2~ G c o s  29 x 

U2 R 2 ~ ( X -  ~) F l l  (~;e) d~ 

0 

I a2m (x~;~) } sin m@ - + b2m (X;e;vz)R m 
rn=l IR rn " 

The three-term solution for the outer region will not be rewritten; it 

consists of the terms already given in (16), (30), and (44). The inner so- 

lution is not known explicitly. We might inelude here also the case that 

c~ = 1/3, but this would add nothing to the results. 

For a near to zero, we find that ~2 h as a term proportional to R log 

R, and this term is O(c s+a ). Since this term arose in the solution of the 

Poisson equation which must be satisfieo in this domain, one may expect 

that it is related to the three-dimensional nature of the first outer so- 

lution. In fact, this is the case, for if one carries the small-r approx- 

imation given in Equation (20) further than just the one term, one finds 

that the next term exactly matches the term in question in Equation (45) 

above. In the usual way with these expansions, we can speak loosely of a 

logarithm as being O(i), and then we can go one step further in this same 

matehing process, finding a further term in the outer solution for (~i which 

matches the term containing bzm in (45), thus determining this coefficient. 

If we consider the term (~3 for a moment, we find that it satisfies a 

Poisson equation too for small c~: 

~ayy + (~az z = - c2~ (~xx = O(~a+a~ )' 0 < ~  < i /5 .  

The order-of-magnitude statement alone indicates that at least the first 

term of ~a will be controlled by ~i in the outer region. However, the 

domain of~inwhich this occurs has been reduced; we must have ~ < i/5. 

We can expect ~n to be contf~olled by ~i (X, Y, Z;e;0) in a small range of 

a n e a r  c~ = 0 f o r  every  n. 
We c a n  avo id  a l l  of  th is  d i f f i c u l t y ,  a s  f o l l o w s .  The  t e r m  (~1 in the in-  

t e r m e d i a t e  s o l u t i o n  i s  i d e n t i c a l  to the l e a d i n g  t e r m  of ( ~ I ( X , Y ,  Z ; e ; 0 )  e v a -  
l u a t e d  f o r  r = R c% as  e - - 0 .  So we cou ld  use  ~ } i ( X , Y , Z ; e ; 0 )  d i r e c t l y  
to g e n e r a t e  the f i r s t  t e r m  of the i n t e r m e d i a t e  s o l u t i o n  - to as  c l o s e  to 

= 1 as  we l i k e .  In o t h e r  w o r d s ,  the i n t e r m e d i a t e  s o l u t i o n  i s  s i m p l y  the 
i n t e r m e d i a t e - r a n g e  l i m i t  of  the o u t e r  s o l u t i o n .  (Th i s  i s  not  t r u e  in m a n y  

p r o b l e m s . )  We h a v e  s h o w n  d i r e c t l y  tha t  th i s  w a s  t r u e  f o r  0 i ,  and it c a n  
be s e e n  tha t  it i s  t r ue  f o r  (~2 a s  we l l ,  f o r  the e s t a b l i s h e d  p a r t  of (~2(X, 
Y , Z ; c ; ~ )  g i v e n  a b o v e  in E q u a t i o n  (46) e x a c t l y ,  m a t c h e s  the i n t e r m e d i a t e  
e x p a n s i o n  of ~2(X,  Y, Z;<;0)  in the r a n g e  1 / 3  < c~ < 1 (the t e r m  c o n t a i n i n g  
c o s  29). We note  tha t  the t e r m  c o n t a i n i n g  R log  R i s  d r o p p e d  b e c a u s e  in 
th i s  r a n g e  it  i s  h i g h e r  o r d e r  in c.  

Wi~h r e s p e c t  to m a t c h i n g  i n t e r m e d i a t e  and i n n e r  s o l u t i o n s ,  not  m u c h  
c a n  be  s a id .  The  unknown f u n c t i o n s ,  fern (X;e),  wi l l  be  d e t e r m i n e d  in th i s  
p r o c e s s ,  and t hey  wi l l  a l m o s t  a• v a n i s h ,  f o r  they  wi l l  be  found to be  
h i g h e r  o r d e r  in c. C l e a r l y ,  the t e r m  c o n t a i n i n g  f2i m u s t  m a t c h  (~2 of the 
i n n e r  so lu t i on ,  s i n c e  the s in  @/R - b e h a v i o r  of q)i i s  a l r e a d y  a c c o u n t e d  f o r  
in the f i r s t - o r o e r  i n t e r m e d i a t e  and o u t e r  s o l u t i o n s .  On the o t h e r  hand ,  the 
t e r m  c o n t a i n i n g  f 22 wi l l  m a t c h  the a n t i s y m m e t r i c  b e h a v i o r  (if any)  of  the 
first inner solution. If the body is not symmetric in y, f22 will be O(c4), 

and this term must appear in the intermediate and outer solutions, ~2. 
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T h u s ,  a s y m m e t r i e s  a r i s e  in  the  f a r  f i e l d  f i r s t  in  the  02 - t e r m  and  a r e  

o f  o r d e r  e 4. 
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