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NONLINEAR KOLMOGOROV EQUATIONS IN INFINITE
DIMENSIONAL SPACES: THE BACKWARD STOCHASTIC
DIFFERENTIAL EQUATIONS APPROACH AND
APPLICATIONS TO OPTIMAL CONTROL

BY MARCO FUHRMAN AND GIANMARIO TESSITORE

Politecnico di Milano and Universitd Di Parma

Solutions of semilinear parabolic differential equations in infinite dimen-
sional spaces are obtained by means of forward and backward infinite dimen-
sional stochastic evolution equations. Parabolic equations are intended in a
mild sense that reveals to be suitable also towards applications to optimal
control.

1. Introduction. Let us consider a stochastic evolution equation of the form:

dX; =AX;dt+ F(t,X;)dt 4+ G(t, X;)dWq, telt, T]C[0,T],
(1.1)
X[ =X Ec H,

for a process X in a Hilbert space H, where W is a cylindrical Wiener process in
another Hilbert space E, A is the generator of a strongly continuous semigroup
of bounded linear operators {e’ AYin H, F and G are functions with values in
H and L(E, H) respectively, satisfying appropriate Lipschitz conditions. Under
suitable assumptions, a unique solution {X (z, ¢, x), T € [t, T]} exists and defines
a Markov process with transition function {F;,, 0 <t <t <T}. P;; acts on
measurable functions ¢: H — R, satisfying suitable growth conditions, according
to the formula:

P, [¢l(x) =E¢(X(z,1,x)), xeH.

If ¢ is sufficiently regular then the function v(t,x) = P; 7[¢](x) is a classical
solution of the backward Kolmogorov equation

av(at;x) +Lilv@ )]0 =0, 1€[0.T] xeH,

v(T, x) =¢(x),

where the linear operator £; is defined by

L[91(x) := 1 Trace(G(t, x)G(t, x)* V2 (x))
+ (x, A*Vo () g + (F(t,x), Vo (X)) .
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In this formula V¢ and V3¢ are first and second Gateaux derivatives of ¢
(identified with elements of H and L(H, H) respectively). When ¢ is not regular,
the function v(¢, x) = P; 7[¢](x) can be considered as a generalized solution of the
backward Kolmogorov equation. We refer to [9, 10, 41] for a detailed exposition
of these facts and related matters.

Here we are interested in a generalization of this equation, written formally as

dv(t, x)
—— + Li[v(t, )]x)

=y (t, x, v(t, x), G(t, x)" Vyv(t, x)), tel0,T],xeH,
u(T,x) =¢(x).

We will refer to this equation as the nonlinear Kolmogorov equation. v: [0, T] x
H xR x E — R is a given function and V,v, the Giteaux derivative of v with
respect to x, is identified with an element of H, so that G (¢, x)*V,v(t,x) € E.
Notice the occurrence of G in the nonlinear term: this does not imply any loss
of generality in the nondegenerate case, that is, when G is boundedly invertible,
whereas it involves a genuine restriction in the general case.

One of the main results of this paper, Theorem 6.2, specifies conditions for
unique solvability of equation (1.2). Various concepts of solution are known for
(linear and) nonlinear parabolic equations in infinite dimensions. In this paper we
restrict attention to continuous solutions, but other effective approaches have been
proposed, for instance by means of Dirichlet forms [30, 37]. Many investigations
have been carried out in connection with the Hamilton—Jacobi—Bellman equation
arising in optimal control for nonlinear infinite dimensional stochastic systems,
so we postpone references to the discussion on control theoretic applications that
will be done below. One possibility to deal with equation (1.2) is to look for
classical solutions, that is, functions which are twice differentiable with respect to
x and once with respect to ¢, such that L[v(z, -)] makes sense for every ¢ € [0, T]
and (1.2) holds. This forces to impose heavy assumptions on the functions
¥ and ¢, involving existence of derivatives up to order two as well as trace
conditions on second derivatives. Another possibility, in some sense opposite, is to
consider viscosity solutions. Existence and uniqueness of viscosity solutions can
be proved under much weaker assumptions on the coefficients. However, in view
of applications to optimal control theory, it is important to show the existence of
V, v, since this allows to characterize optimal control by feedback laws. Since,
in general, viscosity solutions are not differentiable, this characterization is not
immediately available. In this paper we will consider solutions in the so called mild
sense (already considered in the literature, but not in connection with the backward
stochastic equations approach). Namely a mild solution v of equation (1.2) will
satisfy the equality

1.2)

T
v(t, x) = —/; P [¥(z, - v(z,), G(t,)*Vyu(t,)](x) dT
+ P rlo](x), tel0, T],xe H,

(1.3)



PDEs, BSDEs AND CONTROL 1399

which arises formally from (1.2) as the variation of constants formula. We notice
that formula (1.3) is meaningful provided v is only once differentiable with respect
to x and, of course, provided ¥, v and V,v satisfy appropriate measurability
and growth conditions. Thus, mild solutions are in a sense intermediate between
classical and viscosity solutions. We can prove existence and uniqueness of a
mild solutions v by requiring existence and boundedness (or growth conditions)
of first derivatives of i and ¢: compare Theorem 6.2. We wish to stress that in
our assumptions, in contrast to most of the references cited below, the derivatives
are understood in the sense of Gateaux: this is important in view of applications
where H is a space of summable functions and nonlinear terms are Nemytskii
(evaluation) operators: it is well known that they are not Fréchet differentiable,
except in trivial cases. Thus our results can be directly applied to stochastic partial
differential equations: compare Example 7.3.1 as an instance of this.

In order to prove existence and uniqueness for the mild solution of (1.2) we
generalize a probabilistic technique, based on backward stochastic differential
equations, which we believe to have an intrinsic interest. We consider the following
backward stochastic evolution equation:

dY, ={(Z.,dW)g + ¥ (t, X, Y, Z;) dT, telt,T],
Yr=¢Xr),

where X is the solution of (1.1). Under suitable assumptions on ¥, there exists
a unique adapted process (Y, Z) in R x &, solution of (1.4). The processes X, Y, Z
depend on the values of x and ¢, occurring as initial conditions in (1.1): we
may denote them by X(z,t,x), Y(t,t,x), Z(7,t,x), T € [t,T]. If we define
v(t,x) = Y(t,t, x) then it turns out that the function v is deterministic and it is
a solution of the nonlinear Kolmogorov equation.

This connection between backward stochastic equations and nonlinear partial
differential equations was proved in the paper [36] for the finite dimensional case,
thatis, H =R”, & = R? and for classical solutions of the parabolic equation. The
extension of these results to the Hilbert space case is far from being straightforward
(for instance as we mentioned above the definition of solution of the parabolic
equation has to be changed) and it was not investigated before. We are led to a
detailed study of equations (1.1) and (1.4), which requires some effort and different
arguments than in the finite dimensional case. These extended results have an
interest in themselves and constitute another main aim of this article.

Backward stochastic equations in finite dimensions have been intensively
studied in recent years, starting from the paper by Pardoux and Peng [35]: we refer
the reader to [29] and [11] for an exposition of this subject and of the more general
theory of forward—backward systems, as well as a detailed account of the existing
literature. We note in passing that equations (1.1) and (1.4) are not a forward—
backward system in the most general form, since equation (1.1) does not involve
the processes (Y, Z) occurring in (1.4): this level of generality is not needed for our

(1.4) {
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purposes. In the infinite-dimensional case, however, there are few known results
on stochastic nonlinear backward equations: we are only aware of [23], but the
results of these paper are not sufficient for us although they are more general in the
direction of allowing the presence, in (1.4), of unbounded operators (for results on
infinite dimensional linear backward stochastic equations see [40] and [28]).

Next we briefly sketch the main points one needs to face in order to perform
the proof of Theorem 6.2 outlined above. We first mention that existence of some
solution of (1.1) and (1.4) is not sufficient: in order to perform our program we
need more precise information. For instance, as in [36], we need to show finiteness
of moments of all order, in various senses, for the processes X, Y, Z, and path
continuity for X and Y': to this end we combine, adapt and extend arguments from
[23] and [36].

Since we aim at proving that v(¢,x) = Y (¢,¢,x) is a solution of (1.2), or
better (1.3), we are faced with the issue of dependence of the processes X (-, ¢, x)
Y(,t,x), Z(-,t,x) on parameters ¢, x. In contrast to [36], we cannot use the
classical Kolmogorov theorem for continuity of random fields, due to the fact that
x takes values in a Hilbert space H. Instead, we first investigate existence and
continuity of the Gateaux derivative process V, X (-, , x) by means of a parameter
depending contraction principle (following [9, 10, 41]). The same argument is then
used to investigate dependence of the solution (Y, Z) of (1.4) on the process X and
the existence of derivatives VxY, VxZ (X is treated as an element of a suitable
vector space of processes). Finally, a chain rule is applied to prove existence of
the derivatives V, Y (-, ¢, x), Vo Z(-, t, x) with respect to x € H and the required
regularity properties of v(¢, x) = Y (¢, t, x) are obtained.

Another key step in the proof of Theorem 6.2 is the formula

Z(s,t,x) =G(s, X (5,1, %)) V. Y(s,s, X(s,2,x))  foralmostalls €[z, T],

which relates the processes X, Y and Z. Following [36], we prove it in two steps,
as an application of the Malliavin calculus: denoting by D the Malliavin derivative
operator one first proves that

Z(s,t,x)= liin DY (t,1,x) for almost all s € [z, T],
TyS

in mean square, and then that, for almost all s, 7t witht <s <t <T,
DyY (t,t,x)=G(s, X (5,1, x))* V.Y (t,s, X(s,t,x)).

As a preliminary step, one has to prove that X, Y, Z belong to a class of processes
for which DX, DY, DZ exist and are suitably regular. To our knowledge,
differentiability in the sense of Malliavin for solutions of backward evolution
equations in infinite dimensions has not been considered before. Malliavin
differentiability has been studied in different contexts for solutions of stochastic
partial differential equations: see, for example, [32]. For the case of abstract
nonlinear evolution equations we refer to [3, 24] and the bibliography therein.
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In these papers, however, the diffusion coefficient is assumed to take values in the
space Ly (2, H) of Hilbert—Schmidt operators from E to H. This restriction does
not allow for instance to cover the case of white noise, that is, when G equals the
identity. We remove this restriction by requiring essentially that for every s > 0,
t €[0,T], x € H, the operator eAG(t, x) belongs to L>(E, H) and a bound of the
form

V(€ G, )|, gy < L s |hl,

holds for its directional derivative in every direction 4 € H, where L > 0 and
y are suitable constants and we require y < 1/2. A blow-up for the Hilbert—
Schmidt norm when s — 0 has to be expected if G(¢, x) ¢ L»(E, H) and has been
observed in the case of stochastic partial differential equations. We also prove that
the following bound holds for D X:

sup E( sup (t — s)m’leXflzz(E’HO <00 for every p € [2, 00).
s€l0,T]  \te(s,T]
Finally, we note that Malliavin calculus for evolution equations in the special and
simpler case of constant G was already considered in [4, 13].

As mentioned above, results of equation (1.2) are suitable for application to
problems of nonlinear stochastic optimal control. Let us consider a controlled
process X* solution of

dX!=AX!dt+ F(r,X})dr
(1.5) +C(t, XHu(r)dr + G(zr, X;) dWre, telt,T],
X! =x€H,

where the control process u takes values in a given subset U of another Hilbert
space U (possibly, U coincides with U) and C is a function with values in
L(U, H). The aim is to choose a control process u, within a set of admissible
controls, in such a way to minimize a cost functional of the form:

T
J@,x,u)=E / g(o, X4, u(o))do +Ep(X}),
t

where g and ¢ are given real functions. There is a vast literature on such control
problems in infinite dimensions: here we report some of the references that
are most closely connected with our approach and we refer the reader to the
bibliography therein.

In the book [2], Chapter 4, the authors treat the case where F = 0, C is the
identity, the diffusion coefficient G is constant and satisfies Trace GG* < oo,
and convexity conditions are imposed on the functions g and ¢. Under some
regularity conditions, the authors are able to find a unique classical solution of the
corresponding Hamilton—Jacobi-Bellman equation, using techniques of convex
analysis and nonlinear semigroup theory, and to solve the optimal control problem.
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In [5, 6] the control problem for (1.5) is solved assuming that A is self-
adjoint and C and G equal the identity, under various regularity conditions for
F, g, ¢. Existence and uniqueness of a mild solution v of the Hamilton—Jacobi—
Bellman equation is proved in a space of functions possessing a derivative Vyv
that blows up at r = 0. Notice that the assumption that G equals the identity is
a nondegeneracy assumption.

In [16, 17], the results of [5, 6] are extended to general (but still constant) G
under weaker nondegeneracy conditions. The proofs are based on corresponding
regularity properties of the transition semigroup of the associated Ornstein—
Uhlenbeck process, that is, the Markov process Y solution of

dY; =AY dt +GdW,, telt,T]1C[0,T], Y; =x.

In the papers mentioned, the authors provide a direct (classical or mild) solution
of the Hamilton—Jacobi—-Bellman equation for the value function v(z, x) of the
control problem, which is then used to prove that the optimal control « is related
to the corresponding optimal trajectory X by a feedback law involving V,v.

In this paper we consider a controlled process X* solution of

dX!=AXYdt + F(t, X¥)dt + G(7, X¥)R(z, X*)u(r) dt
+G(t,X;)dWy, telt, T,
X! =x€H,

where R is a function with values in L(U, E). Due to the special structure of the
control term, the Hamilton—Jacobi—Bellman equation for the value function is of
the form (1.2), provided we set

Yo(t, x, p) =inf{g(r, x,u) + (p,u)y :u € U},
tel0,Tl,xeH,peU,

(1.6)

and ¥ (¢, x,z) = —Yo(t, x, R(t,x)*z) for z € B. The control problem is under-
stood in the usual weak sense (see [12] and Section 7 below). Under suitable
conditions, if we let v denote the unique mild solution of (1.2) then we have
J(t,x,u) > v(t, x) and the equality holds if and only if the following feedback
law is verified by u and X*:

u(o)=rI(o, X4, R(0, X2)*G (o, X4)"Vyv(o, XY)),

where u = I'(¢, x, p) is the minimizer in (1.6). Thus, we can characterize optimal
controls by a feedback law. We refer to Theorem 7.2 for precise statements and
additional results.

We underline that we are able to remove the restriction on constancy of the
coefficient G. Moreover, due to the special structure of the control problem, no
nondegeneracy assumptions of any kind are imposed on G. In the Example 7.3.1
we show that our results can be applied to a model of great interest in mathematical
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finance, where absence of nondegeneracy assumptions reveals to be essential.
A similar problem is studied in [15] by analytic techniques; in that paper, however,
weak nondegeneracy assumptions have still to be required.

We wish to mention that applications to stochastic control are presented here
mainly to illustrate the effectiveness of our results on the nonlinear Kolmogorov
equation. We believe that much better results can be obtained in combination with
direct methods: this will be the subject of further study.

As mentioned before, the notion of viscosity solution, developed by many
authors, in particular M. Crandall and P. L. Lions and their collaborators, and
suitably applied to the study of control problems, is not discussed here. There
exists a huge literature on viscosity solutions (see [7] as a general reference),
but here we are only concerned with second order Hamilton—-Jacobi—Bellman
equations on an infinite-dimensional Hilbert space. Generally speaking, the class
of equations that can be treated by this method is much more general than
those considered in this paper: it includes fully nonlinear operators and Lipschitz
conditions are replaced by weaker regularity assumptions. However, none of the
results we know are directly applicable to our situation. In the fundamental papers
[8, 25, 27], in particular, the boundedness conditions required on the differential
operator is not fulfilled if A is a genuinely unbounded operator. In [39, 38], an
unbounded linear part of the drift is taken into consideration, but in order to apply
these results one has to require that the diffusion term G takes values in the space of
Hilbert—Schmidt operators. Only in [18] such a limitation on G has been weakened
exploiting specific properties of special unbounded operators A. For specific
control systems much better results are available and viscosity solutions methods
have been successfully applied to optimal control problems: we mention [21],
where a special form of the Hamilton—Jacobi—Bellman equation is considered, and
the papers [26] and [19] which deal with control of the Zakai equation, arising in
optimal control of partially observable systems.

We also notice that in all the cited references on viscosity solutions the value
function v is not differentiable, hence a characterization of the optimal control
through feedback law is not available in general. By our methods, we can prove
this kind of regularity results only under structural constraints for the equation and
regularity conditions on the coefficients. Although it is apparently impossible to
cover, using backward stochastic equations, the case of fully nonlinear operators,
differentiability conditions on some of the coefficients can be relaxed, under
appropriate additional assumptions; see [14].

Extending to the infinite dimensional case the arguments in [34] or [29], it seems
possible to show that, at least in some cases, the solutions we find here are viscosity
solutions (still there are some delicate points related to the choice of test functions,
and this will be the subject of future work). On the contrary, as far as we know,
probabilistic methods are of no help for the difficult task of proving uniqueness of
the viscosity solution.
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The plan of the paper is as follows: Section 2 is devoted to notation and
preliminary results. In Section 3, equation (1.1) is studied; in particular, regular
dependence on parameters ¢,x and Malliavin differentiability are proved. In
Section 4 we study equation (1.4), where X is a given process, and we investigate
regular dependence of the solution (Y, Z) on X. In Section 5, equations (1.1) and
(1.4) are studied as a system, Malliavin differentiability is proved for (Y, Z), and
analytical properties for the function v(¢, x) = Y (¢, ¢, x) are treated. In Section 6
we prove our main result on existence and uniqueness of a mild solution of (1.2)
and Section 7 is devoted to applications to optimal control.

2. Notation.

2.1. Vector spaces and stochastic processes. The norm of an element x of
a Banach space E will be denoted |x| g or simply |x|, if no confusion is possible. If
F is another Banach space, L(E, F') denotes the space of bounded linear operators
from E to F, endowed with the usual operator norm.

The letters E, H, K will always denote Hilbert spaces. Scalar product is denoted
(-, ), with a subscript to specify the space, if necessary. All Hilbert spaces are
assumed to be real and separable. L,(E, K) is the space of Hilbert—Schmidt
operators from E to K, endowed with the Hilbert—Schmidt norm.

By a cylindrical Wiener process with values in a Hilbert space E, defined on
a probability space (2, £, P), we mean a family W (¢), ¢t > 0O, of linear mappings
E — L?(2) such that:

(i) foreveryu € E, {W(t)u,t > 0} is a real (continuous) Wiener process;
(1) foreveryu,ve Eandt >0, E(W(#)u - W(t)v) = (u, v)z.

=

In the following, all stochastic processes will be defined on subsets of a fixed
time interval [0, 7T']. Short-hand writings “a.a. (a.e.)” mean “almost all (almost
everywhere) with respect to the Lebesgue measure.” ¥;, ¢ € [0, T'], will denote,
except that in Section 7, the natural filtration of W, augmented with the family N
of P-null sets of F7:

Fr=0(W(s):s€[0,1]) vV N.

The filtration (¥;) satisfies the usual conditions. All the concepts of measurability
for stochastic processes (e.g., predictability, etc.) refer to this filtration.
For [a, b] C [0, T] we also use the notation

Flapy=0(W(s) —W(a):s €la,b]) VvV N.

By & we denote the predictable o -algebra on 2 x [0, T'] and by B(A) the Borel
o -algebra of any topological space A.

Next we define several classes of stochastic processes with values in a Hilbert
space K.
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° Lg)(Q x [0, T]; K) denotes the space of equivalence classes of processes
Y € L2(Q x [0, T]; K), admitting a predictable version. L:%)(Q x [0, T]; K)
is endowed with the norm

T
|Y|2:E/0 Y, 2dr.

° Lg)(Q; Lz([O, T1; K)) denotes the space of equivalence classes of processes Y

such that the norm
T p/2
v =E(/ |Yf|2dr)
0

is finite, and Y admits a predictable version.

e C»([0,T]; L*(Q2; K)) denotes the space of K-valued processes Y such that
Y: [0,T] — L3(Q; K) is continuous and Y has a predictable modification,
endowed with the norm

Y[>= sup E[V;°.
t€[0,T]

Elements of C» ([0, T1; L*(2; K)) are identified up to modification.
° Lg)(Q; C([0,T]; K)) denotes the space of predictable processes Y with
continuous paths in K, such that the norm

|Y[?=E sup |Y;|P
7e[0.7]

is finite. Elements of Lg)(Q; C([0, T]; K)) are identified up to indistiguishabil-
ity.

Given an element ¥ of L?P(Q x [0, T]; L2(E8, K)), the Itd stochastic integral
fé W(o)do, t €0, T], can be defined; it is a K-valued martingale belonging to
L5 (2 C([0, T1; K)).

The previous definitions have obvious extensions to processes defined on
subintervals of [0, T'].

2.2. The class §. In this section we introduce a class of maps acting among
Banach spaces, possessing suitable continuity and differentiability properties.
Many assumptions in the following sections will be stated in terms of membership
in this class.

The class we are going to introduce has several useful properties. First,
membership in this class is often easy to verify; see Lemmas 2.2 and 2.3 below.
Next, it is a well-behaved class as far as chain rules are concerned. Finally,
it is sufficiently large to include operators commonly arising in applications to
stochastic partial differential equations, such as Nemytskii (evaluation) operators;
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it is well known that that the Nemytskii operators are not Fréchet differentiable
except in trivial cases.

In this subsection, X, Y, Z, V denote Banach spaces. We recall that for
a mapping F: X — V the directional derivative at point x € X in the direction
h € X is defined as

F(x+sh)— F(x)
S 9

VF(x;h)= liII(l)
Ne

whenever the limit exists in the topology of V. F is called Gateaux differentiable
at point x if it has directional derivative in every direction at point x and there
exists an element of L(X, V), denoted V F'(x) and called Gateaux derivative, such
that VF (x; h) = VF (x)h for every h € X.

DEFINITION 2.1. We say that a mapping F: X — V belongs to the class
91(X ; V) if it is continuous, Gateaux differentiable on X, and VF: X — L(X, V)
is strongly continuous.

The last requirement of the definition means that for every 4 € X the map
VF(-)h: X — V is continuous. Note that VF: X — L(X, V) is not continuous
in general if L(X, V) is endowed with the norm operator topology; clearly, if this
happens then F is Fréchet differentiable on X . Some features of the class ¢! (X, V)
are collected below.

LEMMA 2.1. Suppose F € (X, V). Then:

(1) (x,h)+— VF(x)h is continuous from X x X to'V.
(i) If G € ' (V, Z) then G(F) € (X, Z) and V(G(F))(x) = VG(F(x)) x
VF(x).

In addition to the ordinary chain rule in point (ii) above, a chain rule for the
Malliavin derivative operator holds: see Section 3.3. Membership of a map in
g!(X, V) may be conveniently checked as shown in the following lemma.

LEMMA 2.2. A map F: X — V belongs to §' (X, V) provided the following
conditions hold:

(i) the directional derivatives V F (x; h) exist at every point x € X and in every
direction h € X;
(ii) for every h, the mapping VF (-; h): X — V is continuous;
(iii) for every x, the mapping h — V F (x; h) is continuous from X to V.

The proofs of these lemmas are left to the reader.
We need to generalize these definitions to functions depending on several
variables. For a function F: X x Y — V the partial directional and Gateaux
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derivatives with respect to the first argument, at point (x, y) and in the direction
h € X, are denoted V,F(x,y; h) and V, F(x,y) respectively, their definitions
being obvious.

DEFINITION 2.2. We say that a mapping F: X x Y — V belongs to the class
610(X x Y; V) if it is continuous, Gateaux differentiable with respect to x on
X xY,and V,F: X x Y — L(X, V) is strongly continuous.

As in Lemma 2.1 one can prove that for F € §%(X x Y, V) the mapping
(x,y,h) — V,F(x,y)his continuous from X x ¥ x X to V, and analogues of the
previously stated chain rules hold. The following result is proved as Lemma 2.2
(but note that continuity is explicitly required).

LEMMA 2.3. A continuous map F: X x Y — V belongs to 91’0(X x Y, V)
provided the following conditions hold.:

(i) the directional derivatives Vy F (x, y; h) exist at every point (x,y) € X x Y
and in every direction h € X;
(i) for every h, the mapping VF (-, -; h): X x Y — V is continuous;
(iii) for every (x,y), the mapping h — VyF(x,y; h) is continuous from X
toV.

When F depends on additional arguments, the previous definitions and
properties have obvious generalizations. For instance, we say that F: X x ¥ x Z
— V belongs to §1:1.0(X x ¥ x Z; V) if it is continuous, Géteaux differentiable
with respect to x and yon X x Y x Z,and V, F: X XY x Z — L(X, V) and
VyF: X xY x Z— L(Y, V) are strongly continuous.

We will make systematic use of a parameter depending contraction principle,
stated below as Proposition 2.4. It will be used to study regular dependence of
solution of stochastic equations on their initial data, which is crucial to investigate
regularity properties of the non linear Kolmogorov equation which is the object of
our paper. The first part of the following proposition is proved in [41], Theorems
10.1 and 10.2. The second part is an immediate corollary.

PROPOSITION 2.4 (Parameter depending contraction principle). Let F: X x Y
— X be a continuous mapping satisfying
[F(x1,y) = F(x2, )| < alx; — xa,

for some o € [0,1) and every x1,x2 € X, y € Y. Let ¢(y) denote the unique
fixed point of the mapping F(-,y): X — X. Then ¢: Y — X is continuous. If,
in addition, F € §"1(X x Y, X), then ¢ € §' (Y, X) and

Vo(y) =ViF (¢ (). y)Vo () + VyF($ (). ). yey.
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More generally, let F: X x Y x Z — X be a continuous mapping satisfying
|F(-x1’ y’Z) - F(.XZ, Y, Z)l = O[l)Cl _-x2|a

for some o € [0,1) and every x1,x2 € X, y€ Y, z€ Z. Let ¢(y, z) denote the
unique fixed point of the mapping F(-,y,z): X > X. Then ¢: Y X Z — X is
continuous. If, in addition, F € 91’1’0(X XY x Z,X), then ¢ € gl’O(Y x Z,X)
and

Vyd(y,2) = Vi F(¢(y,2), v, 2)Vyd(y, 2)

+VyF(p(y,2), y,2), yeY, zeZ.
3. The forward equation.

3.1. Existence, uniqueness and regularity. Let W(t), t € [0, T], be a cylindri-
cal Wiener process with values in a Hilbert space E, defined on a probability space
(2, F,P). We fix an interval [¢, T] C [0, T'] and we consider the Itd stochastic dif-
ferential equation for an unknown process X, t € [¢, T'], with values in a Hilbert
space H:

dX: =AX:dt+ F(r,X;)dt 4+ G(r, X)) d W, e[, T],
X[ =x€H.

3.1)
The precise notion of solution will be given next. We assume the following:

HYPOTHESIS 3.1. (i) The operator A is the generator of a strongly continu-
ous semigroup e'A t >0, in the Hilbert space H.

(1) The mapping F: [0,T] x H — H is measurable and satisfies, for some
constant L > 0,

|F(f»x)_F(t,)’)|§L|x_)’|a tE[O,T],.x,yEH-

(iii) G is a mapping [0, T] x H — L(E, H) such that for every v € & the map
Gv: [0,T] x H — H is measurable, ¢AG(t,x) € L»(E, H) for every s > 0,
tel0, T]and x € H, and

154G (2, )| L@ 1y < Ls ™V (14 |x)),
(3.2) 1e4G(t,x) — G, y) Ly m) < Ls 7V |x =y,
s>0,1re[0,T], x,ye H,
(3.3) |G, x)|Lz,H) < L1+ |x]), tel0,T], x,y e H,

for some constants L > 0 and y €[0,1/2).
@iv) Foreverys >0,t€[0,T],ve E,

F(t,") € §'(H, H), G, ) e g (H, Ly(E, H)).
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By a solution of equation (3.1) we mean an (¥;)-predictable process X,
T € [t, T], with continuous paths in H, such that, P-a.s.,

T
X, =T DA +/ eT"4F (0, X,) do
(3.4) . !
+/ TG (0, Xy) dW,, telt, T
t

To stress dependence on initial data, we denote the solution by X (7, ¢, x). Note
that X (7,1, x) is ¥|; r)-measurable, hence independent of F;.

The inequalities (3.3) and Hypothesis 3.1(iv) are needed to have additional
regularity for the process X, but they are not used in Proposition 3.2 below. It is a
consequence of our assumptions that for every s > 0,71 €[0,T],ve E, x,h € H,

(3.5 IViF(t.0)h| < LAl  [Vi(e"AG(t,0)hly, g gy <L s Ihl.

PROPOSITION 3.2. Under the assumptions of Hypothesis 3.1(1)—(iii), for
every p €2, 00) there exists a unique process X € Lg)(Q; C([t,T]; H)) solution
of (3.4). Moreover,

(3.6) E sup [X(|” <C+I[xD?,
velr,T]

Jor some constant C depending only on p,y, T, L and M := sup ., 7 leTA].

PROOF. The result is well known; see, for example, [10], Theorem 5.3.1. We
include the proof for completeness and because it will be useful in the following.
The argument is as follows: we define a mapping ® from L{;(Q; C([t, T]; H)) to
itself by the formula

T
D (X), =T +/ eT"4F (0, X,) do
!

T
+ / TG (0, X AWy, e[t T],
t

and show that it is a contraction, under an equivalent norm. The unique fixed point
is the required solution.

For simplicity, we set + = 0 and we treat only the case F = 0, the general
case being handled in a similar way. Let us introduce the norm | X||? =
Esup, o7 e P™P|X.|P, where B > 0 will be chosen later. In the space L”(%Q;
C ([0, T]; H)) this norm is equivalent to the original one. We will use the so called
factorization method; see [10], Theorem 5.2.5. Let us take p > 2 and « € (0, 1)
such that

1 1 —1 ’ a—1 —a
—<a<-—y andletc, =/ (t—5)"""(s—0) “ds.
p 2 o
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Then, by the stochastic Fubini theorem,
O(X), =e"x
T T
+ca/ / (t — )% (s — o) % T™946-94 45 G(o, Xy) dW,
0 Jo
T
=e™x + ¢y / (t — )% L9y, g5,
0
where
s

Vo= [ =) et 4G 0, Xo) AW

By the Holder inequality, setting M = sup,¢[o 7] e, p'=p/(p = 1),

e Pt

T
'/0 (t — )2 LTy, g5

Tt BN Y 1/p
< (/ e~ PBE=9) (¢ _ g)a=Dp ds) (/ —PBS| (=) Ay, | ds)
0 0

T NP T 1/p
sM(/ o~ P'Bs la=1)p ds) (/ e_pﬂles|pds> ,
0 0

and we obtain

T RN T 1/p
1P| < Mlx| + Mey (/ e~ P'Bsgle=Dp ds) (IE/ AL ds) .
0 0

By the Burkholder—Davis—Gundy inequalities, taking into account the assump-
tion (3.2), we have, for some constant c,, depending only on p,

s r/2
E|Y,|? < c,,E</ (s —0)|“ "G (0, Xo)| ]z, da)
A :
s p/2
< L%,,E(/ (s — )27 (1 4 | X, ])? do)
0

s p/2
<LPc,E sup [(1+ IX(,I)pe_p’BU]</ (s — o) ~2272y 2P0 do*) ,

o€l0,s] 0
which implies

K} p/
e PBE Y|P < LPey(1 + ||X||P>( /0 (s — o) 20720 g=26(s0) do)

T r/2
< chp(l + ||X||p)</ J—Za—Zye—Zﬂa do*) )
0
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We conclude that

1
1D (X)|| < Mx| + MLco(Tep(1+ [ X[17) 7

T CoN\WP T 1/2
X (/ e P Bsgla=Dp ds) (/ g 22y p—2p0 da) .
0 0

This shows that ® is a well defined mapping on L?(2; C([0, T]; H)). If X, x!
are processes belonging to this space, similar passages show that

[®(X) — @(XN| < MLeo(Tep) P X — X1

T LNV T 1/2
X (/ e P Bsgla=p ds) (/ o 202y p=2p0 dO’) ,
0 0

so that, for 8 sufficiently large, the mapping & is a contraction.
In particular we obtain || X || < C(1 + |x|), which proves the estimate (3.6). [

3.2. Regular dependence on parameters. For further developments we need
to investigate the dependence of the solution X (z, ¢, x) on the initial data x and ¢.
We first reformulate equation (3.4) as an equation on [0, T']. We set

(3.7) S(t)=e™ fort >0, S(t)=1 fort <O,

and we consider the equation

X: =8 —tHx+ /t 1,71(0)S(t —0)F (0, X5)do
(3.8) . 0
+ /0 14.11(0)S(T — 0)G (0, Xo) d Wy,

for the unknown process X, t € [0, T']. Under the assumptions of Hypothesis 3.1,
equation (3.8) has a unique solution X € L;(Q; C(0,T]; H)) for every p €
[2, 00). It clearly satisfies X; = x for t € [0, ), and its restriction to the time
interval [¢, T'] is the unique solution of (3.4). From now on we denote by X (7, 7, x),
T € [0, T], the solution of (3.8).

PROPOSITION 3.3. Assume Hypothesis 3.1. Then, for every p € [2, 00), the
following hold.:
(i) The map (t,x) > X (-, t,x) belongs to §%1([0, T1x H, LL,(Q; C([0, T];
H))).
(i1) Denoting by V, X the partial Gateaux derivative, for every direction h € H
the directional derivative process VX (t,t,x)h, T € [0, T] solves, P-a.s., the
equation
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VX (t,t,x)h
T
=T D4 +/ e"AY, F(0, X (0,1, %))V X (0,1, x)h do
t

T
(3.9) +/ V(TG (0, X (0,1, %))V X (0,1, X)hdW,,
t
teft,T],

V. X(t,t,x)h=h, T €[0,1).

(iii) Finally |V, X (7,t, x)hleg)(Q;C([O’T];H)) < c |h| for some constant c.

PROOF. Let us consider again the map & defined in the proof of Proposi-
tion 3.2. In our present notation, ® can be seen as a mapping from L{,f) (2; C([0, T];
H)) x [0,T]x H to LL,(Q; C([0, T1; H)):

(X, 1,x); =Sz —1)x + /t 11.71(6)S(t — 0)F (0, Xo) do
0

T
n /0 11 71(0)S(x — )G (0, Xo) d W,

for T € [0, T']. By the arguments of the proof of Proposition 3.2, ®(-,¢,x) is a
contraction in L;(Q; C([0,T]; H)), under an equivalent norm, uniformly with
respect to ¢, x. The process X (-, ¢, x) is the unique fixed point of ®(-, 7, x). So,
by the parameter depending contraction principle (Proposition 2.4), it suffices to
show that

@ e g ML (9 C([0, TT; H)) x [0, T1 x H, L}, (Q; C([0, T1; H))).

By an obvious extension of Lemma 2.3, the proof is concluded by the following
steps.

Step 1. @ is continuous. We have already noticed that ® (-, ¢, x) is a contraction,
uniformly with respect to x € H and ¢ € [0, T'], and so (-, ¢, x) is continuous,
uniformly in ¢, x. Moreover for fixed X it is easy to verify that ®(X,-, ") is
continuous from [0, T] x H to L, (Q; C([0, T1; H)).

Step 2. The directional derivative Vx®(X,t,x; N) in the direction N €
L{;(Q; C([0, T]; H)) is the process given by

T
Vx®(X,1,x; N); :/ "4V, F(o, X, )N, do

t
T
+/ Vi (e""4G (0, Xg)) Ny dW,,  T€l1,T],
t

Vx®(X,t,x; N)r =0, T €[0,1);

moreover, the mappings (X, t, x) = Vx®(X,t,x; N)and N = Vx P (X, t,x; N)
are continuous.
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We limit ourselves to prove this claim in the special case F = 0, the general
case being a straightforward extension. For fixed r > 0 and x € H, for all T > t:

T
—<I>(X—|—8N t,X) — —c1>(x 1,X)r — / V(TG (0, X)) Nod W,

t

—/ (/ (e""4G (0, Xy + £eNy)) Ny

—V, ("G (0, X4))N. )d;)dW

Proceeding as in the proof of Proposition 3.2 (with 8 = 0) we get for 1/p <o <
1/2 — y and for a suitable constant ¢,

|1° L,, (@ CQOTLH) _cpIE/tT|YS€|PdS,
where
= /ls(s —o)™ (/()I(Vx(e(s_a)AG(o*, Xo +¢eNg))No
— V., (e“"4G (0, X)) Ny) d;) dW,.
Therefore,

K 1
EIXflpch(f (s—a)‘2“f (Vi(e“"G(o, X5 + £eNy))N,
t 0

2

p/2
—V, (e¥"G (0, X)) N, ) dg da)

Ly(E,H)
for a suitable constant c. Since for all €

<L(s—0o) 7 IN|cqo,r],H)

1
’/ Vx(e(S_G)AG(O', Xo +§8Na))NG d¢
0 Ly(E,H)

and V,(e*AG(t, x)v) is continuous in x then, by dominated convergence, we get
E ftT |YZ|Pds — 0 and the claim follows.
Continuity of the mappings (X, ¢, x) — Vx® (X, ¢,x; N) and N — Vx P (X, ¢,
x; N) can be proved in a similar way.
Step 3. Finally, it is clear that the directional derivative V,® (X, ¢, x; k) in the
direction & € H is the process given by
eT=DAp, telt, T,
V., o(X,t,x;h); =
h, T €[0,1),
and that the mappings (X, 7, x) — V,®(X,t,x;h) and h — VP (X, 1, x; h) are
continuous.



1414 M. FUHRMAN AND G. TESSITORE

To complete the proof we notice that the estimate in (iii) is a trivial consequence
of equation (3.9) and the fact that |[Vx ®| is uniformly bounded by a constant < 1,
by the contraction property of ®. [

3.3. Regularity in the Malliavin spaces. In order to state the main results
we need to recall some basic definitions from the Malliavin calculus. We refer
the reader to the book [32] for a detailed exposition; the paper [20] treats the
extensions to Hilbert space valued random variables and processes.

Forevery h € L?([0, T]; E) we denote by W (h) the integral fOT (h(t),dW(t))=.
Given a Hilbert space K, let Sk be the set of K-valued random variables F of the
form

F=Yfi(Whp),.... Wh)e;,
j=1

where iy, ..., h, € L*([0, T]; E), {ej}isabasisof K and f1, ..., fi, are infinitely
differentiable functions R” — R bounded together with all their derivatives. The
Malliavin derivative DF of F € Sk is defined as the process D F', s € [0, T'],

DsF =Y "> o fj(W(h1),.... W(hn))e; ® hi(s),
j=lk=1

with valuesin L, (E, K); by d¢ we denote the partial derivatives with respect to the
kth variable and by e; ® hy (s) the operator u — e (h(s), u)z. It is known that the
operator D: Sg C L*(Q: K) — L*(Q x [0, T]; L»(E: K)) is closable. We denote
by D'2(K) the domain of its closure, and use the same letter to denote D and its
closure:

D: DV3(K) € L*(Q2:; K) — L*(2 x [0, T]; L2(E; K)).
The adjoint operator of D,
8: dom(8) C L*(Q x [0, T]; L2(8; K)) — L*(2; K),

is called Skorohod integral. It is known that dom(§) contains Lg)(Q x [0, T];
L>(E; K)) and the Skorohod integral of a process in this space coincides with
the Ito integral; dom(8) also contains the class L12(L,(E; K)), the latter being
defined as the space of processes u € L*(Q x [0, T]; L2(E; K)) such that u, €
D'“2(L,(E, K)) for a.e. r € [0, T] and there exists a measurable version of Dyu,
satisfying

2 _ 2
el 2z e k0) = 1200, 7152003 )

T T
+E/(; /(.) |Dsur|%2(5,L2(E,K))drds < 00.
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Moreover, ”8(”) ”iz(Q;K) S ||l/t ”]%AI*Z(LQ(E;K))'
arbitrary Hilbert space K is entirely analogous.
We recall that if F € D2(K) is Fi-adapted then DF =0 a.s.on Q x (¢, T].

Finally, we need to define the space Dll(;g(K ). If FeDV2(K) and F =0 on
a measurable subset A C Q2 then 14 DF = 0; this follows immediately from the
corresponding result for K = R4 ([33], Lemma 2.6). Therefore the following
definition is meaningful: we say that a random variable F: 2 — K belongs to the
space ID>11(;C2(K ) if there exists an increasing sequence of measurable subsets 2 C
Q and elements F;, € D12(K) such that Up; = Q, P-a.s. and 1o, F = 1g, Fk.
DF: Q x [0,T] — L2(E, K) is then defined by requiring 1o, DF = 1g, D F.
The following chain rule holds; the proof consists in standard approximation
arguments and is left to the reader.

The definition of L12(K) for an

LEMMA 3.4. Suppose K, H are Hilbert spaces, ¥ € $'(K, H) and
(3.10) sup |VY(X)|Lk, 1) < 00, n=1,2,....

|x|<n

(i) If F € DL2(K) then y(F) € D2(H).
(i) If F e DV2(K) and sup, g |V (x)|L(k. 1) < 00 then ¥ (F) € DV2(H).
(ili) More generally, if F € D"“2(K), (3.10) holds and

T
Ely(F)} <o, E /0 Yy (F)DyF 2 g gy ds < o0,

then (F) e DV2(H).
In any of the cases (1)—(iii) we have Dy (F) =V (F)DF.

Now let us consider again the process X = {X(t,t,x),t € [, T]}, denoted
simply (X;), solution of (3.4), with (¢,x) fixed. We set as before X, = x,
T € [0,1). We will soon prove that X belongs to L'2(H). Then it is clear that
the equality Dy X, =0, P-a.s., holds for a.a. s, f,tif t <t ors > t.

PROPOSITION 3.5. Assume Hypothesis 3.1. Then the following properties
hold:

(i) X e LM2(H).

(ii) There exists a version of DX such that for every s € [0,T), {D;X., T €
(s, T} is a predictable process in Lo(E, H) with continuous paths satisfying, for
every p € [2, 00),

P
(3.11) sup E( sup (r—s)pV|DSX,|L2(E,H)) <c,
s€[0,T] te(s,T]
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where ¢ > 0 depends only on p, L, T,y and M = SUPL (0,77 |e’A|; moreover,
P-a.s.,

T
DX, =T 4G(s, Xy) +/ eTIAY F(o, X;)Ds Xy do
(3.12) . s
+/ Ve (e"G (0, X)) Ds Xy dW,,  TE(s, T
S

Moreover, X; € ID)l’Z(H)for everyt €[0, T].
(iii) Given any element v of B, the process Qs; = DsX,v is a solution of the
equation

T
QS.[ = e(T_S)AG(S, Xs)v +/ e(T_G)AVxF(G’ XU)QSU dG
(3.13) . ;
-1—/ V(TG (0, Xy)) Qg0 AWy, P-a.s.
R

foraa.s, Tt witht <s <t <T.Itis unique in the sense that if {Qs;,t <s <t
< T} is another process with values in H such that {Qg., T € [s, T} is predictable
for every s € [t,T] and Ef,T fST |Qs:12dt ds < oo then, for a.a. s, t, we have
Os: = DX, v, P-as.

(iv) Given v € B and p € [2, 00), there exists a version of DXv such that the
map (s, t) — DsX.v, defined for t <s <t <T, is continuous (hence uniformly
continuous and bounded) with values in LP (Q2; H). Moreover,

(3.14) G(s, Xy)v =li£nDthv
TS
in the norm of LP(2; H).

In order to prove this proposition we need some preparation. We start with the
following lemma.

LEMMA 3.6. IfX e LY2(H) then the random processes
T T
/ eTTIAR(, X)) dr, / CTIAG(r, X)) dW,,  T€l[0,T],
0 0
belong to L2 (H) and for a.a. s and T with s < t,

T T
D, / ARG X, dr = / eTTAY F(r, X,)Ds X, dr,
0

N

T
D, / eTIAG(r, X,) AW,
(3.15) 0 .
=G, X + [ V(e GG X)) DX, AW
N
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PROOF. We will prove only (3.15). We need the following fact, proved
in [20], Proposition 3.4: if u € L2(L2(E, H)), and for a.a. s the process
{Dsu,,r € [0, T]} belongs to dom(§), and the map s +— §(Dsu) belongs to
L?(Q x [0, T]; L2(8, H)), then 8(u) € DV2(H) and Dy6(u) = uy + 8(Dsu).

We fix 7 and we apply this result to the process u, = "4 G(r, X,) (we set
u, = 0 for r > ). First notice that

Ty T a-nA 2
E/(; |ur| dr:E/(; |€ T=r G(r, Xr)|L2(E,H) dr
T
< LZIE/ (Tt —=r)" A +1|X,)?dr.
0

The right-hand side is finite for a.a. t; indeed, by exchanging the integrals we

verify that
T T
f (E/ (t =12 (1 + X)) dr) dr
0 0

T T
5f P2 dr/ E(1+|X,))2 dr < oo,
0 0
since X € LM2(H) ¢ L2(Q2 x [0, T1; H). Next, for every r, by the chain rule for

Malliavin derivative [Lemma 3.4(ii)], Dsu, = V(e AG(r, X,)) Dy X, for a.a.
s < r, whereas Dsu, =0 for a.a. s > r, by adaptedness. Next, recalling (3.5),

T T
_ 2
E/O |Dsur|2dr=E/ 1V, (e ’)AG(r,Xr))Der|L2(E’L2(E’H))dr
N

T
< LZE/ (t — r)_2y|Der|%2(s,H) dr,
S
so that

T T T T
IE/(; '/0 |Dsuy|? dr ds < LZE/(; / (t _V)_2y|Der|%2(E,H) dr ds
R

T r
=12 [ = [EIDX [ o ds d

The right-hand side is finite for a.a. 7; indeed, by exchanging the integrals we

verify that
T T r
/ (/ (t — r)—zV/ I[-_T,lDSX,ﬁz(E H) ds dr)dt
o \Jo 0 ’
T T pr
5/ 2 dr/ / E|DyX, 13, 5 yds dr
0 0o Jo ’

T
_ -2y 2
—/(; r dr|DX|L2(§2><[O,T]x[O,T];Lz(E,H)) < 0,
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since X € L12(H). Now we recall that the Skorohod and the Itd integral coincide
for adapted integrands, so that

T T T
/E|5(Dsu)|2ds=/ E‘/ Dsu, dW,
0 0 0

T T
:IE/ / |Dgu,|* dr ds < .
0 0

So for a.a. T we can apply the result mentioned above and since

2
ds

T
s = [ e AG 1 X)) dw,,
0
T
5(Dyu) = / V(T AG(r, X)) Dy X, dW,,
S

formula (3.15) is proved. The estimate

T T T
/ /E‘DS/ TIAG(r X)) dW,
0 0 0

T rt
52/0 /0Ele(f_s)AG(s,XS)|%2(E!H)dsdt

2
dsdrt

T T T
- 2
+2/0 /() E/ |Vx(e(f r)AG(I’, Xr))DSXr|L2(E,L2(E,H)) drdsdt
s

T T
§2L2/ P2 dr/ E(1+|X,]) dr
0 0

T
2 2y 2
+2L /0 r dr|DX|L2(Q><[0,T]><[0,T];L2(E,H))<OO’

is a consequence of the previous passages, and shows that the process
T
[ e 16w x0aw,, el
0
belongs to L'"2(H). O

For s € [0, T) and for arbitrary predictable processes X, O, Tt € [s, T'], with
values in H and L, (E, H) respectively, we define, for t € [s, T],

T
I1(X, Q)5 = / T AYLF(r, X,) 0, dr,

N

> (X, Q)ye = / V(e AGE X)) 0, AW,

N

The same notation will be used when Q;, t € [s, T'], is a process with values in H.
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PROOF OF PROPOSITION 3.5. Wefix t € [0, T'). Let us consider the sequence
X" defined as follows: X° =0,

T

T
+/ eTTAG(r, X dW,, T e[, T,
t

and X7 = x for 7 < t. It follows from the proof of Proposition 3.2 that X"
converges to the solution X of equation (3.4) in the space Lg)(Q; C([0,T]; H))
hence, in particular, in the space L2(Qx[0,T]; H). By Lemma 3.6, X" € LY2(H)
and, fora.a. s and t with s < 7,

T
DXyt = e4G (s, XT) +f e TTIAY F(r, X" Dy X" dr
(3.16) . s
+/ V(€T AG(r, X")) DX dW,.
S

Setting I (X")s; = eTIAG (s, X{) forr > s and 1(X");; =0 for T <, and
recalling the operators introduced above, we may write equality (3.16) as
DX" = [(X") 4+ T (X", DX") 4+ (X", DX").

We note that 7 (X") is a bounded sequence in L2(Q2 x[0,T] x [0,T]; L2(2, H)),
since

T rt
E/ / e IAG (s, XD, gy ds dT
0 0 ’
T rt
§L2E/ f(r—s)—2V(1+|X;’|)2dsdr
0 0

T T
§L2/ T dr/ E(1+ X)) ds,
0 0

and X" is a bounded sequence in L3(Q x [0, T]; H). Next we show that there
exists an equivalent norm || - || in LZ(Q x [0, T] x [0, T]; Lo(E, H)) such that
(3.17) [T (X", DXM)|| + IT2(X", DX")|| < al|DX"],

for some o € [0, 1) independent of n. For simplicity we only consider the
operator I';. For a process (Zs;) € LZ(Q x [0, T] x [0,T]; Lo(E, H)) we
introduce the norm

T pT
12 = [ [ E1Zucl o e dr ds,
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where § > 0 will be chosen later. We have

/STEWZ(Xn’ DX")sclty . me P dr
:/YT/YTEWx(e(t_r)AG(r, X:l))DSXﬂiz(E,Lz(E,H)) dr e P9 gg
< Lz/T/f(r - r)‘ZVEIDstI%Z(E!H) dr e=BT=9 g1
s N
= Llee_ﬂ(’_“)EIDstlﬁz(E,H)/rT(f — ) e BED) g gy

T T
< LZ/ e PUr=9E |Dst|%2(5,H) dr( sup / (T —r)" 2 P d‘r).
s rels,T]Jr

The supremum on the right-hand side can be estimated by fOT =2 e P dr; so we
obtain

T
IT2(X", DX™)|? < L? / r= P dr | DX,
0

Now to prove (3.17) it suffices to take g sufficiently large.

From (3.17) and from the fact that 7(X") is bounded in L3(Q x [0, 7] x
[0, T]; Lo(E, H)), it follows easily that the sequence DX" is also bounded in
this space. Since, as mentioned before, X" converges to X in L*(Q x[0,T]; H),
it follows from the closedness of the operator D that X belongs to .!*>(H). Point
(i) of Proposition 3.5 is now proved.

By Lemma 3.6, we can compute the Malliavin derivative of both sides of (3.4)
and we obtain, for a.a. s and T with s < T,

(3.18) DX =1(X)s: +T'1 (X, DX)sr + T2(X, DX)sz, P-as.,
where
(3.19) 1(X)5e =e"94G (s, Xy).

Let us introduce the space K of processes O, 0 <s < t < T, such that for every
selt,T),{Qsr, T € (s, T]} is a predictable process in L,(E, H) with continuous
paths, and such that

(3.20) sup E( sup e PP (¢ —S)m/ler|£2(5 H)> < 00.
se€l0,T] \re(s,T] '

Here p € [2,00) is fixed and 8 > 0 is a parameter, to be chosen later. Let us
consider the equation: for every s € [0, T), P-a.s.,

(3.21) Osr =1(X)5: +T1(X, Q)sr +T2(X, O)se,s Te(s, Tl
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We are going to prove that there exists a unique Q € K solution of this equation.
Assume this for a moment. Then, subtracting (3.21) from (3.18), we obtain for a.a.
sand Tt withs <t

DsX: — Qsr =T1(X, DX — Q)¢ + T2(X, DX — Q)sr, P-a.s.
Repeating the passages that led to (3.17) we obtain
IT1(X, DX — D)l +IT2(X, DX — Q)| =« DX — O,

for some o € [0, 1). This proves that Q is a version of DX. Then equality (3.21)
coincides with (3.12), and this proves point (ii) of the proposition, except for the
last assertion.

Now we prove unique solvability of (3.21) in the space K. It suffices to show
that I (X) € K and that I'{ (X, -) +I'(X, -) is a contraction in X . Since, for T > s,

e TAG (s, X)Ly my < L(T =)V (1 + X)),
we have

sup E sup (‘r—s)”yle(f_“)AG(s,Xs)lzz(s H)fL” sup E(1+|Xs])?,
se[0,T] te(s,T] ' s€[0,T]

which is finite, since X € L;(Q; C([0, T]; H)). This shows that I (X) € K ; the
contraction property for I'1 (X, -) + I'2(X, ) requires a longer argument, and it is
postponed to Lemma 3.7 below.

The last assertion of point (ii) is clear for T € [0, ¢], since X; = x. Fort € (¢, T']
we take a sequence 7, 1 T such that X, € DY2(H) and we note that by (3.11)
the sequence E fOT |Ds X, |2 ds is bounded by a constant independent of n; since
X,, — X, in L*(Q; H), it follows from the closedness of the operator D that
X, e DV2(H).

Now we proceed to proving point (iii) of the proposition. Let us fix v € E and
define the space L of processes {Qs;,t <s <t < T}, with values in H, such that
{Qsz, T € s, T]} is predictable for every s € [t, T'] and the norm

T T
1o|? = / / E| Qs P dr ds

is finite, where 8 > 0 is a parameter to be chosen later. Since /(X) [defined in
(3.19)] belongs to the space X introduced above, therefore / (X)v belongs to £
and the equality (3.13) is equivalent to the equality in the space L:

(3.22) 0=I1(X)v+T1(X, 0)+T(X, Q).

It turns out that this equation has a unique solution in £: indeed, I'{(X, ) +
['2(X, -) is a contraction in the space £ if § is chosen sufficiently large, as it can
be proved by passages almost identical to those leading to (3.17). Finally, D Xv
belongs to £ since DX € L2(Q x [0,T] x [0, T]; Lo(E, H)), and applying both
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sides of (3.12) to v we check that DXv =I1(X)v+ I'1(X, DXv) +I'x(X, DXv).
Point (iii) of the proposition is now proved.

To prove point (iv) letus fix v € E and p € [2, 00), let us define A = {(s, 7): 7 <
s <t < T} and introduce the space # of processes Qs;, (s,7) € A that are
continuous maps Q: A — LP(Q2; H) and such that for every s the process
{OQsr, T €[5, T]} is adapted. We are going to show that there exists a unique
0 € # satistying the equation: for every (s, T) € A,

T
Osr = e(T_S)AG(S’ Xs)v + / e(r_G)AVXF(U, XO')QSO' do
(3.23) . s
+ / V(€T 4G (0, X)) Q5o dWss, P-a.s.
S

Using the fact that X € L;(Q; C([0,T]; H)), and assumption (3.3), it is easy to
show that the process eTIAG (s, X v, (5,7T) € A, belongs to J#f. Moreover, we
claim that the map that associates to Q € J# the right-hand side of (3.23) is a linear
operator on J#f whose operator norm can be shown to be less than 1 provided # is
endowed with the norm

101”7 = sup e PPCOE|Q; |5,
(s,T)eA

with § > 0O sufficiently large. The passages showing this claim are similar to those
leading to the estimate (3.17), so we limit ourselves to a sketch.

Consider for instance the process (s, 7) fst V(™G (0, X5)) Qe AWy,
that we denote I'2(X, Q)s; as before. To prove the contraction property of
I'2(X, Q) we note that by the Burkholder—Davis—Gundy inequalities we have, for
some constant ¢,

T B 5 p/2
EIT2(X, Q)selfy < ¢pE ( f V(€T 4G (0, X6)) Qo yz.m) do)
A
T p/2
<¢, LPE ( [[a=or2i00f, da)
N

T p/2
¢, LP( [ @02 @ioul da)

p/2

T
< e 11017 ( [ @ = o) o o

It follows that

T p/2
ePHIE DX, Ol e L7 1017 ( [ "=y Pre T ag )
S
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which implies [T2(X, Q)yell < ¢ > LIQIUY (v — o)™ =) do)!/2,
which shows the required contraction property.

In order to show continuity of the map A — L?(2; H), (s, 7) — (X, Q)sz,
it is convenient first to verify continuity of the map

(t—e)Vs
(5.7) > T2 (X, Q)F, = / Ve (4G (0, Xo)) Qs dWe

and then show that ['>2(X, Q)° — I'x(X, Q) in F# as ¢ — 0. This way the claim is
proved, so that in particular the equation (3.23) has a unique solution in #.

Since the solution Q € # of equation (3.23) evidently satisfies equation (3.13),
it follows from point (iii) that Q is the required version of D Xv. Equation (3.14)
now follows immediately from (3.23). [

To complete the previous proof, it remains to state and prove the following
lemma.

LEMMA 3.7. Fors€|0,T),let X;, T €[s, T], be a predictable process in H
andlet Q;,t € (s, T], be an L,(E, H)-valued continuous adapted process.

For p € [2,00) sufficiently large and for every B > 0, the following estimate
holds:

- — 14 p
E(T:[L;pﬂ(r = PP (X, el iy + IT2(X. el

sC(ﬁ)E( sup (7 = )P PP Q ] o m)’
els,T] e

where C(B) depends on B, p, L, y, T and M = sup (o T le™A|, and is such that
C(B)—>0as B — +o0.

PROOF. For simplicity, we only consider the operator I';. Fixed s € [0, T)
we introduce the space of L,(E, H)-valued continuous adapted processes Qr,
T € (s, T] such that the norm

1QI7 =E sup (r—s)"7e P90
t€els,T]

is finite. We use the factorization method; see [10], Theorem 5.2.5. Let us take
p >2and«a € (0, 1) such that
l l _ -1 _ ’ _ a—1 o\
<a< y andletc, = [ (t—0)" (0 —r) “do.
p 2 r

Then, by the stochastic Fubini theorem,
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FZ(Xa Q)sr

T T
- ca/ / (t—0)" o —r) eV (G, X,)) 0, do dW,
S r

T
= ca/ (t —0)* eIy 4o,
S
where

g
v, =/ (© — 1)~V (e AG(r X,)) 0, W,
N
By the Holder inequality, setting M = sup,¢[o 7] e, p'=p/(p = 1),

T
IC2(X, Q)sel < caM / (t — )|V, | do

T 1/p
cean([[ o006y, ac)
N

/

T , , , 1/p
% (/ el ﬂ(a—s)(a —§)P (¢ — G)(a—l)p da) .
R
It follows that
IT2(X, DIP

T
< ch”/ e PP (g —5)PE|V,|P do sup (t —s)'Pe PP
s e(s,T]

T, , , p/p'
y (/ PP (5 _ )P (¢ — g)@=Dp d(,) _
N

Changing o into (o — s)/(t —s), it is easily seen that the supremum on the right-
hand side equals

/

1 p/p
sup (T_s>pa—1e—ﬁp<r—s>(/ PO =) 1P (1 _ gy @=Dp' d(,> <a(p)’,
te(s,T] 0

where we set

/

1 1/p
a(B) := sup )»O‘_l/pe_’s)‘(/ ep,’s"’\a_yp,(l—a)(“_l)p/ da) )
1€(0,T] 0

So we arrive at

T 1/p
ITa(X, Q)IlsfcaMa(,B)</ e_”ﬁ("_s)(a—S)”pEIValpdcr) .
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By the Burkholder-Davis—Gundy inequalities, for some constant ¢, depending
only on p, we have

" ) - 5 p/2
E|V, | 5c,,E<f (0 =NV TG X0) Qr 1,8 10z 1) d")
R
o 2a—2 2 P
< L”cpIE</S. (0 =) "0, =1 dr)

o p/2
< LpCp”Q”f(/ (0 — r)—2a—2y(r _ s)—2y82/3(r—s) dr) .
S

Changing r into (r —s) /(o —s) and taking into accountthat 8 > Oanda+y < 1/2
we obtain

(0 —8)Pe  PPOIR|V,|P < LPc,| Q|7 (6 — s)P0 77/

1 p/2
« </ (1 — p)~20-2Y p=2 u=2B(=r)(0 ) dr)
0

< chp I Q||£7TP(1/2—0¢—J/)

1 p/2
X (/ (1 — ) 207 2r =2y dr) .
0

We conclude that

IT2(X, O) s
1 1/2
< caMLc}/Pa(ﬂ)Tl/Z—“—V“/P(/ (1 — ) 720272y dr) 1Ols.
0

This inequality proves the lemma, since the property that a(8) — 0 as 8 — 400
follows easily from the definition of a(8). U

The following result relates the Malliavin derivative of the process X with
VX (7,t,x), the partial Gateaux derivative with respect to x (compare Propo-
sition 3.3).

PROPOSITION 3.8. Assume Hypothesis 3.1. Then for a.a. s, T such that t <
s <1 <T we have
(3.24) DgX(t,t,x) =V, X(t,5, X(s,2,x))G(s, X(s,1,x)), P-a.s.
Moreover, Dy X (T, t,x) =V, X(T,s, X(s,t,x))G(s, X(s,t,x)), P-a.s. fora.a.s.

PROOF. Proposition 3.3 states that for every s € [0, T'] and every direction
h € H the directional derivative process V,X(t,s,x)h, T € [s, T], solves the
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equation: P-a.s.,

T
V. X(1,s, x)h =T 94 + / e(f_o)AVxF(a, X(0,5,x))VyX (0,5, x)h do

N

T
+/ V(4G (0, X (0, 5, X)))
S
x VX (o,s,x)h dWy, tels, T]

Given v € E and ¢ € [0, s], we can replace x by X (s,?,x) and i by G(s, X (s, ¢,
x))v in this equation, since X (s, ¢, x) is Fs-measurable. Next we note the equality,
P-a.s.,

X(o,s,X(s,t,x)) = X(0,t,x), oels, T],

which is a consequence of the uniqueness of the solution of (3.4), and we obtain,
P-as.,
ViX(t,s, X(s,2,x))G(s, X(s,1,x))v
= e(T_S)AG(s, X(s,t,x))v

+/: TV F(0, X (0,1, %))V X (0,5, X (5,1, %))
| x G(s, X(s,t,x))vdo
+/: Vx(e(f_“)AG(o, X(0,1,x)))ViX(0,5, X(s,1, %))
x G(s, X(s,1,x))vd Wy, tels, T].

This shows that the process {V,X(z,f, X(s,1,x))G(s, X(s,t,x))v:t <s <7t
< T} is a solution of equation (3.13). Then (3.24) follows from the uniqueness
property.

To prove the last assertion, it suffices to take a sequence 7,, 1 T such that (3.24)
holds for t,, and let » — oo. The conclusion follows from the regularity properties
of DX and V, X stated above, as well as the closedness of the operator D. []

4. The backward equation.

4.1. Existence, uniqueness and regularity for backward equations in general.
Some of the basic results on backward equations rely on the following well-known
representation theorem (see, e.g., [23]). Recall that (¥7) is the filtration generated
by the Wiener process W, augmented in the usual way. We denote by E** the
conditional expectation with respect to £7.
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PROPOSITION 4.1. Let K be a Hilbert space and T > 0. For arbitrary F7-
measurable & € L*(2; K) there exists V € Lg)(Q x [0, T]; L2(E, K)) such that

E=E&+ fOT Vo dWo, P-a.s. Equivalently, for every t € [0, T],

T
Efrg=¢ —/ Vy dW,, P-a.s.
T

LEMMA 4.2. Assume n € L*(Q; K) is Fr-measurable, f e L?q)(Q X
[0, T]; K). Then there exists a unique pair of processes Y., Z,, T € [0, T], such
that:

() YeLL(Qx[0,T];K), Ze L% (2 x [0, T]; L2(E, K));
(i) fora.a.t €10,T],
T T
@.1) Y,+/ Z, dW, :—/ £, do+1.

Moreover, Y has a continuous version and for every B #£ 0,

T 4 T

Ef e\ Zs )P do < — IE/ e\ £, 2do + 8 TR ),
0 B Jo

4.2) L

E sup, o, 77 |Y: > < 3 Efo 2P| £,1%do + 8P TE ).

In particular, Y € C» ([0, T1; L*(Q2; K)).
If, in addition, there exists p € [2, 00) such that

T p/2
E(/ |fa|2do) <oo,  Elnl <oo,
0

then for every 8 suchthat 0 <T — § < T we have

T r/2
E sup |Y.|” +E</ |Z(,|2do*>
(43) ‘L’E[T—S,T] T-$

T p/2
<epsB( [ IfaPdo) e Bl
T—6
where c, is a positive constant, depending only on p.

PROOF. We modify the argument in [23].

Uniqueness. Assume that (4.1) holds. Then, taking conditional expectation
with respect to 7 we obtain, for a.e. T,

T
(4.4) Y, = EFen — / EF £, do.
T

If n =0, f =0 this equality implies that ¥ = 0; from (4.1) it follows that
frT Zy dW, =0, which implies Z = 0 as well.
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Existence. Define £ =n — fOT fo do. Since & € L?(2; K) is Fr-measurable,
by Proposition 4.1 there exists Z € L:%)(Q x [0, T]; L»(E, K)) such that

_ T
Effs=s—/ Zy dW,,
T

for every T € [0, T]. Now it suffices to define Y; = Effé and equation (4.1) is
satisfied. The existence of a continuous version is immediate, since (4.1) implies

T T
Y,—Y():f ZUdW0+/ £, do.
0 0

Estimates (4.2). Since n € L%(Q; K) is Fr-measurable, by Proposition 4.1
there exists L € L§) (2 x[0,T]; L2(E, K)) such that

T
4.5) Effn=n—f Lo dW,.
T

for every v € [0, T]. Similarly, for a.a. o there exists a predictable process
{K(0,0),0€[0,0]}in L% (22 x [0, 0]; L2(E, K)) such that

.6) EF f, = f, —/am,o)d%,

for T €[0,0]. We set K(6,0) =0 for 6 € (0, T] and we can verify that the map
K: Qx[0,T]x[0, T] can be taken to & x B([0, T'])-measurable, where & is the
predictable o -algebra on © x [0, T'] and B([0, T']) denotes the Borel subsets of
[0, T]; the existence of such a version of K can be proved by approximating f by
simple processes and by a monotone class argument (or one can argue as in [23],
proof of Lemma 2.1). Substituting into (4.4) and applying the stochastic Fubini
theorem gives

T T o
Yf:n—f LedWG—/ (fa—/ K(G,o)dW9>do
T T T

T T T T
=7I—/ fadG—/ Ledwe—l-/ (/ K(G,a)da>dW9.
T T T 6

Comparing with the backward equation, we conclude by uniqueness that for a.a. 6,
T
Zg :LQ —/ K(@,O’)dO’.
9
Now let 8 # 0. From (4.5) we deduce

T T 2
IE/ e*’|Lg|* do < ezﬂTIE‘/ Lodo| =e*PTEln—E"n?
0 0

<2PTE > 4 2e*TE [EF0n)? < 4¢*PTE |n|>.
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Next note that

T 2 T T
‘/ K(©,0)do 5/ e_zﬂ“da/ e2Po\K 0, 0) > do
6 6 0

e 20 T, 2
<—— | ¥k ©,0)]do,
28 Jo

so that

T T 2 1 T T
IE/ 3_2’39‘/ K©.0)do def—E/ / 91K 0. 0)2 do do
0 0 26 Jo Jo

1 T o
=—/ ezﬂf’E/ (K (0. 0)|do do.
28 Jo 0

Since (4.6) yields

2

o (e -~
IE/ |K(9,o)|2d0:E‘/ K(0,0)dWs| =E|f, —E¥0f,?
0 0

< 2E|f,|* 4+ 2E|E*" £,1? < 4E| £, |,

the proof of the first inequality in (4.2) is complete. Now we prove the second one,
estimating separately the two terms on the right-hand side of (4.4). By the Doob
inequality for martingales,

E sup e*T|EF y)? <PT4E |p.

7€[0,T]
Next, since
T 2 T T e 2Pt T
(f foldo) < [ o [* i Pao < [F s do,
T T T 2,3 T
we obtain
T T
357/ E** £, do §E?T<eﬁf/ |fg|d(7)
T T

L w7 28 2 12
< —FE'* / e P? da)
m ( . |fU|

and by the Doob inequality,

2
E sup ¢*°
€[0,T]

T q
/ EF £, do
T

4 T
< —IE/ 2P| . % do.
28 Jo
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Estimates (4.3). Since, fort € [T — 6, T

T T 1/2 T 12
/|fa|dos(/ |fa|2do) <T—r>1/25(/ Ifolzdcr) 5172,

it follows from (4.4) that
E sup [V|P <c,E sup [EFrq|?

te[T-46,T] te[T-46,T]
T
E% (/ |fa|2da)
T

5 T 5 p/2
e Binl” +e,5 B ([ 1faldo)

which proves the desired inequality on the process Y. To obtain a similar estimate
on Z we first set Zé = —feT K(@,0)do, sothat Zg = Lg + Zgl. From (4.5) it
follows that E¥tp — EF7-3p = [7_s Lo dWp, so by the Burkholder-Davis—Gundy
and the Doob inequalities,

T p/2
E ( / Lo |2d9> <c,E  sup
T-§ te[T-45,T]

1/2\p
+cp8p/2E sup
T€[T—8,T]

T p

Lo dWy
T-6

=c,E sup |E?fn—E$T‘5n|p§cpE|n|p.
Te[T—35,T]

In order to prove a similar estimate for Z' we first note that, setting ¥} =
- fTT E*t f, do, the pair (Y', Z!) is the solution corresponding to n = 0.
Therefore

T T
y! —YTI_B:/HZ; dW(,-l—/T_B £, do.

So we obtain

T p/2
E(/ |Z(1,|2d<7> <cp,E sup
T—-6 te[T—-4,T]

T p

zl aw,
T-46

T P
<c,E  sup |lelp+cpE</ |fg|d0> )
Te[T—8,T] T—8

For Y! we can use the estimate proved above with 7 = 0:
o T r/2
E sup [EFY)|P< cpap/2E</ £, 2 da) .
Te[T—8,T] T35

Finally, the required estimate follows from
1/2

T T /
/ \foldo < (/ Ifo|2do) 51/2. -
T-46 T-6
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Now we are concerned with the equation

T T
4.7 Y,+/ Z, dW, :—/ f(0,Ys, Zo)do + 1.
T T

In the following proposition, K is a Hilbert space, the mapping f: 2 X
[0,T] x K x L2(E,K) — K is assumed to be measurable with respect to
P xB(0,T] x K x Lr(E, K)) and B(K) respectively (we recall that by £ we
denote the predictable o -algebra on 2 x [0, T'] and by B (A) the Borel o -algebra
of any topological space A). n: 2 — K is assumed to be Fr-measurable,

PROPOSITION 4.3. Assume that:
(1) there exists L > 0 such that

| f(o,y1,21) — f(o,¥2,22)| < L(Iy1 — 2l + |21 — 221),

P-a.s. for every o €0, T], y1, 2 € K, 21,220 € L2(E, K);

(i) Efy |£(0,0,0)>do < oo, E|n)? < 0.

Then there exists a unique pair of processes Yy, Z.,t € [0,T], such that
Y € Cp([0, T1; L3 K)), Z € L%(Q2 x [0, TT; Lo(E, K)) and (4.7) holds for
7 € [0, T]. Moreover, Y has a continuous version and Esup_ (o, 71 1Yz 1> < 0.

If, in addition, there exists p € |2, 00) such that

T p/2
(4.8) IE(/ | (0,0, 0)|2do> < 00, E|n|? < oo,
0

then we have Y € L%,(Q; C([0, T1; K)), Z € L%, (2 L*([0, T1; L2(E, K))) and

T p/2
E sup |Y,|P+E</ |Z(,|2do*>
(4.9) 7€l0,T] 0

T p/2
ch</ |f<a,o,0)|2da> +cE|n?,
0

for some constant ¢ > 0 depending onlyon p, L, T.

Finally assume that, for all A in a metric space A, a function f, is given
satisfying (4.8) and verifying assumption (i) with L independent on A. Also assume
that, as A — Ao,

T p/2
4.10) E(/O (0, Yo Zo) = o (o Yo,za>|2da) =0

forallY € LY,(Q; C(I0, T]; K)), Z € LY, (2 L*(10, T]; L2(E, K))).

If we denote by (Y (A, ), Z(A, 1)) the solution of (4.7) corresponding to f = f
and to the final data n € LP(Q2,R) then the map (A,n) — (Y(X,n), Z(\, n))
is continuous from A x LP (S R) to LY, (S C([0, T]; K)) x L%, (92 L*([0, T;
L2(E, K))).
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PROOF. Wedenote X = Cp ([0, T1; L3(Q; K)) x L% (2 x [0, T1; L2(E, K))
and we define a mapping I': K — KX by setting (Y, Z) =T (U, V) if (Y, Z) is the
pair satisfying

T T
4.11) Y,+/ Z, dW, =—/ F(0, Uy, Vy)do +1,
T T

compare Lemma 4.2. The estimates (4.2) show that I is well defined, and it is a
contraction if K is endowed with the norm

T
Y. 2)% =1E/0 29 (1Y, 2 + 12, P)do,

provided B is sufficiently large. For simplicity we only verify the contraction
property:_if o', vh € X, (YI,ZI)_= ru,vhyandlet Y =Y - Y, Z =
Z-72'U=U-UV=V-Vf =v(,Us, Vs) — (0, UL, V}), have

4.12) Yf—l—/ Zs dW, =—/ fo dWs,
T T
so that by (4.2), -
(VD <TE swp HFVPAE [ H[Z,2do
7€[0,T] 0

81+T T —
< ( ;’ )E/ 62/30|f0|2d(7
0

2
- 81+T7T)L E
p
2
- 16(14+T)L
B
Now we prove the estimate (4.9). We denote K, s = L”(Q2; C(IT -4, T]; R)) x
LP(Q:; L3([T — 8, T]; L»(E,R))) and define I': Kps — Kp s setting (Y, Z) =
(U, V) if (Y, Z) is the pair satisfying equation (4.11) for r € [T — 4, T]. It is
easily verified that I" is well defined and it is a contraction in K, 5, provided § > 0

is chosen sufficiently small; indeed, arguing as before, we deduce from (4.12) and
from (4.3) the inequalities

T _ _
/0 29Ty | + Vo)) do

T, V)%

o . T p/2
(.25 =E sup |YT|P+E(/ |Za|2da)
te[T—65,T] T—-6

< cp(Sp/ZLp E(/

. T r/2
<c,2P28PLPSE  sup |U.|P + cp(28)p/2LpE< / IVglsz)
1e[T—8.T] T—s

T — p/2
({Tsl + 17, do)

< cp(28)PPLP (148717 |(U, V)5,
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and the contraction property holds provided c,(25)” 72LP(1 + 8P/%) < 1. Repeat-
ing this argument on intervals [T — §, T — 261, [T — 258, T — 36], etc., shows that
Y € LP(Q; C([0, T]; R)) and Z € LP(2; L*([0, T); Lo(E, R))).

Next note that it follows from our assumptions that

|f(o,x, I =1f(0,0,0)]+ L{x| +|yD.
Applying estimate (4.3) to equation (4.7) we obtain

T p/2
E sup |Y;|P +E</ |ZU|2dO’)
Te[T—8,T] T-5

5 T ) p/2
< PB( [ 1f@ Ve Z0)Pdo) 4 e Bl

T p/2
<c,Eln? + CPSP_I‘SP/ZE(/;_S | f (0,0, 0)|2d0>

T p/2
+c,,3”_1L”8”/2E</ IYa|2d0>
T—-6
p/2
|ZaFdo)

T
+c,,3”_1L”8”/2E</
T-6

T p/2
<cElnl? +¢,37'5725( [ 170.0.0)Pdo)

+¢p3P7ILPSPE sup  |Yq|P
te[T—65,T]

T p/2
+c,,3p—1LP3P/2E</ |Zo|2do> .
T-6

Choosing § > 0 so small that « := cp31’_1L”(8” +8P/%) < 1 we obtain

T ) p/2
Ewmqp&nn@w+E(ﬁ,gzuew)

T p/2
(4.13) <cpE|nl? +c,,3p—1ap/2ﬂ-z</ | f(c,0, 0)|2d0>
T—6
T 5 p/2
+O‘|:Esupre[T—8,T]|YT|p+E</T 8|ZO| dG) i|,
and it follows that T p/2
E sup |Y:|P +E(/ |ZU|2da>
1e[T—8,T] T8

T p/2
sthﬂP+cE(/’ |f«zoxnﬁdo) ,
T—-6
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with ¢ depending only on p and L. Next we note that for 7 <7 — 4,

T—6 T—6
YI+/ ZodWa:—f F(0. Yo, Zo) do + Yr_s,
T T

and proceeding as before we obtain

T8 p/2
E sup |Yt|p+E(/ |Zg|2d0’>
Te[T—28,T—5] 28

T-—§ p/2
< cE|Yr_s|? +cIE<f £ (0,0, 0>|2da) ,
28

with the same choice of § and the same value of c. After a finite number of steps
we arrive at (4.9).

Finally the proof of the last assertion can be done in a straightforward way
repeating the above argument. [J

REMARK 4.4. The mapping I" defined in the previous proof was shown to be a
contraction in the space X = C ([0, T]; L2(Q; K)) X Lg)(Q x [0, T]; L2(E, K)).
In a similar way, the estimates (4.2) allow to show that I" is well defined and it is
a contraction in the space Lg)(Q; C(0,T]; K)) x Lg)(Q x [0, T]; L2(E, K)) as
well as in the space L:%)(Q x[0,T]; K) x L:%)(Q x [0, T]; Lo(E, K)). In particular,
uniqueness holds for equation (4.7) in the latter space, too.

The following lemma is needed in the proof of Proposition 5.4.

LEMMA 4.5. Under the assumptions of Proposition 4.3 [in particular, (4.8)],
the sequence defined setting Y° =0, Z° =0 and (Y"+', Z"+1) to be the pair such
that

T T
yrt! +/ zmaw, = —/ flo, Y2, 2 do +n,
T T

satisfies

T p/2
supE sup |Yf"|p+supE(/ |Zg|2do> < 00.
n 1ef0,T] n 0

PROOF. Let us set by (s, 1) = Esup (s Y7 + E(fst |Z 1> do)P/?. Arguing
as in the previous proof, instead of (4.13) we arrive at the inequality

T p/2
bus1(T —8,T) <c,E|n|” + cpsp—laf’/zE(/ | (0,0, 0)|2d0>
T—-6

+ab, (T -6,T)
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where o < 1 and § > 0 depend only on p and L. It follows that sup, b, (T —§,T) <
oo; in particular, sup, E [Y7_s|? < co. In a similar way,

bpi1(T =28, T —8) < c,E|Y}_4|”

T-8 p/2
+c,,3p—15P/2E</ |f (0,0, 0)|2da>
26

+ab, (T —26,T —6)
and so sup,, b, (T — 28, T — ) < oo. The required result follows by iteration. [

4.2. Backward equations depending on parameters: regular dependence. Now
we are dealing with the backward equation

T T
(4.14) Yf+/ Zy dW =—/ V(0. X Yo Zg) do + 1,
T T

on the time interval [0, T'], where 5 is a given F7-measurable K-valued random
variable and X., v € [0,T], is a given predictable process. The mapping
Y: [0,T] x H x K x Ly(E, K) — K is assumed to be Borel measurable. The
solution we are looking for is a pair of predictable processes Y, Z,, T € [0, T],
with values in K and L, (E, K) respectively.

We fix the following assumptions on .

HYPOTHESIS 4.6. (i) There exists L > 0 such that

|W(0’, X, Y1, Zl) - W(O—v X, ¥2, Z2)| = L(D’l - )’2| + |Z1 _ZZD’

foreveryo €[0,T],x e H, y1,y2€ K, 21,22 € L2(E, K).
(i) For everyo €[0,T], ¥ (o, -, -,-) € §HL1(H x K x Ly (8, K), K).
(iii) There exist L > 0 and m > 0 such that

Ve (o, x, y, 2)h] < LIR|(1+ [zD(1+ x|+ [yD™,
foreveryo €[0,T],x,he H,ye K,ze€ Ly(E, K).
(iv) There exists L > O such that | (0,0,0,0)| < L for everyo € [0, T].

Conditions (i) and (ii) imply that the Gateaux derivatives of i with respectto y
and z are uniformly bounded: for every point (x, y, z) and every directions k € K,
ve Ly(E, K),

|vyw(o—vxvyvz)k|§l‘|k|v |VZW(O—a-x7yﬂz)v|§L|v|‘
Moreover, conditions (i)—(iv) imply that

(4.15) 1Y (o, x,y,2)] < L1+ [x|™ ™ + [z 4 |y].
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Finally, conditions (i), (ii) and (iii) imply

(4 16) |W(G’x1’y’2)_W(O—’XZ’);’ZN
' < LA+ 1zDA A ™ + [l ™ + [y ™) xz = x1 .

To start we need the following general lemma that generalizes (with identical
proof) the classical result on continuity of evaluation operators; see, for exam-
ple, [1].

LEMMA 4.7. Let K1, Ky and K3 be Banach spaces and £: [0, T] x K| x
K> — K3 be a measurable map such that, forallt € [0, T],(¢t,-): K1 x Ko — K3
is continuous.

(1) Suppose that for some ¢ > 0 and u > 1,
1€(t, v1, v2)|ky <c(1+ |U1|I;<l)(1 + [v2]k,)s tel0,T], vi €Ky, vz € K>.

For all U € L;%(Q; C(0,T];Ky)), V € L;%(Q;LZ([O, T1; Kp)) with ri,r
> 1, let us define in the natural way the evaluation operator £(U, V)(t, w) =
LU(t, w), V(t,w)).
If w/ri +1/ra=1/r3 and r1 > p then the evaluation operator is continuous
from L3 (2 C(I0, T1; K1) x L'3(R; L*([0, T1; K2)) 10 L'3(Q; L*([0, T1; K3)).
(i1) Similarly, if

[€(t, vi, v2)|ky <c(1+ |Ul|lf<1 + [v2]k,)s t€[0,T], vi €Ky, v2 € Ky,

and ry = ury then the evaluation operator is continuous from L;')(Q; L%([0, T,
K»)) x L'3(22; C([0, T1; K1) to L3 (25 L*([0, T1; K3)).

We are now in a position of showing existence and uniqueness and regular
dependence on data of the solution of equation (4.14). For p > 2 we denote:

Kp=L5(Q: C([0,T1; K)) x L5 (2 L*([0, TT; L2(E, K)))

endowed with the natural norm.

PROPOSITION 4.8. Assume Hypotheses 3.1 and 4.6.

() If X € L'x(Q2; C([0,T1; H)), n € L(Q K) with p =r(m + 1), r > 2,
then there exists a unique solution in K, of equation (4.14) that will be denoted
by (Y (-, X,n), Z(-, X, n)).

(ii) The following estimate holds:

T r/2
E sup |V Xl + (B [ 12 X )P do)
“4.17) 7€[0,T] 0
4 r
<c(l1+ |X|L§,(Q;C([0,T];H))) + cE|n|

for a suitable constant ¢ depending only on p, r and .
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(iii) The map (X,n) — (Y (-, X,n), Z(-, X,n)) is continuous from L’}(Q;
C(0,T]; H)) x L"(2; K) to X,.

(iv) Themap (X,n) = (Y, X, n), Z(-, X, n)) isin §" (L% (Q; C([0, T1; H))
x L"(Q2; R), Kp) withr = (m+2)p, p > 2 [consequently, p = p(m+1)(m+2)].

Moreover, for all X € L;(Q; C(0,T); H)), n € L"(R2; K) the directional
derivative in the direction (N,) with N € L;(Q; C(0,T); H)) and ¢ €
L™ (2; K) that we will denote by (Vx ,Y (-, X, n)(N,¢), Vx nZ(-, X, n)(N,)) is
the unique solution in X of

T
ViV @ XN+ [ Vi, Z@ X (.0 dW,
T
= —/ Vi (o, Xo, Y (0, X, 1), Z(0, X, )Ny do
T
—/ Vyl//(o, Xs,Y(0,X,n), Z(0, X, r]))VX’nY(o*, X, M(N,¢)do

T
— [ V(o Xo, Y@, X0, 200, X, ) Vi Z(o, XN, O dor +¢.
T
(v) Finally the following estimate holds:

EsupTG[O,T] |VX,7]Y(T7 X7 n)(N7 ;)lp
T 5 p/2
-HE(/O IVx yZ(o,X,n)(N, )| do*)

)4 (m-H)2 m—+1 p
= cINIz, L+ X100 o,y + 1 )

(4.18)
(Q;C([O,T];H))<
+c|§|€P(Q;K)'

PROOF. Let A = L’;)(Q; C ([0, T]; H)) and, for every X € A,

fx(o,y,2) =v(0, Xs,¥,2).

By (4.15) and Lemma 4.7(ii) applied with K; = H, K = K x L2(E, K),
U=X,V = (Y, Z) we obtain that for all (¥, Z) € K, the map X — fx(¥, Z)
is continuous from A to L'5(2; L%([0,T]; K)) and

T r/2
E(/ 'fX("’O’O)lsz) §C<1+E< sup |Xo|’(’"“>)).
0

o€l0,T]

Therefore points (i)—(iii) of the claim follow immediately from Proposition 4.3.

To deal with point (iv) it is convenient now to introduce another back-
ward stochastic equation; we will eventually show that it is satisfied by the
derivatives of (Y, Z) with respect to X and n. For all ¢ € LP(22; K), X, N €
L'5(2; C([0,TT; H)), (Y, Z) € X, we look for (Y(X,N,Y,Z,¢), Z(X, N, Y,
Z,%)) € K solving
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. TA T
n+/zﬂmz=1/wwwxanQMda
T T
T —~
4.19) _/ VyW(O', Xo,Yo,2Z5)Ysdo
T

T —~
_/ VZW(O—vxavYO‘aZo‘)ngO—‘i‘;.
T

By Hypothesis 4.6(iii) we have

T p/2
E(/ |vx¢(a,xf,,yf,,z(,)N(,|2da>
0

p p
= LlNlL’g,(Q;C([O,T];H))(l + |Z|L}(Q;LZ([O,T]:Lz(E,K))))

p
<(1+ X172, @icqory i + 1Y |25 @cqori )

for a suitable constant L. Since V3 and V¢ are bounded, by Proposition 4.3 the
equation (4.19) admits a unique solution in X ,. Moreover, by Lemma 4.7(i), the
map (X, N, Y, Z) — V¥ (-, X, Yy, Z()) N, is continuous from the space

K*:= L7, (2 C([0, T1; H)) x L (Q; C([0, T1; H)) x X,

to Lp (2 L%([0, T1; K)). Therefore, taking into account once more the bound-
edness of Vyy and V. 4, we can apply the final statement of Proposition 4.3
w1th A= K# and conclude that the map (X, N,Y,Z,¢) — (Y(X N,Y,Z,0),
Z(X, N,Y,Z,)) is continuous from K* x LP(Q; K) to K p and the estimate

_ T p/2
E(supae[oj] |Y(,|1’> +E(/0 |Zs | da)

4.2 P P
(4.20) = C|N|L;,(Q;C([0,T];H))(1 + |ZlL;o(Q§L2([0sT]§L2(EsK))))

p
<+ IXIZ @icqo.riay + 1Y 1T @icqo.ry i)+ CEIEI

holds for some constant ¢ > 0.

It remains to prove that if X, N € L;(Q; C(0,T); H)) and n,¢ € L"(R2; K)
then the directional derivative of (Y (X, n), Z(X,n)) in the direction (N, ) is
given by

(Y(X, N, Y(X.n), Z(X,n),¢), Z(X, N, Y (X, n), Z(X. ), {)).

Let us define

——[Y(X+8N n+e0) —Y(X.m]—Y(X,N.Y(X.n)., Z(X.n).¢),

1
—E[Z(X-i-sN n+e0) — Z(X.m]— Z(X.N.Y(X, 1), Z(X,n). ).
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For ¢ — 0 we have Y, — 0 in Lp (2;C(0,T];K)) and Z, — 0 in Lg)(Q;

L%([0, T]; L»(E, K))). For short we let ¥ = Y(X n) Z=7ZX,n),Y =YX+

an+8§) Zg—Z(X+8N77+8§')Y Y(XNY(Xn) Z(X,n),0),
=Z(X,N,Y(X.n), Z(X,n)., ).

The proof will be done by induction, dividing the interval [0, T'] into subinter-
vals [T — 6§, T], [T —25,T — ] and so on, for a suitable § depending only on
and p. All the subintervals are treated in the same way (the proof for [T — §, T']
being even easier), so we concentrate on the second one, namely [T — 23, T — 4].
On such interval we have

. T—5_, T-8 .
YT—I-/ Z(,da=—/ vi(o)do + Y _s,
T T

where V¥ = v{ + V5 and
e _1 e 7&y _ & e
1)1(0)—S[I/I(G,Xa-i-sNg,Ya,ZJ) Vo, Xs,Y, . Z,)]
-~V (o, X5, Y5, Z5) Ny,
1 ~
VS(G) = E[W(O—» Xo, Y;» Zé) —Y(o,Xs,Ys,Z5)] — VyW(O—, Xo,Ys,25)Ys

— VY0, Xo, Yo, Zo) Zo.
By Proposition 4.3 we have

— T-5 _, p/2
E  sup |Y,|P +E(/ |ZG|2do>
Te[T—28,T—5] T-268

5 2 T-5 5 p/2 .
<cp8P! ZE(/ Ve (o) da) +cpBIY 7y _sl?
0 T-28
and by the inductive assumption E|Y%_4|? — 0.
We start to evaluate the integral terms on the right. We can write

1
v’f(o):/o V¥ (o, Xs + TNy, Yo, ZE)Ny dT

1
—f Vo (0. Xo, Yor Zo)No d.
0

For all x,g,n € H, y € K, z € L(E,K) let x(x,g,n,y,2) = fol Ve (x +
18, y,2)ndt, so that v{(0) = x(Xs,&Ny, Ny, Y5, Z5) — x(X5,0, No, Yo, Zs).
Moreover |x(x, g,n,y,2)| < Lin|(1 + [z)(1 + |x|" + |g|™ + |y|™) and x is a
continuous map. Applying Lemma 4.7(i) with K| = H*3 x K, Ky =L>(E, K),
rp=rp=r, w=m+ 1 and taking into account that (X,eN,N,Y?) —
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(X,0,N,Y)in L';(2, C(IT —25,T — 6], K1) and Z° — Z in L5 (2, L*([T —
26, T — 6], K2)) we immediately obtain E(fTT__Z‘S(S |v’f((7)|2d(7)1’/2 — 0.
Dealing now with v5 we can rewrite v5 = v5 | + V5, where

1 ~
V3 (o) =/0 (Vy¥ (0, Xo, Yo + 1Y, = Y5), Zo + T(Z, — Z5))Ys

— VU (0, Xg, Yo, Zo)Yy) dT

1 -
+/0 (Vo (0 Xors Yo +T(YE — Vo), Zo + T(Z5 — Z0))Zs

— V. (0, Xo, Yo, Zs) Zs) dT,

1 —
13.2(0) =/0 VoW (0, X, Yo + T(YE = Yy), Zo + T(ZE — Z,))Y, dt

1 —
+/0 Vo (0, Xg, Yo +T(YE —Yy), Zg + 1(ZE — Z5))Z,, dr.

Since V¢ and V¢ are bounded, by the dominated convergence theorem we
immediately obtain [E( fTT__Z(SB V5, (0)|2do)P/? — 0. Moreover,

T—8 p/2
E(/ |v§.2(0)|2d(7)
T-26

— T-5 _, p/2
§E<E sup |Y,|p+E</ |ZU|2dO’) )
Te[T—28,T—5] T-28

for a suitable constant ¢ depending only on v, p, T. Choosing é such that ¢ pE(SI’/ 2
< 1 the claim follows immediately.
Finally (4.18) follows plugging (4.17) into (4.20). 0

REMARK 4.9. If Hypothesis 4.6(iii) is replaced by the stronger requirement:
(iii-bis) There exists L > 0 such that |V, ¥ (o, x, y,2)h| < L|h|, for every o €
[0,T],x,he H,ye K,z€ Ly(E, K).

Then instead of (4.18) we can obtain, with identical proof, the following
stronger estimate:

E sup |Vx,Y(tr,X,n)(N,0)|?
7€[0,T]

T p/2
4.21) +E(/0 IVx nZ(o, X, n)(N, §)|2d6)

p p
= cINTLp @icqoryay T lr@).
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5. The backward—forward system. In this section we consider the system of
stochastic differential equations

T
X, =T DAy +/ T (0, X,) do
t

T
(5.1) +/t TG (o, X)) dW,,

T T
YT+/ ZydW, =—f V(0. Xo Yor Zo)do + $(X1),
T T

for T varying on the time interval [¢, T] C [0, T]. As in Section 2 we extend
the domain of the solution setting X (z,#,x) = x for t € [0, #). We assume that
¥: [0, T] x HxR x Ly(E,R) — R verifies Hypothesis 4.6 with K = R. On the
function ¢: H — R we make the following assumptions.

HYPOTHESIS 5.1. (i) There exists L > O such that, for every x1,x2 € H,
|p(x1) —p(x2)| < L|x1 — x2l;
(i) ¢ € §'(H,R).

Notice that the system is decoupled, that is, the first equation does not
contain the solution (Y, Z) of the second one. Therefore, under the assumptions
of Hypotheses 3.1, 4.6, 5.1 by Propositions 3.2 and 4.8 there exists a unique
solution of (5.1). We remark that the process X is #[; rj-measurable, so that Y;
is measurable both with respect to Fj; 7] and ¥;; it follows that Y; is indeed
deterministic (see also [11]).

We denote by (X (z,t,x), Y(t,t,x), Z(7,t,x)), T € [t, T] the solution, in order
to stress dependence on the parameters ¢ € [0, 7] and x € H.

For later use we notice two useful identities: for t < s < T the equality, P-a.s.,

(5.2) X(z,8, X(s,8,x)) = X(z,1,x), tels, T],

is a consequence of the uniqueness of the solution of (3.4). Since the solution of
the backward equation is uniquely determined on an interval [s, 7] by the values
of the process X on the same interval, for r < s < T we have, P-a.s.,

Y(t,s,X(s,2,x))=Y(z,t,x) fort e[s, T,

(5.3)
Z(t,s, X(s,t,x)) = Z(t,1,x) fora.a. v €[s, T].

5.1. Regularity with respect to parameters. 'To investigate regularity proper-
ties of the dependence on ¢ and x, we notice that with the notation of Proposi-
tions 3.3 and 4.8:

Y(o,t,x)=Y (0, X (-, 1,x), (X (T,1,x))),
Z(o,t,x)=Z(o, X (-, 1,x), p(X(T, 1, x))).
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Moreover, as a consequence of Hypothesis 5.1, it can be easily proved that the map
n +— ¢(n) belongs to the space 91(L”(Q; H), L?(Q2; R)), for every p € [2, 00).
The following proposition is then an immediate consequence of Propositions 3.2,
3.3 and 4.8, and the chain rule for the class §, stated in Lemma 2.1.
PROPOSITION 5.2. Assume Hypotheses 3.1,4.6 and 5.1. Recall the notation
Kp=L5(Q C([0, T1; R)) x L5 (2 L*([0, T1; L2(E, R))).

Then the map (t,x) — (Y (-, t,x), Z(-, t, x)) belongs to 90’1([0, T]x H, XK,) for
all p € [2,00).

Denoting by V.Y, Vy Z the partial Gdteaux derivatives with respect to x, the di-
rectional derivative process in the direction h € H,{V, Y (t,t,x)h,VZ(t,t,x)h,
T €0, T} solves the equation, P-a.s.,

T
V. Y(t,t,x)h +/ ViZ(o,t,x)hdW,
T

T
= [ V(0. X010, Y (0,1,2), Z(0.1,0))V: X (@, 1,0 do
T

T
5.4 —/ Vy¥ (o, X(0,1,x),Y(0,1,x), Z(0,1,x))VyY (0,1, x)h do

T
—/ V.Y (o, X(0,t,x),Y(0,t,x), Z(0,1,x))VyZ(0,t,x)h do
T

+VP(X(T,t,x))V X(T,1,x)h,  T€[0,T].

Finally the following estimate holds:

1/p T p/27/P
[E sup IVxY(t,t,x)hV’] +[E</ |VXZ(a,t,x)h|2do*> }
(5.5 7€[0,T] 0

< clh|(1+ x| D7),
PROOF. On the first two statements we have already commented. The final
estimate follows from (4.18) applied with
X=X(,t,x), N=V,X(,t,x)h,
n=¢(X(T,t,x)), C=Vo(X(T,t,x))Ve X(T, t,x)h,
taking into account that by Propositions 3.2 and 3.3 we have
|N|L§,(Q;C([0,T];H)) <clh|, |X|L§,(Q;C([0,T];H)) <c(I+IxD,

and, by Hypothesis 5.1, we also obtain [n|zr ) < c(1 + |x]), [¢]zr(q) < clh| for
a suitable constant c. [J
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REMARK 5.3. If Hypothesis 4.6(iii) is replaced by (iii-bis) in Remark 4.9 then
applying (4.21) instead of (4.18) we obtain, instead of (5.5) the stronger estimate,

1/p T p/27/P
[IE sup |VXY(t,t,x)h|p] +[E</ |VXZ(G,t,x)h|2da> }
(5.6) 7€[0,T] 0

<cl|h|.

5.2. Regularity in the Malliavin spaces. It has been proved in Proposition 3.5
that X belongs to the Malliavin space .!">(H) and DX has additional smoothness
properties. Similar results hold for (Y, Z).

PROPOSITION 5.4. Assume Hypotheses 3.1,4.6 and 5.1. Then the following
properties hold:

(i) Y e LM2(R), Z e LM2(Ly (B, R)).

(i1) There exists a version of (DY, DZ) such that fora.a.s € [t, T), the process
{(DsYr, DsZ7), T €[5, T1} belongs to L%(Q; C([s, T1; L2(E,R))) x L*(Q x
[s, T1; Lo(E, L2(E, R))) and satisfies, P-a.s.,

T T
DSYT+/ DyZ, dW, =—/ Vo (0, Xo, Yo, Zo) Dy Xy do
T T

T
(57) _/; V)’W(O—v XO"Y(77 ZU)DsYg d(T

T
_/ V¥(o,Xs,Ys,Z5)DsZs do
T
+Vo(X1)Ds X7, Tels, T
(ii1) Fora.a.s €[t, T), we have
(5.8) Zs =1lim DY,
Tls
in the norm osz(E; R).
In the following lemma we collect two facts needed for the proof. Part (i) is
a simple consequence of the definition, while a proof of part (ii) can be found

in [36], Lemma 2.3, for the finite-dimensional case; the extension to the present
case follows from the results in [20].

LEMMA 5.5. () Ifu e L*>(Q x [0, T]; R), u, € D"2(R) for a.a. r and there
exists a version of Du such that E fOT (fOT | Dsu,|dr)?ds < oo, then

T T T
/ u,dr e Dl’z(R) and Ds/ u,dr = / Dgu, dr.
0 0 0



1444 M. FUHRMAN AND G. TESSITORE

(ii) Suppose Z € L%(Q2 x [0, T]; L2(E,R)) and [ Zs dW, € DV2(R). Then
the process {Z,, o € [0, T1}, belongs to LY2(Ly (2, R)) and for a.a. s €0, T]

T T
Ds/ Zs dWcr:Zs +/ D;Z; dWO"
0 0

PROOF OF PROPOSITION 5.4. We extend the domain of the process X setting
X, = x for t € [0,¢). This way the backward equation in system (5.1) has a
solution defined on [0, T].

We define a sequence (Y, Z") setting Y =0, Z° = 0 and letting (Y"*1, z"*1)
be the pair such that, for t € [0, T],

T T
Y+ +/, ZMaw, = —/, V(0. X5, Yy, Zg)do + ¢(X7).

It has been shown in the proof of Proposition 4.3 (see also the remark following
that proposition) that the map (Y, Z") > (Y"1, Z"*+1) is a contraction in the
space Lg)(Q x [0, T]; R) x L:%)(Q x [0, T]; L»(E,R)), so that the sequence
converges to the solution (Y, Z) in the norm of this space. By the closedness of
the operator D, in order to prove point (i) of Proposition 5.4 it suffices to show
that Y € L12(R) and Z" € L12(L,(E,R)) for every n and that (DY", DZ") is
a bounded sequence in L% (2 x [0, T] x [0, T1; L2(8,R)) x L% (Q x [0, T] x
[0, T]; L2(8, L2(E, R))).

Proceeding by induction, assume that ¥" € L12(R) and Z" € L12(L,(E,R))
for some n. We claim that frT Vo, Xs, Y]}, Z))do € DL2(R) for every T and for
a.a.s,

T T
(5.9) Dy [ W@ Xo ¥s Ziydo = [ 165, 0)do,
T T
where for brevity we set

f'(s,0) =V (o, X5, Y, Z)Ds X5 +Vyyr(o, X5, Yy, Z))DsY,)

+ VY (0, Xo, Y0, Z2) Dy 72

By Hypothesis 4.6 and the chain rule for the Malliavin derivative [Lemma 3.4(i)],
for a.a. o we have ¥ (o, X5, Y], Z]) € D}ég(R) and Dy (o, X, Y}, Z}) =
f"(-, o). If we can show that

T T
(5.10) E / / | (s, 0)|>ds do < oo,
0o JO
then, by Lemma 3.4(ii), ¥ (o, Xs, Y}, Z7) € D"2(R) for a.a. o and the claim
follows from Lemma 5.5(i). Next we prove (5.10). By the assumptions on v,
|f" (s, ) < LA+ |Z;DA+ [ Xo| + 1Y D" Dy Xo |

(5.11)
+ L |DsY?|+ L|DsZ7|.
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So setting 1" = [ [T (1 +1Z2)*(1 4 | Xo | + [Y2)*"|Ds X, | do ds, it suffices
to show that E 1" < oo. We will even show that

T T
(5.12) supE/ f (112D + | Xo| + [Y")2"| Dy X |? do ds < oo.
n 0 s

By the Holder inequality, for every p > 1, setting p’ = p/(p — 1),

T ) N
I" < < sup (14 |Xs|+ IY;’I)Z’") </ sup (o — $)2P | Dg X, |?P ds)
o€l0,T] 0 oels,T]

T T P 1/p
A2y n\2
x</0 (fs (0 — )2 (1+122)) da) do) ds.

By the Minkowsky inequality,

T T P 1/p
(/ (/ (o—s)—2V<1+|zg|)2do) do*) ds
0 K

T " 2( o =2 )1/17
5/0 I+1Z;D /0(0 s) ds do

T T 1/p T
5/0 (1+|Zg|)2do</0 s_zypds> :c/O (1+12")% do,

provided p is so small that 2yp < 1. Taking expectation, and using the Holder
inequality again,

1/2p) T 2py 1/2p)
B <clB swp asix i+l E([aviziiae)
o€el0,T] 0

T . Y
x{/ E sup (o — )P DX, 2P ds} )
0 oels,T]

Now (5.12) follows from (3.11) and Lemma 4.5. We have therefore completed the
proof that fTT Vo, X5, Y}, Z2)do € D"2(R) for every 7 and for a.a. s and that
(5.9) holds.

By the chain rule, ¢ (X7) € D"2(R) and Dy (X7) = Vp(X7) D X1 for a.a. s.
Since

T
Y+ = Ef’(—/ Vo, Xo, Yy, Zy)do +¢(XT)),
T
we also have Y”*! € DI"2(R) for every 7. This implies that

T T
f 7"+ aw, =f L1 71(0) 2" dW, € D2 (R).
T 0
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It follows from Lemma 5.5(ii) that ]l[r,T]Z"+1 e L'2(L,(E, R)) and that for a.a.
s €[0,T],

T
DY 1 1 (s) 20! +/ Dy 2" dw,
T

T
= _/ Vi (o, X, Y(?, ZZ)DSXG do
T
(5.13) ,
—f Vy¥(o, X, Yy, Zy) Ds Y do
T

e

T
—/ Vo (0, Xo, Y7, 2Dy 2" do + Ve (X7) Dy X1
T

Let us take s < 7 in equality (5.13), so that 1}, 1) (s)ZA’;”rl = 0; then for a.a. s we
can apply the estimates (4.2) to the pair (DsY;, DsZ;), T € [s, T]; using again the
estimate (5.11) we obtain

T
E [ (DY 4 D ZgH P do
N

T
<(T —s)E sup e25f|DSY,|2+E/ e*P?\D;Z, 1> do
tels, T] s

- 8(1+T) o
B
2
5 24L%(1 4+ T) E
B
+16(1 + T)L? *PTE | Dy X 7|2
24L2(1+T
+ <,3+ )IE

Integrating over [0, 7] with respect to s and choosing  so large that « :=
24L%(1 4+ T)B~" < 1 we obtain, setting b, =E [ [T 7 (|D,Y"* + |D,Z2 %)
xdo ds,

T
f 2P (s, 0)>do +16(1 + T) e*PTE |V (X7)Ds X7/
)

T
/ (DY + |Ds 2 ) do
S

T
/ 2P (111222 (1 + 1 Xy | + Y22 Dy Xy |2 do.
N

T
buit < aby +16(1 + T)LzeWE/ \D, X7 2 ds
0

24L%2(14+T)
+7
B

T T
xE/ / P91+ 1Z2 D21 + | Xy | + Y22 Dy Xy P do ds.
0 K
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It follows from (5.12) that sup, b, < oco. The required boundedness property
of (DY",DZ") is verified. Now we have shown that ¥ € L'"2(R), Z €
LY2(L,(2,R)) and point (i) of the proposition is proved.

We proceed to point (ii). Repeating the arguments that led to (5.13), we conclude
that for a.a. s € [0, T'],

T
DgY: + Il[I,T](S)Zs +/ DsZs dW,
T

T
=—/ Vo (0, Xo. Yo, Zg) Dy Xy do
T
(5.14) -
—/ Vo (0, Xg. Yo, Zg) Dy Yodo
T

T
—/ V¥(o,Xe,Ys,2Z5)DsZsdo +Veo(XT)Ds X
T

This shows that equality (5.7) holds P-a.s. for a.a. T and s with 7 > s.
Now let us fix s and define

f(s,0,U,V)=Vo¥ (0, Xo, Yo, Zo) Ds X5 + Vy (0, X5, Yo, Zo)U
+VZW(O—’ XO’? YO, Zg)v

Then (5.7) can be written as a backward equation: for a.a. t € [s, T],

T T
DSY,+/ DsZs dW, =—/ f(s,0,DsY,DsZ;)do
(5.15) T .

+Vo(X7)Ds Xr.
Let us verify that the assumptions of Proposition 4.3 hold for this equation. The
Lipschitz condition for the map (U, V) — f(s, o, U, V) follows from the assump-
tion |Vy¥| < L, |V, ¥| < L. The requirement that EfST |f(s,0,0,0)|?do < oo
can be verified as follows: first, by the assumptions on i we have the estimate
T T
[ 1£6.0.0.0Pdo <12 [ (1412, D20+ 1Xa |+ 1Y D" 1D X, P do
S S
By the same arguments that led to (5.12) we obtain

T T
E/ / 1£(s,5,0,0)|>do ds
0 s

T T
sLZE/ / (A +1Zo )’ + 1 Xo |+ Y6 )" | Dy Xo | do ds < oo,
0 s
which shows that E[ST |f(s, 0,0, 0)|2do < oo holds for a.a. s. Finally,

T T
Ef Ve (X7)DyX7|2ds < LZE/ D, X7 |2 ds < oo,
0 0



1448 M. FUHRMAN AND G. TESSITORE

which implies E Vi (X7)Ds X7|* < 00 for a.a. s. By Proposition 4.3, for a.a.
s the solution (DsY;, DsZ;), T € [s, T], belongs to the space qu)(Q; C(s, T];
Ly(2,R))) x L2Q x [s, T]: L2(E, L2(Z, R))). It also follows that (5.15), hence
(5.7), is verified for all T € [s, T]. Point (ii) of Proposition 5.4 is now proved.

To prove point (iii), we start from (5.15) and take the limit as 7 | s obtaining,
for a.a. s,

T T
lim D, Y, =—/ DyZy dW, —/ (5.0, DyYr, DyZy) do + Ve (X7) Dy Xr.
TS Ky N

On the other hand, we may write (5.14) for a.a. T and s with 7 < s: recalling that
D;Y; =0, we have

Zs + /TT DyZy dWy = — /TT (5.0, DyYy, DyZy) do + Ve (X7) Dy X
Taking the limit as 7 1 s we obtain, for a.a. s,

Zs = —/YT DsZs dW, — /YT f(s,0,DsY;,DsZ;)do +V¢(X7)Ds XT.
This complet;as the proof of Probosition 54. O

The following result relates the Malliavin derivatives DY, DZ with the partial
Géteaux derivatives V. Y, V, Z introduced in Proposition 5.2.

PROPOSITION 5.6. Assume Hypotheses 3.1,4.6 and 5.1. Then for a.a. s, T
such thatt <s <t <T we have

(5.16) DgY(z,t,x) =V, Y(,s, X(s,2,x))G(s, X(s,1,x)), P-a.s.,

(5.17) DyZ(z,t,x) =V Z(t,s,X(s,t,x))G(s, X (5,1, x)), P-a.s.
Moreover, for a.a. s € [t, T],
(5.18) Z(s,t,x) =V, Y(s,s,X(s,t,x))G(s, X(s,1,x)), P-a.s.

PROOF. Proposition 5.2 states that for every s € [0, T'] and every direction

h € H the directional derivative process (VY (7, s, x)h, Vi Z(t,s,x)h), T € [s, T]
solves the equation, P-a.s.,

T
VxY(r,s,x)h—i—/ ViZ(o,s,x)hdW,
T
T
= —/ V¥ (o, X(0,5,x),Y(0,s,x), Z(0,5,x))VyX (0,5, x)h do
T

T
_/ vyw(o—’ X(G, s’ 'x)’ Y(Ua Sv-x)v Z(U, S, x))VxY(G, S,.x)h dG
T



PDEs, BSDEs AND CONTROL 1449

T
—/ V. (0, X(0,s,x),Y(0,s,x), Z(0,5,x))VyZ(0,s,x)hdo
T

+Vo(X(T,s,x))ViX(T,s,x)h, Ttels, T]

Given v € B and ¢ € [0, 5], we can replace x by X (s,¢,x) and & by G(s, X (s, ¢,
x))v in this equation, since X (s, t, x) is Fy-measurable. Recalling Proposition 3.8
and taking into account the equalities (5.2) and (5.3) we obtain, P-a.s.,

ViY(7,s, X(s,2,x))G(s, X(s,1,x))v

T
+/ ViZ(o,s, X(s,1,x))G(s, X(s,1,x))vdW,
T
T
= _/ VXW(O—’ X(Ga tv -x)v Y(O—v ta-x)a Z(Gv tax))DSX(av t’-x)v dG
T

T
—/ Vy¥ (o, X(0,t,x),Y(0,t,x), Z(0,t,x)) VY (0,5, X(s,1,x))

x G(s, X(s,1,x))vdo

T
—/ V.Y (o, X(0,t,x),Y(0,t,x), Z(0,1,x))VxZ(0,5, X (5,1, X))
x G(s, X(s,1,x))vdo
+Vo(X(T,1,x))ViX(T,s,X(s,1,x))G(s, X(s,1,x))v, tels, T)

Comparing with (5.7) we conclude that the pairs (DsY (7, ¢, x)v, Dy Z(z,t, x)v)
and

(ViY(z,s, X(s,,x))G(s, X (5,1, x))v, Vi Z(1,5, X (5,1, %x))G(s, X(s,1,x))v)

solve the same backward equation for t € [s, T']. Then the assertion follows from
the uniqueness property (compare Remark 4.4).

Finally, equality (5.18) follows immediately from (5.16) and (5.8). O

PROPOSITION 5.7. Assume Hypotheses 3.1, 4.6 and 5.1. Then the function
u(t,x) =Y(t,t,x) has the following properties:

(i) ueg™'(0,T] x H,R);
(i) there exists C > 0 such that |Veu(t, x)h| < Clh|(1 + x|V for ail
tel0, T, xeH,he H;
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(iii) if, in addition,
sup  [¥(o,x,0,0)] < oo, sup |¢(x)] < o0,
o€l0,T],xeH xeH

then SUP;e[0.7].xeH lu(t, x)| < oo;
(iv) similarly if Hypothesis 4.6(iii) is replaced by (iii-bis) in Remark 4.9 then
|Vyiu(t, x)h| < clh| for a suitable constant c and all x,h € H, t € [0, T].

PROOF. (i) Since Y (t,t,x) is deterministic, we have u(t,x) = EY(t,1, x).
So the map (¢, x) — u(t,x) can be written as a composition letting u(t, x) =
[3(Ta(r, T (2, x))) with

I': [0, T]x H— L;(Q; C([0,T]; R)), i, x)=Y(,t, x),
T: [0, T] x LG (2; C([0, T]; R)) — LP (2 R), Lo, U)=U(),
I'3: LP(Q2;R) — R, ;¢ =E¢.
By Proposition 5.2, I'; € §%!. The inequality
U@ = VS)ler@r = IU@) = U Lr@r) +1U = VI .cqo.m:r)

shows that I'; is continuous; moreover I'; is clearly linear in the second variable.
Finally I'3 is a bounded linear operator. Then the assertion follows from the chain
rule.
(ii) This is an immediate consequence on the estimate in Proposition 5.2:
indeed,
lu(t, x))* =Y, t,x)> =E|Y(t,t,x)]> < sup E|Y(z,1,x)>
Telt,T]

(iii) Since (Y, Z) is a solution of the backward equation, the estimate in Prop-

osition 4.3 yields

T
sup EY(r.t,0)><cE | |¥(o,X(0.,x),0,0)[ do
telt,T] 0

+cE|¢p(X (0,1, x))\2 <c.

(iv) This follows immediately by Remarks 4.9 and 5.3. [
6. Mild solutions of the Kolmogorov nonlinear equation. We denote by
B, (H) the set of measurable functions ¢: H — R with polynomial growth, that

is, such that sup, .z |¢ (x)[(1 + |x]9)~! < oo for some a > 0.
Let X (,t,x), T €[t, T], denote the solution of the stochastic equation

T T
X, :e<f—l>Ax+/ T (o, X(,)do+/ eTTIG (0, Xy) dW,,
t t

where A, F, G, satisfy the assumptions in Hypothesis 3.1. The transition
semigroup P; ; is defined for arbitrary ¢ € 8, (H) by the formula
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P :[¢1(x) =E¢(X (2,1, x)), x€H.

The estimate Esupfe[l’n | X7 <C + |x|)? [see (3.6)] shows that P; ; is well
defined as a linear operator 8, (H) — 8, (H); the semigroup property P; s P ; =
P o, t <s <t,is well known.

Let us denote by £, the generator of P; ;:

L[¢1(x) = I Trace(G (1, )G (1, x)* VZp (x)) + (Ax + F (1, x), Vo (x)),

where V¢ and V3¢ are first and second Giteaux derivatives of ¢ [identified
with elements of H and L(H) respectively]. This definition is formal, since the
domain of .£; is not specified; however, if ¢ is sufficiently regular, the function
v(t, x) = P 7[¢](x), is a classical solution of the backward Kolmogorov equation:

avg£x) +Lilo@ )0 =0, 1€[0.T] xeH,

v(T,x) =¢(x).

We refer to [9] and [41] for a detailed exposition. When ¢ is not regular, the
function v(t, x) = P 7[¢](x) can be considered as a generalized solution of the
backward Kolmogorov equation.

Here we are interested in a generalization of this equation, written formally as

du(t, x) "
o7 + Lu(t, )](x) = w(t, x,u(t,x), G, x)"Vyu(t, x)),
(6.1) tel0,T], xeH,
u(T,x)=¢(x).

We will refer to this equation as the nonlinear Kolmogorov equation. yr: [0, T] x
H xR x E — R is a given function verifying (4.6) and V,u(t, x) is the Gateaux
derivative of u (¢, x) with respect to x: it is identified with an element of H, so that
G(t,x)*Veu(t,x) € B.

Now we define the notion of solution of the nonlinear Kolmogorov equation.
We consider the variation of constants formula for (6.1):

T
u(t,x) = —/t P [Y(t, - u(z,), G(t, )" Vyu(r, )] x) dr
+ P rlel(x), tel0, T], xe H,

(6.2)

and we notice that formula (6.2) is meaningful, provided (¢, -, -, ), u(t,-)
and V,u(t,-) have polynomial growth (and, of course, provided they satisfy
appropriate measurability assumptions). We use this formula as a definition for
the solution of (6.1):

DEFINITION 6.1. We say that a function u: [0, T] x H — R is a mild solution
of the non linear Kolmogorov equation (6.1) if the following conditions hold:
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(i) ueg®([0,T] x H,R);
(ii) there exists C > 0 and d € N such that |V, u(t, x)h| < C|h|(1 + |x|d) for
allte[0, T, xe H,he H;
(iii) equality (6.2) holds.

REMARK 6.1. An equivalent formulation of (6.1) or (6.2) would be the
following: we consider the Géiteaux derivative V,u(¢, x) as an element of E* =
L(E,R) = L,(E,R), we take a function ¥: [0,T] x H x R x Lo(E,R) - R
and we write the equation in the form

du(t, x)

at
The two forms are clearly equivalent provided we identify E* = L,(E, R) with E
by the Riesz isometry. This will be done in the sequel. In particular, although we

keep the notation in (6.1), we will sometimes consider ¥ as a real valued function
defined on [0, T] x H x R x Ly(E&, R), satisfying Hypothesis 4.6 with K = R.

+ Lo[u(t, H)(x) =¥ (t, x,ut, x), Viu(t, x)G(t, x)).

We are now ready to state the main result of this paper.

THEOREM 6.2. Assume that Hypothesis 3.1 holds, and let \, ¢ be functions
satisfying the assumptions in Hypotheses 4.6 (with K = R) and 5.1. Then there
exists a unique mild solution of the nonlinear Kolmogorov equation (6.1).

The solution u is given by the formula

(6.3) u(t,x)=Y(@,t,x),

where (X, Y, Z) is the solution of the backward—forward system (5.1).

If, in addition, sup,c(o 71.xen ¥ (1, x,0,0)| < 00 and ¢ is bounded then u is
also bounded.

Similarly if |Vir| is bounded then |Vyu| is also bounded.

PrROOF (Existence). By Proposition 5.7, the solution u# has the regularity
properties stated in Definition 6.1 and the last two statements of the claim hold.
It remains to verify that equality (6.2) holds. To this end we first fix ¢t € [0, T'] and
x € H. We note that

V(t, - u(z, ), G(t, )" Veu(r, ) =¥ (s, Y(z,7,),G(1, )"V Y (7,7, "))
so that
Py (t, - u(z, ), G(t, )" Vsu(r, )] (x)
=Ey(r, X(r,1,x), Y (v, 7, X(1,1,x)), G(7, X (1,1, x))*
x VY (1,7, X(7,1,x))).

We recall the identity, P-a.s., Y (7,7, X(7,t,x)) = Y(1,t,x) for 7 € [t,T]
[compare (5.3)], and equality (5.18), which can be written in the present notation
as
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Z(t,t,x)=G(z, X (1,1, x))*VxY(r, 7, X (t,1, x)),

(6.4)
P-a.s. fora.a. Tt €[, T].

It follows that

T
/z P [y (2, u(z, ), Gz, ) Vyu(z,))](x) dr
(6.5) r
=IE/ V(t, X(t,1,x),Y(t,1,x), Z(z,t,x)) dr.
t

The backward equation of system (5.1) for T =t is

T
Y(,1,x) +/ Z:dW,
t

= —/T V(t, X(t,1,x),Y(t,1,x), Z(z,t,x)) dt + ¢(X (T, 1, x)).
t

Taking expectation we obtain

T
u(t,x) = —E/ V(t, X(t,1,x),Y(t,1,x), Z(z,t,x)) dt + P 7[$](x).

Comparing with (6.5) gives the required equality (6.2).

(Uniqueness.) Let u be a mild solution. We look for a convenient expression
for the process u(s, X (s, ¢, x)), s € [¢t, T]. By (6.2) and the definition of P; ., for
every s €[t,T]and x € H,

u(s,x) =E[¢(X(T,s,x))]
T
—E [/ V(r, X(t,s,x),u(t, X(z,s,x)),
G(t, X(t,s, x))*qu(r, X(z,s,x))) dt].

Since X(t,s,x) is Fy;-measurable, we can replace the expectation by the
conditional expectation given F;:

u(s,x) =E% [@(X(T,s,x))]— Es [/T V(t, X(t,s,x),u(t, X(1,s,x)),

G(t, X(1,5,%)) " Veu(r, X(z,5,x))) dr]

For the same reason, we can replace x by X (s, ¢, x) and use the equality

X(z,s, X(s,t,x))=X(1,t,x), P-as.fort €[s, T].
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We arrive at

u(s, X(s,t,x))

T
_EF [¢(X(T, 1,x))] — E [/ V(e X (. 1.2), u(t, X (2.1, )),
G(t, X(t,1,%)) " Vyou(r, X (1,1, x))) dr}

—E7 (61 + [ ¥ (e X (0. u(n X (50 0)
t

G(z, X(z,1, x))*qu(r, X(z,t,x)))dr,

where we have defined

T
£=¢(X(T,1,x)) —/t W(t, X(t,1,x),u(t, X(z,t, %)), G(z, X(z,1,x))"

xVyu(t, X(t,t,x))) dr.

We note that E¥1[£] = EFu(s, X (s, 1, x)) = u(z, x). Since £ € L>(Q; R) is Fr-
measurable, by the representation theorem recalled in Proposition 4.1, there
exists Z € L%(Q2 x [t,T]; L2(8,R)) such that EF[£] = [ Z, dW, + u(t, x).
We conclude that the process u(s, X(s,t,x)), s € [¢,T] is a (real) continuous
semimartingale with canonical decomposition

S ~
u(s,X(s,t,x)):/ Z:dW; +ul(t, x)
!

(6.6) +/S1p(r,X(t,t,x),u(t,X(T,t,X)),
t

G(t, X(t,1, x))*qu(t, X(z,t,x)))dr,

into its continuous martingale part and continuous finite variation part. Let {e;}

denote a basis of the space & and consider the standard real Wiener process
W! = for (ei,dWy), T > 0. Now we need the following lemma:

LEMMA 6.3.  For every i, the joint quadratic variation process of u(s, X (s,
t,x))and Wi, s e[t,T],is

(6.7) /; Veu(r, X (r.1,0))G(r. X (r.t,))e; dT.  se[t,T].

We assume the lemma for the moment. Taking into account the canonical
decomposition (6.6), we note that the process (6.7) can also be obtained as the joint
quadratic variation process between W;', s € [t, T], and the process fls Z aw..
This yields the identity
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/S Veu(r, X (7,1, )G(r, X (7,1, x))e; dt =/‘Y<Z,,ei> dr, seltTl.
t t

Therefore, for a.a. t € [¢, T], we have, P-a.s.,
vx”(fa X(Tv ta -x))G(ta X(Tv ta -x))ei == (zfv ei)a

for every i. Identifying V,u (¢, x) with an element of E, we conclude that for a.a.
Telt,T],

G(t, X(t,1,x)) " Vou(r, X (z,1, %)) = Z;.

Substituting into (6.6) we obtain

u(s, X(s,t,x)) = /S G(t, X(t,1,%)) " Veu(r, X (z,t,x)) dWy + u(t, x)

(6.8) +/Sw(t,X(r,t,x),u(t,X(T,t,X)),
t

G(t, X(t,1, x))*qu(t, X(z,t,x)))dr,
fors € [t, T]. Since u(T, X(T,t,x)) = ¢ (X(T,t,x)), we also have

T
u(s,X(s,t,x))—l—/ G(‘r,X(t,t,x))*qu(t,X(‘r,t,x)) dw,

T
=¢(X(T,t,x))—/ V(t, X(z,t,x),u(zr, X(1,1,x)),

G(t, X(t,1,%)) " Vyu(r, X (1,1, x))) dr,

for s € [t, T]. Comparing with the backward equation in (5.1) we note that the
pairs

(Y(s,1,x), Z(s,t,x))
and
(u(s, X(s,1,x)),G(s, X (s, t,x))*qu(s, X(s,1,x))), selt,T],
solve the same equation. By uniqueness, we have in particular Y (s,,x) =

u(s, X(s,t,x)),s €[t, T]. Setting s =t we obtain Y (¢, ¢, x) = u(t,x). U

It remains to prove Lemma 6.3. We need to introduce the following class of
processes.

DEFINITION 6.2. Let {¢;} be a basis of E. We say that a process g belongs
to the class L. if g € C» ([0, T]; L*(©2,R)) NL"2(R) and for every i there exists
a version of Dgq such that the map (7, s) — D;q.e;, definedfort <s <t <T,is
continuous (hence uniformly continuous and bounded) with values in L2(Q,R).
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For g € L., we define

D:quei = lim Dyq-e;,
’ Tls
in the norm of LZ(Q; R).

This definition is modeled after [33], Definition 7.2. Note that we need only
consider adapted processes, so that in particular Dyq, =0, P-a.s. fora.a. s > 7.

The following result can be proved as an easy adaptation of Theorem 7.6 in
[33], taking into account the extensions to the case of infinite-dimensional Wiener
process W in [20], Définition 5.2 and Théoréme 5.3, so we omit the proof. Recall
that we set W! = [ (e;, dW,), T > 0.

LEMMA 6.4.  If q € L. then, for every i, the joint quadratic variation process
of gr and W[, T €[0,T], is

T
(6.9) / D gye; ds, t€[0,T].
0

Now we can prove Lemma 6.3. We define g, = u(t, X(z,t,x)) for r € [¢, T']
and g, = u(t, x) for T € [0, ). Since X € L';(2; C([0,T]; H)) for every r > 2,
u is continuous and u(¢, -) has polynomial growth (uniformly in 7), it is easily
proved that g € C» ([0, T']; L?(2; R)). Next, since u € 90*1([0, T] x H,R), by
the chain rule stated in Lemma 3.4(i) we have ¢, € ]D)ll(;cz(R) fora.a. 7 € [t, T] and

Dsqr = Vyu(zr, X(t,1,x))Ds X (1,1, x), P-a.s. for a.a. s.

Next we have, for some constant c,
T 2
/O|DSCIT|L2(5,R)dS
T 2
= | |Viu(r, X(z,1,x))Ds X (7,1, x)]Lz(E’R) ds
t
<c(1+1]X 2y [*1p,x 2 d
_C( +1X(z,1,x)| ) | Dy (‘L’,l‘,x}|L2(E’H) s
!
<c(l+[X(r.t,.x)*)

T
x/ (t —s)_zy[ sup (o —s)2V|DSX(<7,t,x)|%2(E’H)] ds
t o€ls,T]

T 1/p
<c(1+X(z, z,x)|2d)(/ (t — s)—ZW’)
t

T , 9, 1/p'
x(/ [ sup (o — s)2yP |Ds X (o, fvx)|LZ(s,H)] ds)
t oels,T]
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where p > 1 is so small that 2yp < 1 and p’ := p/(p — 1). Taking expectation
and using the Holder inequality we obtain

T
2 2d
E/O | Dy | ds§c<1+|X(,t,x)|L§§1p(Q;C([O’T];H))>

T , , 1/p
X </ IE[ sup (o — 5)21’17 |D; X (o, t,x)|i’;(E’H)} ds) .
t o€ls,T]

From (3.11) it follows that £ fOT |Dsq- |2 ds < ¢ for some constant ¢ independent
of 7; by Lemma 3.4(iii) we have g, € D'2(R) and we even conclude that q €
LL2(R). By Proposition 3.5(iv), the map (s, t) — D;Xe;, defined for 1 < s <
T < T, is continuous (hence uniformly continuous and bounded) with values in
L?(2; H), for every p > 2. Using the strong continuity and polynomial growth of
V,u it is easy to conclude that Dge; has the properties stated in Definition 6.2 and
taking the limit as 7 | s,

D gsei = Vyiu(s, X(s,t,x))G(s, X(s,t,x))ei,

for a.a. s € [t, T]. Clearly, D;rqsei =0 for a.a. s € [0, ¢], by the definition of g.
Now the equality (6.7) follows from an application of Lemma 6.4.

7. Application to optimal control. We wish to apply the previous results
to perform the synthesis of the optimal control for a general nonlinear control
system. We will show (see Example 7.3.1) that the generality of the model that
our approach allows (particularly in the direction of the degeneracy of the noise)
is essential to treat models of great importance in mathematical finance.

To be able to use nonsmooth feedbacks we settle the problem in the framework
of weak control problems (see [12]).

Again H, B, U denote Hilbert spaces. Fixed typ > 0 and xg € H an admissible
control system (a.c.s.) is given by (2, &, F;, P, Wy, u) where:

(€2, &, P) is a probability space,

{F::t = 0} is a filtration in it, satisfying the usual conditions,

{W;:t > 0} is a cylindrical P-Wiener process with values in E and adapted to
the filtration {F;},

u e Lg)(Q X [tg, T]; U) satisfies the constraint: u(¢) € U, P-a.s. for a.a. t €

[to, T'], where U is a fixed bounded subset of U.

To each a.c.s. we associate the mild solution X* € C»([to, T1; L*(2; H)) of the
state equation

dX!=(AX!+F(t, X))+ G, XHR(x, XHu(z))dt

(7.1) +G(t, X)) dWy, T €ty T,
Xl() :x() € H,
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and the cost
T
(7.2) J(to,xo,u)=E/ g(o, X4, u(o))do + E¢(X4).
0]

Our purpose is to minimize the functional J over all a.c.s. Notice the occurrence
of the operator G in the control term: this special structure of the state equation is
imposed by our techniques and seems to be essential in different contexts as well
(see [15]). On the contrary the presence of the operator R allows more generality.

We define in a classical way the Hamiltonian function relative to the above
problem: forallz € [0,T],x e H, pe U,

(7.3) Yolt, x, p) =inf{g(t,x,u) + (p,u):u € U}.

We make the following assumption.

HYPOTHESIS 7.1. The following hold:

. A, F and G verify Hypothesis 3.1.

2. R:[0,T]x H— L(U, E) enjoys the following: R*z is measurable [0, T1 x H
— U foreveryz € E; R*(t, -)z belongs to gl(H, U) foreveryt €[0,T],z € E;
finally |R(t,x)|pz,uy < L and |Vy(R(t,x)*2)h| < L|z||h| for a suitable
constant L >0andallt €[0,T],z€e E,x,he H.

3. g€ C([0,T]x HxU; R)ywith |g(o, x,u)| < L(14+|x|") for suitable constants
L>0,m>0andallt€[0,T],xe H,ucU.

4. ¢ satisfies Hypothesis 5.1.

5. Yo: [0,T] x H x U — R is a measurable map; moreover for every t €
[0,T), Yo(t,-,-) belongs to §%L1([0,T] x H x U,R) with |(t,0,0)]
<L, |Vpvo(t, x, p)v| < Llv|, [Vx¥o(z, x, p)h| < LIA|(1 + [pD(1 + [x[™) for
suitable constants L >0, m >0andallt € [0,T],x,h € H and p,v e U.

6. Forallt €[0,T], x € Hand p € U there exists a unique I'(t, x, p) € U that

realizes the minimum in (7.3). Namely

g(t,x,T(t,x, p)) + (p, Tt x, p)) =Yo(t, x, p).
Moreover,I' e C([0, T] x H x U; U).

—

Finally, we define
U(t,x,2) =—vo(t, x, R(t,x)*z), t€[0,T],.xeH,z€E.

EXAMPLE 7.1.1. If U is the ball {v € U:|v| < r} for some fixed r > 0,
and g(t, x,u) = go(lu|*) + g1(t,x) with go € C}(RT; R") convex, g} (0) > 0,
a>1,g €4%(0, T] x H,R) with |g1(t,0)| < L and |V, g (¢, x)h| < L|h|(1 +
|x|™) for suitable constants L > 0, m > 0 and all t € [0,T], x,h € H then
Hypothesis 7.1 holds. Moreover (¢, x, p) is Fréchet differentiable with respect
to pand I'(z, x, p) = V3 (¢, x, p) turns out to be a function of p only.
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Notice that, identifying E with L,(E&,R), the function ¢: [0,T] x H X
L,(E,R) — R verifies Hypothesis 4.6 with K = R. Therefore by Theorem 6.2 the
Hamilton—Jacobi—Bellman equation relative to the above stated problem, namely,

dv(t, x)

; + L [v(t, )1(x)
=y (t, x, v(t, x), G, x)"Vyv(t, x)), tel0,T], x e H,
(T, x) =¢(x),

admits a unique mild solution.
We are in a position to prove the main result of this section:

(7.4)

THEOREM 7.2. Assume Hypothesis 7.1. For all a.c.s. we have J (ty, xo, u) >
v(ty, x0) and the equality holds if and only if the following feedback law is verified
by u and X":

u(o) =T'(o, X5, R(0, X5)*G (0, X5)*Vyv(o, Xg)),

(7.3) P-a.s. fora.a. o € [ty, T].

Finally there exists at least an a.c.s. for which (7.5) holds. In such a system the
closed loop equation
dX,;=AX,dt
+G(t, X:)R(t, X)T'(v, X7, R(t, X1)*G (7, X1)*Vyv(t, X¢)) dT
+ F(1,X;)dt +G(t, X;) dWy, T €t T1,
Y,O =x0€ H,

(7.6)

admits a solutign and if (o) =T'(0, X5, R(0, X5)*G(0, X5)*Vv(0, Xo)) then
the couple (u, X) is optimal for the control problem.

PRrROOF. For all a.c.s., setting u(s) = 0 for s < #p, the Girsanov theorem
ensures that there exists a probability measure [P on €2 such that

—_ t
W, =W, —i—/ R(o, Xy)u(o)do
0
is a P-wiener process (notice that u is bounded, since it takes values in U).

Relatively to w equation (7.1) can be rewritten

dX"=AX"dt + F(t,X")dt + G(v, X) dW,,  te€lty, T],

7D X, =x0 € H.

The process X* turns out to be adapted to the filtration (F) generated by W and
completed in the usual way. In the space (2, &, {F;}, IP), for arbitrary ¢, x, we can
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consider the system of forward—backward equations

~ T ~
X(t,t,x) =04y +/ " (0, X (0,1, x)) do
t

T ~ ~
—i—/ e(f_“)AG(a,X(G,t,x)) dW,,
t
(7.8) B T _
Y(t,t,x) —i—/ Z(o,t,x)dW,
T

=— /T ¥ (o, X(0,1,x), Z(0,t,x))do + (X (T, 1, x)).

We notice that X (0,19, x0) = X2. Writing the backward equation in (7.8) for
t = tg, x = xo and with respect to the original process W we get

~ T _
Y(T,to,XQ)+/ Z(o, ty, x0) dWy
T

T ~ ~
(7.9) —/ [V (o, X2, Z(0, 1y, X0)) + Z(0, ty, X0) R(0, X u(o)]|do

+¢(X7).

Now we identify L,(E,R) with E (and V,v with an element of H) and we
recall equalities (6.3) and (6.4) which can be written in the present notation as

Y (10, 10, x0) = v(to, X0),
Z(z, 1o, x0) = G(t, X (2, 0, x0)) " Vav (7, X (1, 10, x0)) = G (z, X“)*V, (T, X1).

Taking expectation with respect to the original probability P in (7.9) and taking
into account the definition of i we obtain

T
E¢(X7) —v(to,x0) = —E | o(o, X4, R(0, X3)*G (0, X3)*Vyv(o, X)) do
0]
T
+E (R(o, X2)*G (0, X4)*Vyv(o, X4), u(o))do.

0]

Adding and subtracting E f,g g(o, X%, u(o)) do we conclude

J (2o, x0, u) = v(to, x0)
T
(7.10) +E t [—vo(o, X4, R(o, X2)*G (0, X4)*V,v(o, X2))
. 0

+(R(o, X4)*G (0, X4)*Vyv(o, X¥), u(o))
+g(o, X%, u(0))] do.

The above equality is known as the fundamental relation and immediately implies
that v(tg, xo) < J (9, X0, u) and that the equality holds if and only if (7.5) holds.
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Finally the existence of a weak solution to equation (7.6) is again a consequence
of the Girsanov theorem. Namely let X € Co([f9, T1; L?(Q2; H)) be the mild
solution of

{dX, =AX;dt+ F(r,X)dt +G(t, X;)d Wy,
Xl‘() = X0,

and let P be the probability on €2 under which
o t
W= = [ R@ X)T(0. Xo. R0 X0)"G(0, X ) "Viv(0, X)) dor + W,
0

is a Wiener process (notice that I' is bounded, since it takes values in U). Then X
is the mild solution of equation (7.6) relatively to the probability P and the Wiener
process W. [

REMARK 7.3. Assume Hypothesis 7.1 and, in addition, that the following
hold:

(1) |V (t, x, p)h| < L|h| for a suitable constant L and all t € [0, T], x, h €
Hand p e U;
(i) supyejo, 71 xen |G X)|LE 1) < 00;
(i) I'(¢,-,-): H x U — U and V,v(t,:): H — H are globally Lipschitz,
uniformly with respectto ¢ € [0, T].

Notice that for (i) to hold it is sufficient that R is independent of x and |V ¥|
is uniformly bounded. Moreover, by the last statement in Theorem 6.2, (i) implies
that |V, v| is uniformly bounded.

Now let (2, &, P) be a fixed in advance probability space with a given filtration
{F:: t > 0} satisfying the usual conditions, and let W be a given cylindrical P-
Wiener process in E, adapted to {¥;}. Then equation (7.6) admits a unique mild
solution X € Co([t9, T1; L*>(2; H)), since it has globally Lipschitz coefficients.
Therefore the control

(o) =T(0,Xo, R(0, Xs)*G(0, X5)*Vyv(0, Xy))

is the unique optimal control for the control problem in the strong formulation,
namely J(f, xo, u) = inf J (#y, xo, #) where the infimum is taken over all u €
Lﬁ)(Q X [to, T]; U) satisfying u(t) € U, P-a.s. for a.a. t € [tp, T'].

In the following example we show that our results can be applied to a
model of great interest in mathematical finance, where absence of nondegeneracy
assumptions reveals to be essential. A similar problem is studied in [15] by analytic
techniques; in that paper, however, weak nondegeneracy assumptions have still to
be required.
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EXAMPLE 7.3.1. We consider the so called Musiela parameterization of the
Heath—Jarrow—Morton model for the forward rate curve f of a zero coupon
bond: see [31]; here we follow [42], where an infinite-dimensional formulation
is introduced. f(¢,&),t > 0, £ > 0, is a real valued process satisfying

of d ¢
@6 = 3500+ Y o6 /0.6) /0 o;(n. f(t.m))dn ) dt
j=1

d
+ o€ £(1.8) dB;(0).
j=1

where p > 0 is a given parameter and L%(O, +00) is the space of measurable
functions on [0, +00) such that f0+°° e PEx2(£)dE < 400, endowed with the

natural norm. oj, j = 1,...,d, are given functions R* x R — R, continuous,
bounded and differentiable in the second variable with uniformly bounded
derivative. Finally, B;, j =1, ..., d, are independent real Wiener processes. In the

above equation the state space L%(O, +o00) is infinite dimensional while the noise
is finite dimensional. Consequently the associated Kolmogorov and Hamilton—
Jacobi—Bellman equations are highly degenerate.

By our general results we can treat for instance the control problem for the
forward rate given by the state equation

dy
o€

d
+Zoj(s,y<r,@)f

j=1 0

d
diy(t,§) = ( (t,8) + Zﬁj(é,y(t,é))uj(t,é)
j=1

£
aj(n, y, n))dn> dt

d
+3 05, v(1.£) dB; (),

j=1
Y6, E)=x(@),  xeL;(0,+00),

and the nonlinear cost

T
T =E [ go(u(s)|%) ds
T p+4oo
—HE/[/O e_pggl(s,y(s,é))déds

400
+E /0 e~ PEp(y(T. £)) d,
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that we wish to minimize over all controls u = (uq, ..., uy) € L:%)([t, T1 x € RY)
satisfying the constraint |u(s)|ge <r, P-a.s., for afixedr >0 anda.a. s € [, T].
We assume that gg € C!(RT; R™) is convex with g{(0) > 0 and ¢ (), g1(t, ),
y € R, t > 0 are continuous real functions differentiable with respect to y with
bounded and continuous first derivative. o > 1 is a given constant.

The above problem falls under the scope of the general results proved in
this section letting U = & = R? and W; = (B1(1), ..., Ba(1)), t = 0. We also
define H = LI%(O, +00) and e’4 the shift operators: (e!4x)(&) =x(t + &), x € H,
t, & > 0. Next we define coefficients G and F,

d
G(ywE) =Y vjoj(E y®), veR?
j=1
d

F(y)() =Z . y(®)) / o; (0. y() dn.

and we take R to be the 1dent1ty operator. Finally, the functions ¢, g; give
rise to the Nemytskii operators H — H, x(-) — ¢(x(-)), and [0, T] x H — H,
(t,x(-)) = g1(t, x(-)); notice that they belong to the required classes § of Gateaux
differentiable functions even if they are not Fréchet differentiable on H.

Then Theorem 7.2 can be applied and we obtain a characterization of the
optimal control by a feedback law.
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