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#### Abstract

A class of nonlinear filters is introduced, which is based on the rank estimates ( $R$-estimates) of location parameters in statistical theory. We show first how moving-window rank filters ( $R$-filters) can be defined starting from rank estimates of location. These filters utilize the relative ranks of the observations in each window to produce an out put value. A special class of rank filters produces outputs which are medians of selected pairwise averages of observations inside each window. The Wilcoxon filter is one simple example of such an $R$-filter. The concept of rank Winsorization allows a limiting of the influence of larger rank observations. We extend the idea of rank Winsorization to that of averaging only observations which lie within small temporal neighborhoods. This leads to a definition of the class of generalized Wilcoxon (GW) filters, which are parametrized by three parameters, namely, the degrees of temporal and rank Winsorization and the degree of averaging. The GW filters can be defined to have desirable characteristics of edge preservation, detail retention, and impulse rejection, in addition to the property of Gaussian noise smoothing. Performance characteristics of these filters are considered through anal$y$ sis and simulations with one-dimensional signals. The filters considered here together with recent results on $L$ - and $M$-filters show that all three well-known classes of robust location estimates, the $L_{\text {- }}$, $M$-, and $R$-estimates, can be applied to nonlinear smoothing of signals.


## I. Introduction

LINEAR filters have been widely used for successfully suppressing additive Gaussian noise in noisy sequences composed of desired signals and noise in many digital signal processing schemes. One of the advantages of linear filters is that efficient FFT algorithms may be exploited to reduce the computation time required for the processing; a wide variety of other efficient and practical hardware implementations are also available for linear filters. It is, however, well known that linear filters, which are best for reducing additive Gaussian noise in a noisy data sequence, give poor performance characteristics in certain situations of practical interest. For example, they smear out any edges in an image, and they are also very poor in suppressing impulsive noise with heavy-tailed probability density function. In these circumstances, nonlinear and/or adaptive techniques need to be employed to
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obtain a reasonable recovered version of the desired signal.
In order to overcome these disadvantages of linear filters and to get better performance in such cases, nonlinear techniques have been proposed and shown to be very effective in such situations [1]-[9]. Median filters, whose outputs are defined as medians of the input values in neighborhoods around each point of the discrete-time noisy signal, for example, have strongly nonlinear characteristics, being able to reject quite effectively impulsive noise components while preserving edges in the original signal. These two properties of the median filter have been widely recognized and exploited, and median filters have been rather thoroughly investigated. Examples of applications of median filters can be found in nonlinear speech processing and image processing [10]. [11]. Their deterministic as well as statistical properties have also been investigated in [12] and [13]. Efficient realizations for real-time median filtering and VLSI implementations of median filters have been considered [14].
Since the degree of noise smoothing obtainable by a median filter can be influenced only by the processing window size, however, a median filter does not in general allow the user a sufficient degree of control over its characteristics [4]. Furthermore, median filters do not have the averaging operation that is particularly appropriate in reducing additive Gaussian noise components in noisy data; thus, they may perform poorly in Gaussian noise. Therefore, for a better overall performance when the signal has both edges and details and the noise has both Gaussian and impulsive components, it is, in general, highly desirable to implement a filtering scheme with an algorithm that has both nonlinear and linear (averaging) characteristics which can be casily influenced by a set of parameters.
A variety of such techniques, including robust estimation techniques from statistical theory [15]-[18], have quite recently been exploited in the digital signal processing area for this purpose. Cascades of median and linear filters, the order-statistic or $L$-filters [3], [4], the $M$-filters [4], the $k$-nearest neighbor (KNN) filters [1], the symmetric nearest neighbor (SNN) mean filters, the symmetric nearest neighbor (SNN) median filters [2], and the linear median hybrid (LMH) filters [6] are typical examples of such techniques. It has also been shown that nonlinear
techniques which inherently employ both linear and nonlinear operations (e.g., $M$-filters and $L$-filters) allow the user a useful degree of control over the filter characteristics through a set of variable parameters that may be set a priori or adaptively by an appropriate algorithm, allowing better overall performance than median filters [4], [13].

It is noteworthy that, among the filters mentioned above for restoring desired signals from noisy observations, the $L$ - and $M$-filters are based on classes of robust estimates, the $L$ - and $M$-estimates, respectively. Since these two classes of robust estimates from statistical theory have successfully been exploited in the area of digital signal processing, it is quite natural to seek similar applications of the third major class of robust estimates, the rank estimates ( $R$-estimates), of statistical theory. As an example of the general class of $R$-filters, a filter may be based on the Wilcoxon statistic which is commonly used in nonparametric statistics. The Wilcoxon filter selects the median of averages of pairs of values (Walsh averages) in each filter window, and thus can be regarded as a generalization of the median filter with an average operation incorporated. Crinon [19] applied the Wilcoxon filter to recover nonstationary signals corrupted with Gaussian noise. It was shown that although the Wilcoxon filter is robust, it smears out the sharp signal transitions. Fast algorithms to compute the Wilcoxon filter output have also been developed in both one-dimensional [19] and two-dimensional [20] filtering applications.

In this paper, a new class of nonlinear discrete-time filters for edge preservation, detail retention, and Gaussian and impulsive noise reduction is considered as an application of a class of rank estimates in signal processing. We introduce what will be called the generalized Wilcoxon (GW) filters which are improved versions of the Wilcoxon filter. These filters use both the temporal and rank information of the input signal within a window to produce the output. They will have, in general, better performance characteristics than the mean, median, and Wilcoxon filters. These performance characteristics can be influenced by a set of parameters that can be chosen or varied adaptively, a feature which is common to $L$ - and $M$-filters also. In addition, the design of the GW filters will be independent of the input signal variance.

This paper is organized as follows. In Section II, a general class of $R$-filters based on both one- and two-sample rank tests is described along with the basic rationale for their expected usefulness. Some properties of the Wilcoxon and Normal Scores filters and their Winsorized versions are also discussed. The GW filters are then considered in Section III as extensions and improvements of the simple Wilcoxon filter, and their properties are discussed. Two dual classes of nonlinear filters are also defined which include among them most of the interesting nonlinear filters which have been considered in the past. Section IV is devoted to performance analysis and comparisons of the GW filters and other filters through computer simulations.

## II. The $R$-Filters

One special form of finite impulse response (FIR) linear filtering is obtained when the outputs are running means of the input sequence, computed in processing windows of size $N$. As we have noted in the previous section, the median filter may be viewed as its more robust counterpart which is quite effective in impulsive environments but which is not as good for additive Gaussian noise smoothing. The concept of robustness is particularly appropriate in signal processing when the noise has impulsive components, since robustness implies insensitivity to a slight deviation, such as that caused by a small number of impulses, from a nominal assumption (usually of Gaussian noise). Such a robust scheme is also effective for edge preservation since near the start or the end of an edge the data in a window of size $N$ appears to contain a few impulses. These properties can also be found in the $L$ - and $M$-filters, which are based on the $L$ - and $M$-estimates, respectively, of statistical theory. Let us denote by $Y$ the output of a filter based on a set of $N$ observations ( $X_{1}, X_{2}, \cdots, X_{N}$ ). The output of an $L$-filter is defined to be some linear combination of ordered observations [3]. [4]. That is, we have $Y=\Sigma_{i=1}^{N} \beta_{i} X_{(i)}$ where $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}\right.$, $\cdots, \beta_{N}$ ) is a set of coefficients and $X_{(i)}$ is the $i$ th smallest observation in the set $\left(X_{1}, X_{2}, \cdots, X_{N}\right)$. For example. choosing $\boldsymbol{\beta}=(1,1, \cdots, 1)$ gives us the sample mean filter and $\boldsymbol{\beta}=(0, \cdots, 0,1,0, \cdots, 0)$ gives us the median filter ( for odd $N$ ). The output of an $M$-filter, on the other hand, is defined to be the value of $Y$ that satisfies $\sum_{i=1}^{N} \psi\left(X_{i}-Y\right)=0$ where $\psi(\cdot)$ is an odd function [4]. The $M$-filter reduces to the sample mean filter if $\psi(x)=$ $x$ and to the median filter as $\psi(x) \rightarrow \operatorname{sgn}(x)$.

The essence of the operation of an $R$-filter is that more importance is placed on ranks of the data in forming the output for each window; the output of the $R$-filter is determined using the relative ranks of the data in each processing window at any time index. Thus, extreme values such as those produced by impulsive components can be made to have much less of an effect on the output than would be the case in linear filters. For example, the sequence $\{2.1,3.2,4.3,5.9,0.9\}$ will appear to be the same as the sequence $\{2.1,3.2,4.3,59.0,0.9\}$ to a properly designed $R$-filter, because both sequences have the rank vector $\{2,3,4,5,1\}$. Furthermore, when the processing window is located near the start or the end of an edge, the edge appears to produce a few impulsive components, and therefore the $R$-filter, in general, does not smear an edge as much as a linear filter. These observations of insensitivity of $R$-filters to impulses can also be made for $L$ - and $M$-filters. In fact, the $L$-filter also explicitly uses rank information in weighting data values.

Let us consider a vector $\boldsymbol{X}$ of $N$ observations ( $X_{1}, X_{2}$, $\cdots, X_{N}$ ) governed by cumulative distribution function (cdf) $F(x-\theta)$ and assume that the probability density is symmetric about the location parameter $\theta$. We will denote the ordered observations by $X_{(1)}, X_{(2)}, \cdots, X_{(N)}$ with
$X_{(1)} \leq X_{(2)} \leq \cdots \leq X_{(N)}$. In general, the rank estimate of $\theta$ is defined from rank tests for $\theta=0$ versus the alternative $\theta>0$. In this section, we will present rank estimators based on both the one- and two-sample rank tests for location. We will, however, restrict our attention to filters based only on the one-sample rank tests.

## A. One-Sample Rank Filters

A general one-sample rank test of location for testing $H: \theta=0$ versus $\bar{H}: \theta>0$ is given by ${ }^{1}$

$$
\phi(X)= \begin{cases}1 & T>c  \tag{2.1}\\ 0 & T \leq c\end{cases}
$$

where $\phi(\boldsymbol{X})$ is a test function and $T$ is a test statistic. Here the test statistic $T$ depends on the ranks of the observations. The constant $c$ determines the rejection region of $H$ and is found for some prescribed type-I error $\alpha$, which is

$$
\begin{equation*}
E_{\theta=0}[\phi(X)]=P[T>c \mid H]=\alpha \tag{2.2}
\end{equation*}
$$

where $0 \leq \alpha<1$. In particular, the test statistic $T$ is given by [17]

$$
\begin{equation*}
T=\sum_{i=1}^{N} a\left\lceil\frac{R\left(\left|X_{i}\right|\right)}{N+1}\right\rceil u\left(X_{i}\right) \tag{2.3}
\end{equation*}
$$

where $R\left(\left|X_{i}\right|\right)=R_{i}$ is the rank of the ith absolute value $\left|X_{i}\right|$ in the set of absolute values $\left\{\left|X_{1}\right|,\left|X_{2}\right|, \cdots\right.$, $\left.\left|X_{N}\right|\right\}$, the score function $a(\cdot)$ is a nondecreasing weighting function defined on $(0,1)$, and $u(\cdot)$ is the unit step function. This statistic is called the one-sample signed rank statistic. In order to compute the value of $T$ for a given set of observations, we need only $N$ uniformly spaced score values of the score function. These $N$ scores will be denoted by $a_{i}$ where $a_{i}=a[i /(N+1)], i=1$, $2, \cdots, N$, and $a_{0} \equiv 0$. The test statistic $T$ given by (2.3) is a reasonable statistic for testing $H$ versus $\bar{H}$, because under $H$ any of the ranks $R_{i}$ can correspond to either positive or negative observations with equal probability. It is easy to see that the distribution of $T$ under $H$ is symmetric about $\Sigma_{i=1}^{N} a_{i} / 2$. Under the alternative $\bar{H}$, however, the cdf of any observed sample is translated to the right by amount $\theta$. Hence, larger ranks that correspond to positive observations occur with higher probability than those corresponding to negative observations. This leads to a larger value for $T$ and the null hypothesis is rejected.

For estimation purposes, the observations are assumed to be governed by a symmetric probability density function with location parameter $\theta$, which is the parameter to be estimated. To estimate $\theta$, we modify (2.3) to define a

[^0]quantity $T(\theta)$ given by
\[

$$
\begin{equation*}
T(\theta)=\sum_{i=1}^{N} a\left[\frac{R\left(\left|X_{i}-\theta\right|\right)}{N+1}\right] u\left(X_{i}-\theta\right) \tag{2.4}
\end{equation*}
$$

\]

where $R\left(\left|X_{i}-\theta\right|\right)=R_{i}(\theta)$ is the rank of the $i$ th absolute shifted value $\left|X_{i}-\theta\right|$ in the set $\left\{\left|X_{1}-\theta\right|,\left|X_{2}-\theta\right|\right.$, $\left.\cdots,\left|X_{N}-\theta\right|\right\}$. Note that the distribution of $T(\theta)$ is symmetric about $\sum_{i=1}^{N} a_{i} / 2$. We now define the estimate $\hat{\theta}$ of the unknown location $\theta$ as that value for which the statistic $T(\hat{\theta})$ takes on the center value of the distribution of $T(\theta)$. In other words, $\hat{\theta}$ is the solution of the implicit equation

$$
\begin{equation*}
T(\hat{\theta})=\sum_{i=1}^{N} \frac{a_{i}}{2} \tag{2.5}
\end{equation*}
$$

The equality may not be always achievable due to the discrete nature of $T(\hat{\theta})$. Hence, $\hat{\theta}$ is in practice taken to be the value of $\theta$ for which $T(\hat{\theta})$ is closest to $\Sigma_{i=1}^{N} a_{i} / 2$. The location estimate defined by (2.5) is known as the Hodges-Lehmann estimate [21] of the location $\theta$.

A useful alternative expression of $T(\theta)$ is available [22] in terms of the difference of adjacent scores. This is

$$
\begin{equation*}
T(\theta)=\sum_{i=1}^{N} \sum_{\substack{j=1 \\ i \leq j}}^{N}\left(a_{j-i+1}-a_{j-i}\right) u\left(W_{(i j)}-\theta\right) \tag{2.6}
\end{equation*}
$$

Here the ordered Walsh average $W_{(i j)}$ is defined as the average $\left(X_{(i)}+X_{(j)}\right) / 2$ of the ordered observations $X_{(i)}$ and $X_{(j)}$. We will also use the notation $W_{i j}$ to mean the pairwise Walsh average $\left(X_{i}+X_{j}\right) / 2$. As a special case, consider a set of scores $\left\{a_{1}, a_{2}, \cdots, a_{N}\right\}$ for which the steps $a_{j-i+1}-a_{j-i}=C$ or zero, where $C$ is a positive constant. Then the estimate $\hat{\theta}$ based on the signed rank quantity $T(\theta)$ is given by

$$
\begin{equation*}
\hat{\theta}=\operatorname{median}\left\{W_{(i j)}:(i, j) \in S\right\} \tag{2.7}
\end{equation*}
$$

where the set $S$ is defined by

$$
\begin{equation*}
S=\left\{(i, j): a_{j-i+1}-a_{j-i}=C, \quad 1 \leq i \leq j \leq N\right\} \tag{2.8}
\end{equation*}
$$

The condition that the difference of the two adjacent scores must either be constant or zero implies that the score function is either piecewise linearly increasing with slope $C$ or piecewise constant. The Hodges-Lehmann estimate, in this case, assumes a very simple form given in (2.7). Note also that (2.7) represents a generalization of median filters with an inherent averaging operation, a property which has been one of our objectives to obtain as a desirable one.

Before we proceed further in discussing the $R$-estimates, let us briefly consider the relationships between the three common classes of robust estimates. In order to see the similarities between $L$ - and $R$-estimates, let us substitute for the unit step function $u(\cdot)$ an equivalent
signum function in (2.6) to get

$$
\begin{align*}
T(\theta)= & \sum_{\substack{i-1 \\
i \leq j}}^{N} \sum_{j=1}^{N}\left(a_{j-i+1}-a_{j-i}\right) \\
& \cdot\left\{\operatorname{sgn}\left(W_{(i j)}-\theta\right)+1\right\} / 2 . \tag{2.9}
\end{align*}
$$

The location estimate $\hat{\theta}$ is the solution of

$$
\begin{align*}
& \sum_{\substack{i=1 \\
i \leq i}}^{N} \sum_{i=1}^{N}\left(a_{j-i+1}-a_{j-i}\right)\left\{\operatorname{sgn}\left(W_{(i j)}-\hat{\theta}\right)+1\right\} / 2 \\
& \quad=\sum_{i=1}^{N} a_{i} / 2 \tag{2.10}
\end{align*}
$$

Simplifying (2.10) we get

$$
\begin{equation*}
\sum_{i=1}^{N} \sum_{j=1}^{N}\left(a_{j-i+1}-a_{j-i}\right) \operatorname{sgn}\left(W_{(i j)}-\hat{\theta}\right)=0 \tag{2.11}
\end{equation*}
$$

Now if we replace the signum function with a linear function, it is easy to see that the location estimate $\hat{\theta}=\hat{\theta}_{l}$. is given by

$$
\begin{equation*}
\hat{\theta}_{L}=\sum_{i=1}^{N} \beta_{i} X_{(i)} \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{i}=\frac{a_{i}+a_{N-i+1}}{2 \sum_{i=1}^{N} a_{i}} . \tag{2.13}
\end{equation*}
$$

Note that $\hat{\theta}_{L}$ satisfies an unbiasedness condition since $\beta_{i}$ $=\beta_{N-i+1}$, and $\Sigma_{i=1}^{N} \beta_{i}=1$. The $R$-estimate resulting from (2.4) or (2.5) may be considered as a restricted $L$-estimate in the sense that only the sign of $W_{(i j)}-\hat{\theta}$ is used in determining the $R$-estimate. A similar relationship also exists between the $R$ - and $M$-estimates. For example, if we consider a linear score function in (2.4) and use the result (2.5), we get [19]

$$
\begin{equation*}
\sum_{i=1}^{N} R\left(\left|X_{i}-\hat{\theta}\right|\right) \operatorname{sgn}\left(X_{i}-\hat{\theta}\right)=0 \tag{2.14}
\end{equation*}
$$

Now an $M$-estimate is defined as a solution of $\Sigma_{i=1}^{N} \psi\left(X_{i}\right.$ $\left.-\hat{\theta}_{M}\right)=0$, for an appropriately defined $\psi$ function. Thus, $\hat{\theta}$ in (2.14) may be interpreted as a modified $M$-estimate. For an arbitrary score function, the $R$-estimate resulting from (2.4) and (2.5) can similarly be considered as a modified $M$-estimate.

In order to define an $R$-filter, let us consider a time series $\left\{Z_{i}\right\}$ which is to be filtered. The filters we consider here will act as finite moving window filters of window size $2 n+1$, and will process samples $\left\{Z_{k-n}, Z_{k-n+1}\right.$, $\left.\cdots, Z_{k+n}\right\}$ to produce the output $Y_{k}$ at the $k$ th time instant. For convenience we will denote this finite window sequence by $\left(X_{1}, X_{2}, \cdots, X_{N}\right)$ where $X_{i}=Z_{k-n+i-1}$ for
$i=1,2, \cdots . N$ and $N=2 n+1$. Then the output of the $R$-filter at the $k$ th time instant is given by the HodgesLehmann estimate $\hat{\theta}$ based on ( $X_{1}, X_{2}, \cdots, X_{N}$ ). Note that the $R$-filter is based only on the rank ordered set $\left\{X_{(1)}\right.$, $\left.X_{(2)}, \cdots, X_{(N)}\right\}$ and ignores temporal ordering, as do the $L$ - and $M$-filters. The output $Y_{k}$ of the $R$-filter is simply the $R$-estimate of the location of the input sequence in the window.

Even though a general formulation of $R$-filters can be expressed by (2.4) and (2.5), it is difficult to get more insights and to deduce detailed characteristics from the above formulation because $a(\cdot)$ has not yet been given explicitly. The score function $a(\cdot)$ plays an important role in the $R$-filter, determining its performance characteristics. By choosing appropriate forms for $a(\cdot)$, a number of special $R$-filters can be defined with different specific characteristics. Let us now look at some examples of $R$-filters that may be derived from the general framework presented above.

Example 1 (Median Filter): Suppose the score function is constant on $(0,1)$ as shown in Fig. 1(a). The test resulting from such a score function is known as the sign test. For this case we have $a_{j-i+1}-a_{j-i}=1$ for $j=i$ and 0 for $j>i$. Recall that $a_{0}=0$. The estimate $\hat{\theta}$ is simply given by the median of $N$ observations, and the filter output is

$$
\begin{equation*}
Y_{k}=\operatorname{median}\left\{X_{(1)}, X_{(2)}, \cdots, X_{(N)}\right\} \tag{2.15}
\end{equation*}
$$

For odd $N$, median is the center value of the ordered observations, and for even $N$, it is the average of the two center values of the ordered observations. It is well known that the median filter preserves edges and removes impulses.
The following examples of $R$-filters exhibit tradeoffs between Gaussian noise smoothing and edge performance in the class of general $R$-filters.
Example 2 (Wilcoxon Filter): Consider a linearly increasing score function as shown in Fig. 1(b). Here the difference in the adjacent scores is the slope of the score function. The filter output, in this case, is given by

$$
\begin{align*}
Y_{k} & =\operatorname{median}\left\{W_{(i j)}: 1 \leq i \leq j \leq N\right\}  \tag{2.16a}\\
& =\operatorname{median}\left\{W_{i j}: 1 \leq i \leq j \leq N\right\} \tag{2.16b}
\end{align*}
$$

The Wilcoxon filter consists of both linear and nonlinear operations; however, its ability to preserve edges is not very good [19]. This is because the Walsh averages are computed over all pairs of indexes $(i, j)$ such that $i \leq j$. It is easy to see that the Wilcoxon filter computes the median of $N(N+1) / 2$ Walsh averages, which is a significant increase in number compared to the median filter. For large values of $N$, the Wilcoxon filtering output computation can be quite demanding. Efficient algorithms have been explored to reduce this computational burden in both one- and two-dimensional Wilcoxon filters [19], [20].
Let us now consider the edge response of the Wilcoxon filter. Suppose the input to the Wilcoxon filter is an ideal
 mal scores. (d) Winsorized Wilcoxon. (e) Modified median.
edge. An ideal edge is noise free and may be defined as a step from a constant value to another constant value. We will assume that the step is from 0 to 1 . Let us consider an input with an ideal edge which can be represented by the sequence $\{\cdots 0,0,0,0,1,1,1,1, \cdots\}$. It is quite straightforward to obtain the filter output. For example, for $N=5$ and 7 , the output of the Wilcoxon filter is $\{\cdots$ $0,0,0,1 / 2,1 / 2,1,1,1, \cdots\}$, and for $N=9$ and 13 it is $\{\cdots 0,0,1 / 2,1 / 2,1 / 2,1 / 2,1,1, \cdots\}$. This shows that the Wilcoxon filter will generally smear edges and distort narrow pulses, but not quite so badly as a running mean filter would.

Although we are not really interested in the asymptotic performance ( for $N \rightarrow \infty$ ) of our filters, a consideration of asymptotic performance can allow some interesting comparisons to be made. The asymptotic performance of
one filter relative to another filter can be measured in terms of the asymptotic relative efficiency (ARE). There are many different ways of defining the ARE. Consider two estimates $\hat{\theta}_{1}$ and $\hat{\theta}_{2}$ of the location $\theta$ based on $N$ observations, with the asymptotic distribution of $N^{1 / 2}\left[\hat{\theta}_{i}-\theta\right]$ approaching the zero-mean normal distribution with variance $\tau_{i}^{2}$. We define the ARE of $\hat{\theta}_{2}$ with respect to $\hat{\theta}_{1}$ as [23]

$$
\begin{equation*}
e_{2.1}=\tau_{1}^{2} / \tau_{2}^{2} \tag{2.17}
\end{equation*}
$$

The median, for example, is approximately 67 percent efficient compared to the sample mean if the observations come from a Gaussian distribution. The asymptotic performance of the Wilcoxon filter is very similar to that of the mean filter. In fact, the Wilcoxon filter is approximately 96 percent efficient compared to the mean filter
under the assumption of Gaussian noise. Hence, it is advantageous to use the Wilcoxon filter for filtering slowly varying signals corrupted by additive Gaussian and impulsive noise. The Wilcoxon filter performance in such cases is generally superior to that of the mean filter since it removes the impulsive noise components effectively without compromising the amount of Gaussian noise smoothing (as would be the case in the median filter). The Wilcoxon filter, whose output is expressed by (2.16b), has been investigated in [19]. The study in [19] appears to be the first published study on applications of $R$-estimates to signal restoration.

Example 3 (Normal Scores Filter): The Normal Scores (NS) filter is obtained by letting $a_{i}=\Phi^{-1}[1 / 2+i / 2(N$ $+1)], i=1,2, \cdots, N$ with $\Phi^{-1}(\cdot)$ being the inverse of the standard normal distribution as depicted in Fig. 1(c). This score function does not satisfy the condition that differences of adjacent scores are either constant or zero. Therefore, the resulting filter output does not lead to a closed-form expression as in (2.7). One may use numerical techniques to implement the NS filter and any other filter with a general score function based on (2.5). The NS filter is asymptotically as efficient as the sample mean and slightly more efficient than the Wilcoxon filter for additive white Gaussian noise. However, the edge performance of the NS filter is inferior to that of the Wilcoxon filter. For example, the output of the NS filter due to an ideal edge is $\{\cdots 0,0,1 / 2,1 / 2,1 / 2,1 / 2,1$, $1, \cdots\}$ if $N=7$ is used. Since the output of the NS filter is determined by locating the point of symmetry of (2.4), the computation burden becomes rather intensive. This burden can be reduced if a smaller window size is used. However, our simulation results indicate that the NS filter performance for relatively small windows is not much different from that of the Wilcoxon filter.

Example 4 (Winsorized Rank Filter): As discussed above, the edge performance of a rank filter will generally be poor if the difference of adjacent scores is different from zero for larger values of the score index. In this case, the set of ordered Walsh averages contains averages of values across the edge. It may be possible to improve the edge performance of such an $R$-filter if we limit the distance over which the Walsh averages are performed. This is equivalent to limiting the score function beyond some index $r$ to a constant value. That is, data values with ranks larger than some maximum value are treated with uniform weights. The process of limiting of the score function after some distance $r$ is known as Winsorization. The median filter is an extreme example of such an $R$-filter where the entire score function is Winsorized to give an excellent edge response.

Winsorization can be applied, for example, to the NS filter, to improve the edge performance and to reduce the computation burden. A more interesting filter can be defined if the Wilcoxon filter is Winsorized. The score function in this case incorporates a mixture of both the Wil-coxon-type (linear) and the median-type (constant) score functions. This is achieved by using a score function that
is similar to the Wilcoxon score function on $(0, r)$ and constant on [ $r, 1$ ) as shown in Fig. 1(d). The resulting statistic $T$ is called the Winsorized Wilcoxon signed rank statistic with $a_{i}=\min (i, r)$. The corresponding output of the Winsorized Wilcoxon filter is given by

$$
\begin{equation*}
Y_{k}=\operatorname{median}\left\{W_{(i j)}: j-i<r, \quad 1 \leq i \leq j \leq N\right\} \tag{2.18}
\end{equation*}
$$

The edge performance of this filter is enhanced since the set of ordered Walsh averages is restricted to contain $W_{(i j)}$ satisfying $j-i<r$ for some maximum distance $r$. By letting $r$ range from 1 to $N$, the Winsorized Wilcoxon filter ranges from the median filter to the Wilcoxon filter. The improvement in edge performance is seen by considering an ideal edge at the input. The corresponding output of the Winsorized Wilcoxon filter for $N=9$ is $\{\cdots 0$, $0,0,1 / 4,3 / 4,1,1,1, \cdots\}$ if $r=3$ and is $\{\cdots 0$, $0,0,1 / 2,1 / 2,1,1,1, \cdots\}$ if $r=4,5$, and 6 . The smearing of the edge is clearly reduced compared to the Wilcoxon filter with the same window size. Hence, the Winsorized Wilcoxon filter offers a compromise in performance between the Wilcoxon and the median filters. The value of the parameter $r$ can be chosen between the two extremes to obtain better edge performance compared to the Wilcoxon filter and better smoothing compared to the median filter.
Clearly, the computation burden is reduced in the Winsorized Wilcoxon filter compared to the Wilcoxon filter if $r$ is chosen to be less than $N$. In general, the total number of ordered Walsh averages over which the median operation is performed is given by

$$
\begin{align*}
M_{e}= & (N-r+1) r+\sum_{i=N-r+2}^{N}(N-i+1) \\
& \quad 1 \leq r \leq N \\
= & (2 N-r+1) r / 2 \tag{2.19}
\end{align*}
$$

Note that $M_{c}$ is reduced to $N$ if $r=1$ (median filter) and to $N(N+1) / 2$ if $r=N$ (Wilcoxon filter).
Example 5 (Modified Median Filter): In this example, we describe an $R$-filter based on an $L$-step score function [24]. This score function is shown in Fig. 1(e) and is described by

$$
a(u)=\left\{\begin{array}{cc}
0 & 0<u \leq d_{0} /(N+1),  \tag{2.20}\\
1 & d_{0} /(N+1)<u \leq d_{1} /(N+1), \\
\vdots & \vdots \\
L-1 & d_{L-2} /(N+1)<u \leq d_{L-1} / \\
& (N+1), \\
L & d_{L-1} /(N+1)<u<1
\end{array}\right.
$$

where $0 \leq d_{0} \leq d_{1} \leq \cdots \leq d_{L-1} \leq N$ are integers. Let us denote by $S(m)$ the set of indexes over which the
ordered Walsh averages are computed for the $m$ th discontinuity in the score function. In other words,

$$
\begin{equation*}
S(m)=\left\{(i, j): j-i=d_{m}, \quad 1 \leq i \leq j \leq N\right\} . \tag{2.21}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\hat{\theta}=\operatorname{median}\left\{W_{i j,}:(i, j) \in \bigcup_{m=0}^{l-1} S(m)\right\} \tag{2.22}
\end{equation*}
$$

Note that the modified median filter reduces to the Winsorized Wilcoxon filter if $L=r$ and $d_{m}=m$ for $m=0$, $\cdots, r-1$; for $r=1$ we get the median filter.

Both the Wilcoxon and the NS filters are robust compared to the sample mean in the sense that their performance is not affected by a few impulses present within a particular window. However, both filters smear out edges. The Winsorized Wilcoxon and the Winsorized NS filters do offer some improvement in the edge performances. In Section IV we will discuss some simulation results illustrating this.

## B. Two-Sample Rank Filters

In this subsection we discuss the rank estimate resulting from a two-sample rank test. Although we will only consider filters based on the one-sample rank estimates in the rest of this paper, we have, nevertheless, provided a rather detailed treatment of rank filters based on the two-sample location estimate for the sake of completeness. Two-sample rank tests have early on been applied to construct onesample estimators in nonparametric statistics. The onesample rank estimates we have described turn out to be closely related to those constructed from the two-sample rank test starting point. The second sample in this application is artificially generated as explained below by separating data values with different signs. Consider first two random samples, $\left(U_{1}, U_{2}, \cdots, U_{N}\right)$ from $\operatorname{cdf} F\left(x-\theta_{u}\right)$ and ( $X_{1}, X_{2}, \cdots, X_{N}$ ) from cdf $F\left(x-\theta_{x}\right)$. Let us define $\theta=\theta_{x}-\theta_{u}$ to be the location difference of the two samples. A general two-sample statistic for testing location shift between the two samples may be defined as [18]

$$
\begin{equation*}
W=\sum_{i=1}^{N} b\left[\frac{R_{i}}{2 N+1}\right] \tag{2.23}
\end{equation*}
$$

where $b(\cdot)$ is a nondecreasing score function defined on $(0,1)$ with $b(u)=-b(1-u)$, and $R_{i}$ is the rank of the $i$ th observation from the second sample of size $N$ ( the rank of $X_{i}$ ) in the pooled sample of size $2 N$. Note that $b(u)$ is odd-symmetric about the point $u=1 / 2$.

If the locations of the two samples are the same, the ranks of the observations from the second sample (a sample of size $N$ ) are equally likely to be any set of $N$ of the first $2 N$ integers. On the other hand, if the location of the second sample is beyond that of the first sample, the ranks of the observations from the second sample will tend to have larger values, resulting in a larger value for $W$ on the average. Therefore, by comparing $W$ to a threshold, a
test for location difference for the two samples is obtained.

To estimate the difference in location $\theta$, (2.23) is modified to become

$$
\begin{equation*}
W(\theta)=\sum_{i=1}^{N} b\left\lfloor\frac{R_{i}(\theta)}{2 N+1}\right\rfloor \tag{2.24}
\end{equation*}
$$

where $R_{i}(\theta)$ is the rank of $X_{i}-\theta$ among the pooled sample ( $\left.U_{1}, \cdots, U_{N}, X_{1}-\theta, \cdots, X_{N}-\theta\right)$. Following a procedure similar to that in the one-sample case, $W(\theta)$ of (2.24) can alternatively be expressed in terms of the differences $\Delta_{(i j)}$ as [17]

$$
\begin{equation*}
W(\theta)=Q(\theta)+\sum_{i=1}^{N} b_{i} \tag{2.25}
\end{equation*}
$$

where

$$
\begin{align*}
Q(\theta) & =\sum_{i=1}^{N} \sum_{j=1}^{N}\left(b_{j+i}-b_{j+i-1}\right) u\left(\Delta_{(i j)}-\theta\right) \\
b_{i} & =b\left(\frac{i}{2 N+1}\right) \tag{2.26}
\end{align*}
$$

and

$$
\begin{equation*}
\Delta_{(i j)}=X_{(i)}-U_{(j)} \tag{2.27}
\end{equation*}
$$

As in the one-sample case, we may similarly describe the estimate $\hat{\theta}$ of the location difference $\theta$ for the special case of a score function that is either piecewise constant or linearly increasing in the following way:

$$
\begin{equation*}
\hat{\theta}=\operatorname{median}\left\{\Delta_{(i j)}, \quad(i, j) \in S\right\} \tag{2.28}
\end{equation*}
$$

where

$$
\begin{gathered}
S=\left\{(i, j): b_{j+i}-b_{j+i-1}=\text { constant },\right. \\
1 \leq i, j \leq N\} .
\end{gathered}
$$

For an arbitrary score function, it is generally not possible to compute $\hat{\theta}$ based on (2.28). In this case, $\hat{\theta}$ can be computed from the implicit equation [18]

$$
\begin{equation*}
W(\hat{\theta}) \approx 0 \tag{2.29}
\end{equation*}
$$

where $W(\theta)$ is given by (2.24). In essence, (2.29) implies that the value $\hat{\theta}$ should be found so that the resulting two sets of ranks of the two samples defined above, from the pooled sample, are statistically similar.

As an interesting observation, we note that one direct application of the two-sample rank test is in edge detection. Consider a data set of length $2 N$ with a possible edge in the middle. Let us denote the leftmost $N$ data values by ( $U_{1}, U_{2}, \cdots, U_{N}$ ) and the rightmost $N$ values by ( $X_{1}$. $\left.X_{2}, \cdots, X_{N}\right)$. We may now compute the value of the test statistic $W$ of (2.23) for a given score function and compare it to some threshold $\tau$. The value of $\tau$ can be set for a desired value of the probability of false alarm (type I error), and an edge is detected if $W$ exceeds the threshold.

Let $Y_{k}$ be the candidate location estimate for the sample of size $N$ centered on the $k$ th time index. Since only one sample $\left\{X_{i}\right\}$ of size $N$ is available in each window in our problem of signal restoration, another set $\left\{U_{i}\right\}$ has to be defined from each of the original samples of size $N$ before further processing in which such a rank statistic is used. For this purpose, an image of the sample in each window at a candidate location value $Y_{k}$ may be employed. To do this, we center the original sample ( $X_{1}, \cdots, X_{N}$ ) to become ( $X_{1}-Y_{k}, \cdots, X_{N}-Y_{k}$ ), and then invert signs to get ( $Y_{k}-X_{1}, \cdots, Y_{k}-X_{N}$ ) as the second sample. The $\boldsymbol{X}$ and the desired $\boldsymbol{U}$ samples may now be inserted in (2.24) and (2.29) [or (2.28)] to obtain an estimate of their location difference, which would then be forced to be zero or close to zero. Substituting $Y_{k}-X_{j}$ for $U_{j}$ in (2.28) with $Y_{k}=\hat{\theta}$, we get

$$
\begin{equation*}
Y_{k}=\operatorname{median}\left\{W_{(i, N-j+1)}:(i, j) \in S\right\} \tag{2.30}
\end{equation*}
$$

A two-sample score function $b(u)$ can be generated from its one-sample counterpart $a(u)$ by setting $b(u)=$ $-a(1-2 u)$ if $0<u \leq 1 / 2$ and $a(2 u-1)$ if $1 / 2<$ $u<1$. The two-sample score functions generated from the one-sample counterparts for the median and Wilcoxon filters are shown in Fig. 2(a) and (b), respectively. Let us now consider some examples of $R$-filters resulting from the two-sample rank tests.
Example 6 (Two-Sample Median Filter): The score function for a two-sample median filter is shown in Fig. 2(a). It is evident from the figure that $b_{j+i}-b_{j+i-1}=2$ if $j+i=N+1$. The output of the filter is given by

$$
\begin{equation*}
Y_{k}=\operatorname{median}\left\{X_{(1)}, X_{(2)}, \cdots, X_{(N)}\right\} \tag{2.31}
\end{equation*}
$$

This follows directly from (2.28) and is the same as in the one-sample case.

Example 7 (Two-Sample Wilcoxon Filter): As a second example, consider a two-sample Wilcoxon filter for which the score function is linear and is given by $b(u)=2 u-$ 1 as shown in Fig. 2(b). In this case, it can be shown that (2.28) can be explicitly solved to give

$$
\begin{equation*}
Y_{k}=\operatorname{median}\left\{W_{i j}: \quad 1 \leq i, j \leq N\right\} \tag{2.32}
\end{equation*}
$$

This should be compared to (2.16b). Here the median operation is performed over all $N^{2}$ Walsh averages compared to only $N(N+1) / 2$ Walsh averages required in (2.16b). Even with this additional computational burden, the output of the two-sample Wilcoxon filter in many cases is quite similar to that of the one-sample Wilcoxon filter. In fact, it can be shown that the two-sample Wilcoxon filter is asymptotically equivalent to the one-sample Wilcoxon filter [18].

More generally, filters or estimates based on one-sample and corresponding two-sample rank tests will be slightly different in their characteristics. However, these differences are not very marked, and we will focus only on filters based on the one-sample procedures in the rest of this paper.


Fig. 2. Two-sample score functions. (a) Median. (b) Wilcoxon.

## III. Generalized Rank Filters

We have seen in the previous section that Winsorization of the score functions plays an important role in terms of preserving edges or fine details. In particular, the Winsorized versions of either the Wilcoxon or the NS filters may be used to filter nonstationary input sequences containing edges and outliers with better smoothing of the background Gaussian noise as compared to the median filter. Such Winsorization is achieved simply by limiting the score function to a constant value for larger ranks.

The $R$-filters that we have described so far use only the rank-ordered observations to produce the output sequence. For example, the $R$-filter does not discriminate between a pulse of width $w$ and two narrow pulses of width $w / 2$ if they lie within a single window, since the ordered sequence for both cases is the same. For example, consider the original signal shown in Fig. 3(a) which contains two edges enclosing a pulse of width 5 on the left and a pulse of width 4 on the right. The corresponding noisy signal is shown in Fig. 3(b) with additive zero-mean Gaussian noise of unity variance and a deliberately placed impulse between the narrow feature of width 4 and the right edge. Using different filtering schemes with $N=9$, we see from Fig. 3(c)-(g) that we are unable to recover the signal with these two features. For such situations, it would be useful to have a class of filters that incorporate not only the ranks but also the temporal positions of the input data sequence in producing the outputs. In the example just considered, this would allow use of the data values in pairs or groups which are close neighbors based on temporal-order and rank-order information. This leads to a concept of Winsorization in both temporal and rank


Fig. 3. Simulation results with $N=9$. (a) Original signal. (b) Noisy signal. (c) Output of the median filter. (d) Output of the Wilcoxon (or NS) filter. (e) Output of the Winsorized Wilcoxon filter with $r=2$. (f) Output of the Winsorized Wilcoxon filter with $r=3$. (g) Output of the Winsorized Wilcoxon filter with $r=5$.
domains; that is, the output is computed based on adjacency in time and rank positions of the windowed sequence. Such filters may be described as doubly Winsorized filters. We will use the concepts of $R$-estimates of Section II to define filters based on time-rank adjacency.

## A. Filters Based on Temporal Score Functions

Before we describe a more general class of filters based on time-rank Winsorization, let us first consider a direct counterpart of the rank-order filters in the temporal do-
main. Specifically, consider the Wilcoxon filter given by (2.16a) and (2.16b). Note that the filter output in this case is not affected by whether or not the input data values are sorted. The Winsorized Wilcoxon filter given by (2.18) is based on (2.16a). Here, the median is computed over pairwise averages of ordered values that are in proximity in terms of ranks. Similarly, we may define a different filter based on (2.16b) which computes the median over pairwise averages that are not too far apart temporally. We will refer to this class of filters as time-Winsorized
filters (as opposed to the rank-Winsorized filters of Section II).

In order to formally define a class of time-Winsorized filters corresponding to arbitrary score functions, let us consider the quantity $P(\theta)$ defined as

$$
\begin{equation*}
P(\theta)=\sum_{i=1}^{N} \sum_{j=1}^{N}\left(\tilde{a}_{j-i+1}-\tilde{a}_{j-i}\right) u\left(W_{i j}-\theta\right) \tag{3.1}
\end{equation*}
$$

where $\tilde{a}(\cdot)$ is the temporal score function defined on $(0$, 1) with scores $\tilde{a}_{i}=\tilde{a}[i /(N+1)]$. Then it is shown in Appendix A that $P(\theta)$ is symmetrically distributed about $\Sigma_{i=1}^{N} \tilde{a}_{i} / 2$.
To compute the estimate $\hat{\theta}$ based on (3.1), set $P(\hat{\theta})=$ $E[P(\theta)]$ as before. In order to get a closed-form expression for $Y_{k}=\hat{\theta}$, we restrict the temporal score function to be either piecewise linearly increasing with slope $\tilde{C}$ or piecewise constant. Then we get, as a counterpart of the result (2.7),

$$
\begin{equation*}
Y_{k}=\operatorname{median}\left\{W_{i j}:(i, j) \in \tilde{S}\right\} \tag{3.2}
\end{equation*}
$$

where the set $\tilde{S}$ of indexes $(i, j)$ is given by

$$
\begin{equation*}
\tilde{S}=\left\{(i, j): \tilde{a}_{j-i+1}-\tilde{a}_{j-i}=\tilde{C}, \quad 1 \leq i \leq j \leq N\right\} \tag{3.3}
\end{equation*}
$$

The filter defined by (3.2) is simply the time domain version of (2.7). It is easily seen that both (3.2) and (2.7) yield the same output value if the input data sequence is monotonic. Hence, both filters will have the same ideal edge response. Furthermore, (3.2) agrees with (2.7) if the temporal score function is either constant [median-type, see (2.15)] or linearly increasing [Wilcoxon-type, see (2.16b)].

A more interesting filter results when the temporal score function is constrained to be linearly Winsorized [see Fig. l(d)]. The filter output in this case may be written as

$$
\begin{equation*}
Y_{k}=\left\{W_{i j}: j-i<t, \quad 1 \leq i \leq j \leq N\right\} \tag{3.4}
\end{equation*}
$$

where $t$ is the degree of temporal Winsorization. We call this filter the time-Winsorized Wilcoxon filter for obvious reasons. The rank- and time-Winsorized Wilcoxon filters generally have similar performances. Both filters reduce to either a median or a Wilcoxon filter depending on the degree of Winsorization, and they both have identical ideal edge response. The time-Winsorized Wilcoxon filter, however, does enjoy some advantage over its counterpart in the presence of two closely separated narrow pulses as we pointed out at the beginning of this section. We shall elaborate on this particular issue in detail in the following subsections and in Section IV. In addition, although the number of pairwise averages over which the median is computed is the same for both filters, the rankWinsorized Wilcoxon filter requires additional computation of the order of $N \log _{2}(N)$ since it uses the ordered values of the input data. Hence, for larger window sizes, the time-Winsorized filters are computationally less intensive compared to the rank-Winsorized filters.

## B. The Generalized Wilcoxon Filter

In this subsection we introduce a filtering technique that combines Winsorization in the temporal and rank domains. As we pointed out before, the Walsh averages play an important role in $R$-filters. Hence, it is natural to define a Generalized Wilcoxon (GW) filter that employs Walsh averages computed only for data points which are within fixed temporal and rank distances of each other. The output $Y$ of the GW filter is defined as

$$
\begin{gather*}
Y=\operatorname{median}\left\{W_{i j}:\left|R_{j}-R_{i}\right|<r \text { and } j-i<t\right. \\
1 \leq i \leq j \leq N\} \tag{3.5}
\end{gather*}
$$

where $R_{i}$ is the rank of $X_{i}$, and $1 \leq t, r \leq N$ are integers. We will refer to $t$ and $r$ as the degree of time-Winsorization and the degree of rank-Winsorization, respectively. It is clear from the definition (3.5) that the set of $W_{i j}$ over which the median operation is performed is nonempty for any allowable values of $t$ and $r$ (between 1 and $N$ ), since this set always contains the self-terms $X_{i}\left(=W_{i i}\right), i=1$, $2, \cdots, N$. Note that we have dropped the subscript $k$ in (3.5). We may also rewrite $Y$ as

$$
\begin{align*}
& Y=\operatorname{median}\left\{W_{(i j)}: j-i<r \text { and }\left|D_{j}-D_{i}\right|<t\right. \\
& 1 \leq i \leq j \leq N\} \tag{3.6}
\end{align*}
$$

where the antirank $D_{i}$ is the time position of the $i$ th smallest data value $X_{(i)}$. The GW filter defined by (3.5) has a very interesting structure with the degrees of Winsorization forming a moving mask over the time-rank matrix for any given window of data. In the following we formalize this concept.

For a given input window of size $N$, let us define an $N$ $\times N$ time-rank matrix $\boldsymbol{P}$ where the entries $p_{i j}$ are either 1 or 0 . The condition $p_{i j}=1$ describes the fact that the $j$ th input value is $i$ th smallest in magnitude. Hence, there are exactly $N 1$ 's in $\boldsymbol{P}$, with a single value of 1 in each row and column. Such a matrix is called a permutation matrix. If ties occur in the observations, they may be broken with a random assignment. The behavior of the GW filter can be described as follows.

Let $X_{j}=X_{(i)}$, so that $D_{i}=j$. Define a rectangular mask $M_{j}$ to contain the set of indexes

$$
\begin{gather*}
M_{j}=\{(m, k): 1 \leq m, k \leq N, \quad i-r<m<i+r \\
j \leq k<j+t\} \tag{3.7}
\end{gather*}
$$

Now define the set $S_{j}$ as

$$
\begin{equation*}
S_{j}=\left\{(m, k): p_{m k}=1, \quad(m, k) \in M_{j}\right\} \tag{3.8}
\end{equation*}
$$

Thus, $S_{j}$ contains all time-rank combinations which fall in the mask $M_{j}$ of temporal size $t$ and rank size $2(r-1)+$ 1. In other words, the set $S_{j}$ identifies all data values $X_{k}$ which are adjacent to $X_{j}$ in both time and rank. We then form pairwise averages of $X_{j}$ with all $X_{k}$ for which $(m, k)$ is in $S_{j}$. Repeating this for each $j$, we finally compute the
output as the median of all these pairwise averages:

$$
\begin{equation*}
Y=\operatorname{median}\left\{\bigcup_{i=1}^{N}\left\{W_{j k}:(m, k) \in S_{j}\right\}\right\} . \tag{3.9}
\end{equation*}
$$

We will write GW ( $t, r$ ) to denote the GW filter with timeWinsorization parameter $t$ and rank-Winsorization parameter $r$.
Intuitively, if there is an edge or an impulse present in the input sequence, the corresponding data values will occupy higher positions in $\boldsymbol{P}$ in terms of ranks. Hence, by judiciously selecting the filter parameters $t$ and $r$, the GW filter may preserve edges and fine details and remove impulses.

As an example, consider an input window $\{2,7,4$, $-1,15\}$. Here we have $N=5$, and we take $t=3$ and $r$ $=3$. The time-rank matrix $\boldsymbol{P}$ is shown in Fig. 4 with different masks, and the output $Y$ is given by the median of the set $\{2,4.5,3,7,5.5,4,1.5,9.5,-1,15\}$ which is equal to 4.25 .

The GW ( $t, r$ ) filter has the following properties of interest.
Property 1: The GW filter is a scale and translation preserving filter; that is, if we denote the output sequence $\left\{y_{j}\right\}$ of a GW filter for an input sequence $\left\{x_{j}\right\}$ as $\left\{y_{j}\right\}$ $=f\left(\left\{x_{j}\right\}\right)$, we have

$$
\begin{align*}
& f\left(a\left\{x_{j}\right\}+b\{1\}\right) \\
& \quad=f\left(\left\{a x_{j}+b\right\}\right)=a f\left(\left\{x_{j}\right\}\right)+b\{1\} \tag{3.10}
\end{align*}
$$

where $\{1\}$ is the sequence of constant value of 1 , and $a$ and $b$ are any real constants. This property is a common characteristic of several generalized median filters [4].
Property 2: For a linearly increasing (or decreasing) input sequence, that is, for $x_{j}=j, j=0,1,2, \cdots$, we have $y_{j}=j$. Note that for any monotonic input sequence, the $P$ matrix is diagonal (for increasing sequences) or antidiagonal (for decreasing sequences). In this case, the GW filter reduces to the rank(time)-Winsorized Wilcoxon filter with $\min (t, r)$ as the degree of rank(time)-Winsorization.

Property 3: The GW filter reduces to the median filter if $\min (t, r)=1$ and the Wilcoxon filter if $(t, r)=(N$, $N$ ).

Property 4: The GW filter reduces to a time-Winsorized Wilcoxon filter if $r=N$ and to a rank-Winsorized Wilcoxon filter if $t=N$.
These properties follow directly from the definition of the GW filter given in (3.5).

In view of properties 3 and 4 , we may say that, in general, the degrees of temporal and rank Winsorization control the extent of low-pass action of the GW filter. That is, larger values of $t$ and $r$ lead to more averaging being computed before the final median operation is applied. The basic property of impulse noise rejection is provided by this median operation, whereas the Winsorizations in the time and rank domains provide the detail and edge retention characteristics with Gaussian noise smoothing.


Fig. 4. A typical time-rank matrix with masks for $N=5$ and $(t, r)=$ (3, 3).

## C. Generalized Wilcoxon filter of Order $m$

So far we have focused our attention on filters that are modifications of Wilcoxon-type filters; that is, the filter output is defined as the median of some pairwise averages of the input data within a window. An obvious modification of the GW filter is to replace the Walsh averages by more general $m$-wise averages of the data values that are time-rank adjacent. Modifying (3.5) we get

$$
\begin{align*}
& Y=\operatorname{median}\left\{\frac{1}{m} \sum_{s=1}^{m} X_{q,}:\left|R q_{j}-R q_{i}\right|<r,\right. \\
&\left.q_{j}-q_{i}<t, \quad 1 \leq i<j \leq m, \quad q \in V_{m}\right\} \tag{3.11}
\end{align*}
$$

where $\boldsymbol{q}=\left(q_{1}, q_{2}, \cdots, q_{m}\right), 1 \leq m \leq N$ and

$$
\begin{align*}
V_{m}= & \left\{\left(q_{1}, q_{2}, \cdots, q_{m}\right): 1 \leq q_{1} \leq q_{2}\right. \\
& \left.\leq \cdots \leq q_{m} \leq N\right\} . \tag{3.12}
\end{align*}
$$

The parameter $m$ will be called the order of the filter. We will write $\mathrm{GW}_{m}(t, r)$ to mean the generalized Wilcoxon filter of order $m$. Obviously, $\mathrm{GW}_{m}(t, r)$ reduces to the $\mathrm{GW}(t, r)$ filter of (3.5) for $m=2$.

With a more general averaging of $m$ terms, the $\mathrm{GW}_{m}$ filter can now be designed to include more linear averaging, which is optimum for Gaussian noise reduction. It is, however, impossible to smooth Gaussian noise optimally and to reject impulses simultaneously. The design values of $m, t$, and $r$ may be obtained analytically to optimize performance according to certain criterion such as the mean square error (MSE); we shall not do so here.
Instead of the set of subscripts $V_{m}=\left\{\boldsymbol{q}: 1 \leq q_{1} \leq q_{2}\right.$ $\left.\leq \cdots \leq q_{m} \leq N\right\}$ in (3.12), if $\hat{V}_{m}=\left\{\boldsymbol{q}: 1 \leq q_{1}<q_{2}\right.$ $\left.<\cdots<q_{m} \leq N\right\}$ is used, the computational burden will be reduced. Thus, if computation time is a major problem, we can use the filter with $\tilde{V}_{m}$ for the subscripts $q$ in (3.11) at the expense of slight performance degradation.

Properties 1 and 2 of the GW filter still remain valid for the $\mathrm{GW}_{m}(t, r)$ filters. Other properties require some additional modifications and follow directly from the definition of the $\mathrm{GW}_{m}$ filter given by (3.11).
Property 5: If $\min (m, t, r)=1$, the $\mathrm{GW}_{m}$ filter reduces to the median filter, and if $(m, t, r)=(2, N, N)$, it reduces to the Wilcoxon filter.
Property 6: If $(m, t, r)=(N, N, N)$, the $\mathrm{GW}_{m}$ filter is almost the running mean filter. (If integer $m$-tuples ( $q_{1}$, $q_{2}, \cdots, q_{m}$ ) are allowed in the set $\tilde{V}_{m}$ of (3.12), we would have exactly the running mean filter under this condition.)

Two special cases of interest are obtained when $r=N$ or $t=N$. These yield the $m$ th-order time-Winsorized and $m$ th-order rank-Winsorized Wilcoxon filters, respectively. In other words, the filter output of the $m$ th-order time-Winsorized Wilcoxon filter (or equivalently, $\mathrm{GW}_{m}(t$, $N$ ) filter) is given by

$$
\begin{array}{r}
Y=\operatorname{median}\left\{\frac{1}{m} \sum_{s=1}^{m} X_{q_{s}}: q_{j}-q_{i}<t\right. \\
\left.1 \leq i<j \leq m, \quad \boldsymbol{q} \in \boldsymbol{V}_{m}\right\} \tag{3.13}
\end{array}
$$

Similarly, for an $m$ th-order rank-Winsorized Wilcoxon filter (or $\mathrm{GW}_{m}(N, r)$ filter), we have

$$
\begin{array}{r}
Y=\operatorname{median}\left\{\frac{1}{m} \sum_{s=1}^{m} X_{\left(q_{s}\right)}: q_{j}-q_{i}<r,\right. \\
\left.1 \leq i<j \leq m, \quad \boldsymbol{q} \in V_{m}\right\} \tag{3.14}
\end{array}
$$

In Section IV we show that the $m$ th-order time-Winsorized Wilcoxon filter has a better overall performance than the rank-Winsorized Wilcoxon filter for filtering certain types of signals of interest. Note, however, that both filters perform identically for monotonic input sequences.

The $m$ th-order time-Winsorized Wilcoxon filter given by (3.13) can also be defined from an estimate of location. For instance, extending $P(\theta)$ of (3.1) for $m=3$, we get

$$
\begin{align*}
P(\theta)= & \sum_{i=1}^{N} \sum_{\substack{j=1 \\
i \leq j \leq k}}^{N} \sum_{k=1}^{N}\left(\tilde{a}_{j-i+1}-\tilde{a}_{j-i}\right)\left(\tilde{a}_{k-i+1}-\tilde{a}_{k-i}\right) \\
& \cdot\left(\tilde{a}_{k-j+1}-\tilde{a}_{k-j}\right) u\left(W_{i j k}-\theta\right) \tag{3.15}
\end{align*}
$$

where

$$
\begin{equation*}
W_{i j k}=\frac{X_{i}+X_{j}+X_{k}}{3} \tag{3.16}
\end{equation*}
$$

It can be shown by slightly modifying the proof in Appendix A that $P(\theta)$ is symmetrically distributed, and that

$$
\begin{align*}
E[P(\theta)]= & \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N}\left(\tilde{a}_{j-i+1}-\tilde{a}_{j-i}\right)\left(\tilde{a}_{k-i+1}-\tilde{a}_{k-i}\right) \\
& \cdot\left(\tilde{a}_{k-j+1}-\tilde{a}_{k-j}\right) / 2 \tag{3.17}
\end{align*}
$$

Hence, for a linearly Winsorized temporal score function, the resulting estimate of location is given by (3.13) with $m=3$. The expression for $P(\theta)$ in (3.15) can easily be extended for $m>3$. The rank-Winsorized Wilcoxon filter of order $m$ given by (3.14) can also be defined in a similar manner.

Fig. 5 illustrates a structure for a $\mathrm{GW}_{m}(t, N)$ filter of order $m=3$ and degree $t=2$. Similar structures for filters with different values of $t$ and $m$ and for filters with $\tilde{V}_{m}$ in place of $V_{m}$ in (3.12) can easily be found and are quite similar to that of Fig. 5. Schemes for efficient implementation of the median operation have been devised by other investigators [14], which may be used for finding the median in Fig. 5.

Computational Complexity: The number of terms, $M_{\varphi}$, over which the median is computed in a $\mathrm{GW}_{m}(t, r)$ filter is bounded from above by the number $N_{e}$ required in the $\mathrm{GW}_{m}(d, N)$ filter with $d=\min (t, r)$. Hence, in the following analysis, we use the $\mathrm{GW}_{m}(d, N)$ filter as our yardstick for the computational complexity of the $\mathrm{GW}_{m}(t$, $r$ ) filter. It is shown in Appendix B that

$$
\begin{equation*}
N_{e}=\sum_{i=1}^{N}{ }_{k} H_{m-1} \tag{3.18}
\end{equation*}
$$

where $k=\min (d, N-i+1)$ and ${ }_{k} H_{j}$ is the number of combinations, allowing duplication, of $j$ elements out of $k$ possible elements and is equal to $(k+j-1)!/ j!(k-$ $1)!$. When $\tilde{V}_{m}$ is used for $\boldsymbol{q}$ in (3.11), this number becomes

$$
\begin{equation*}
\tilde{N}_{e}=\sum_{i=1}^{N-m+1}{ }_{k} C_{m-1} \tag{3.19}
\end{equation*}
$$

where $\tilde{k}=\min (d-1, N-i)$ and ${ }_{k} C_{j}=k!/ j!(k-$ $j)!$. Table I shows values of $N_{e}$ and $\tilde{N}_{e}$ for various values of $N, d$, and $m$. As can be seen from Table I, $N_{e}$ is considerably larger than $N$, implying that the $\mathrm{GW}_{m}(d, N)$ filter requires more computation to get an output point than does the median filter for the same window size. This computational requirement can, however, be reduced by exploiting the fact that only a few averages have to be updated for each output point computation, and by using $\tilde{V}_{m}$ in (3.11) instead of $V_{m}$.

## D. A Dual Class of Filters

It is noteworthy that the filters we have considered in the previous section are versions of a more general class of filters whose filter transformation $T_{1}(\boldsymbol{X})$ can be expressed as

$$
\begin{equation*}
T_{1}(\boldsymbol{X})=\operatorname{med}\{\boldsymbol{f}(\boldsymbol{X})\} \tag{3.20}
\end{equation*}
$$

where $\boldsymbol{f}$ is a vector linear operation mapping $\mathbb{R}^{N}$ to $\mathbb{R}^{P}$ with $P \leq N$, the median operator is a nonlinear function mapping $\mathscr{R}^{P}$ to $\mathscr{R}$, and $\boldsymbol{X}$ is the vector of $N$ observations in a window of size $N$. With $\boldsymbol{f}$ the averaging operation and $P=1$, we get the running mean filter; with $f$ the identity function, $T_{1}$ represents the median filter; other interesting


Fig. 5. A structure for the $\mathrm{GW}_{3}(2, N)$ filter.

TABLE I
Values of $N_{e}$ and $\bar{N}_{c}$ for Different Values of $N, d$, and $m$

| $(N, m, d)$ | $N_{e}$ | $\widetilde{N}_{e}$ | $(N, m, d)$ | $N_{e}$ | $\tilde{N}_{e}$ | $(N, m, d)$ | $N_{e}$ | $\tilde{N}_{e}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(5,2,2)$ | 9 | 4 | $(15,2,2)$ | 29 | 14 | $(25,2,2)$ | 49 | 24 |
| $(5,2,3)$ | 12 | 7 | $(15,2,3)$ | 42 | 27 | $(25,2,3)$ | 72 | 47 |
| $(5,3,2)$ | 13 | $*$ | $(15,2,4)$ | 54 | 39 | $(25,2,4)$ | 94 | 69 |
| $(5,3,3)$ | 22 | 3 | $(15,3,2)$ | 43 | $*$ | $(25,3,2)$ | 73 | $*$ |
| $(5,2,5)$ | 15 | 10 | $(15,3,3)$ | 82 | 13 | $(25,3,3)$ | 142 | 23 |
| $(7,2,2)$ | 13 | 6 | $(15,3,4)$ | 130 | 37 | $(25,3,4)$ | 230 | 67 |
| $(7,2,3)$ | 18 | 11 | $(15,4,2)$ | 57 | $*$ | $(25,4,2)$ | 97 | $*$ |
| $(7,3,2)$ | 19 | $*$ | $(15,4,3)$ | 135 | $*$ | $(25,4,3)$ | 235 | $*$ |
| $(7,3,3)$ | 34 | 5 | $(15,4,4)$ | 255 | 12 | $(25,4,4)$ | 455 | 22 |
| $(7,2,7)$ | 28 | 21 | $(15,2,15)$ | 120 | 105 | $(25,2,25)$ | 325 | 300 |

filters such as the linear-median hybrid (LMH) filters [6], [9] may be generated from this class of nonlinear filters. In particular, the LMH filter whose output is the median of means of disjoint subsets of the observations in a window can naturally be considered as a special case of this class, when the $P$ components of $f(X)$ are averages of contiguous observations in disjoint subsets of $\boldsymbol{X}$. A primary difference between the LMH filter and the $\mathrm{GW}_{m}$ filter lies in the way in which subsets of observations are used in the linear operation in (3.20). (In the $\mathrm{GW}_{m}$ filter, all the subsets are of the same size and they are not disjoint, whereas they are generally of different size and composed of disjoint subsets of contiguous observations in the LMH filter.) It is clear that the choice of $f$ in (3.20) which yields the Wilcoxon filter is $\boldsymbol{f}(\boldsymbol{X})=\left\{\left(X_{i}+X_{j}\right) / 2\right.$, $1 \leq i \leq j \leq N\}$.

Let us now consider a dual class of nonlinear filters which can be constructed by an interchange of the linear and nonlinear operations in (3.20); the resulting class of nonlinear filters is defined by the transformations

$$
\begin{equation*}
T_{2}(X)=\text { mean }\{g(X)\} \tag{3.21}
\end{equation*}
$$

where $g$ is generally a nonlinear vector function mapping $\mathscr{R}^{N}$ to $\mathscr{R}^{P}$. The $P$ components of $\boldsymbol{g}(\boldsymbol{X})$ may, in many cases of interest, be interpreted as each arising from some non-
linear transformation of a subset of the $N$ observations. If $g$ is the full median operation and $P=1$, then $T_{2}$ represents the median filter; if $g$ is the identity function, then $T_{2}$ represents the running mean filter. By choosing other functions or operations for $g$, more interesting filters such as the $L$-filters and the KNN filters can be derived from this general class of filters. It should also be noted that the nonlinear mean filters, which have recently been considered and analyzed in [7], are of this type. A particularly interesting nonlinear filter class giving filters dual to the $\mathrm{GW}_{m}(N, N)$ filters is obtained with each of the $P$ components of $\boldsymbol{g}(\boldsymbol{X})$ being median $\left\{X_{q_{1}}, X_{q_{2}}, \cdots, X_{q_{m}}\right\}$ for $P={ }_{N} H_{m}$ or $\tilde{P}={ }_{N} C_{m}$ possible combinations of subscripts $\left(q_{1}, q_{2}, \cdots, q_{m}\right)$ in $V_{m}$ or $\tilde{V}_{m}$, respectively. In this case, $T_{2}(X)$ represents a class of $L$-filters with nonequal symmetric coefficients [25]. More explicitly, the filter transformation becomes, for $m$ odd and $\tilde{V}_{m}$ in the definition of the filter,

$$
\begin{equation*}
T_{2}(X)=\frac{1}{{ }_{N} C_{m}} \sum_{i=(m+1) / 2}^{N-(m-1) / 2}{ }_{i-1} C_{(m-1) / 2 N-i} C_{(m-1) / 2} X_{(i)} . \tag{3.22}
\end{equation*}
$$

This filter transformation becomes, for example,

$$
\begin{equation*}
T_{2}(X)=\frac{1}{2!}\left\{6 X_{(3)}+9 X_{(4)}+6 X_{(5)}\right\} \tag{3.23}
\end{equation*}
$$

when $N=7$ and $m=5$. It can also be shown that the filters with $m=2 I$ and $m=2 I-1$ are exactly the same for given window size $N$ and any positive integer $l$ [25]. For a general discussion on $L$-filters, see [3] and [4].

Note that the above two dual classes of filters are not disjoint. Any given filter may be considered to belong more naturally to one of these two classes.

## IV. Analysis and Simulation of the GW $_{m}$ Filter Performance

In this section, the performance of the $\mathrm{GW}_{m}(t, N)$ filter will be considered for an ideal edge input and inputs with narrow pulses of various widths. Performances of several filters will then be compared through computer simulations. Results are given of computer simulations for two one-dimensional signals containing edges, narrow pulses, and slowly varying portions and additive noise.

## A. Performance for an Ideal Edge and Narrow Pulses

A general analysis of the performance of the $\mathrm{GW}_{m}(t$, $r$ ) filter has to be based on probabilistic considerations. However, for $r=N$, a simpler deterministic analysis can be given. It also turns out that the $\mathrm{GW}_{m}(t, N)$ filters appear to offer the best compromise in performance against impulsive noise for edge and detail preservation. Let us consider an input with an ideal edge which can be represented by the sequence $\{\cdots 00001111 \cdots\}$. It is quite straightforward to obtain the outputs of different $\mathrm{GW}_{m}(t, N)$ filters for this input. Some results for window sizes $N=5, N=7$, and $N=9$ are given in Table II(a) and (b). More generally, it can be proved (see Appendix

TABLE II
Outplets of GW ${ }_{m}(t, N$ ) Filters of Differient Window Sizes for an Ideal Edge Input

```
(a) m=2
    N=5
    GW (2.5) Filter _. 0000 0 I 1 1 1 \ldots
    GW2(3.5) Filter \ldots00001/4 3/4 1 1 1 % %
    GW
    GW,(5,5) Fïter _.. 0 0 0 l/2 l/2 I l 1..
    N=7
    GW2(2.7) Filter _. 0000 0 1 | 1 1 ..
    GW2(3.7) Filter _. 000 1/4 3/4 1 1 1 ..
    GW2(4.7) Filter _.. 0 0 0 1/2 1/2 1 1 1...
    GW2(7,7) Filter _.. }000001/2 1/2 1 1 1..
        N=9
    GW2(2.9) Filter _. 0}00
    GW2(3,9) Filter \ldots.. 0 0 0 0 1/4 3/4 1/ 1 1 1..
    GW2(4,9) Filter _.. 0}000001/2 1/2 1/ 1 1 ..
    GW
    GW
(b) m=3
    N=5
    GW3(3.5) Filter _.. 0 0 0 1/3 2/3 1 1 1 1...
    GW4(4.5) Filter \ldots. 0 0 0 1/3 2/3 1 1 1 ...
    GW3(5.5) Filter ... 0}00001/3 2/3 1 1 1 ..
        N=7
    GW3(3,7) Filter _.. 00 0 0 1/3 2/3 1 1 1 ..
    GW3(4,7) Filter _.. 0 0 0 0 1/3 2/3 1 1 1 I ..
    GW3(5.7) Fitter \ldots. 0}00
    GW3(6.7) Filter _lllllllllll
    GW3(7,7) Filter _.. O 0 1/3 1/3 2/3 2/3 1 1 ...
```

C) that the $\mathrm{GW}_{2}(2, N)$ filters of any window size $N=2 n$ $+1>3$ preserve an ideal edge as does the median filter, while the Wilcoxon filter, which is the $\mathrm{GW}_{2}(N, N)$ filter, does not preserve ideal edges. In fact, it is possible to obtain a general result on the ideal edge performance of the $\mathrm{GW}_{2}(t, N)$ filters for any window of size $N>3$. From the discussion in Appendix C , we see that as $t$ increases for fixed $N$, the extent of smearing of the ideal edge remains constant with two values only around the edge being smeared, up to a certain value of $t$; beyond this the edge begins to get smeared more, with more output values of $1 / 2$ around the ideal edge position. Although we do not provide analytic performance characterization of $\mathrm{GW}_{m}(t, N)$ filters with $m>2$, it can be expected that more smearing of edges will occur with increasing $m$, as seen in Table II(b).

For narrow pulses of heights 1 and various widths $w \geq$ 2 , the outputs of several filters of window size $N=7$ are given in Table III. Table III shows that the $\mathrm{GW}_{2}(2, N)$ and $\mathrm{GW}_{3}(3, N)$ filters generally retain narrow pulses better than the median and Wilcoxon filters of the same window size 7. Table III also shows the tradeoff between narrow pulse retention and output pulse integrity; in order to

TABLE III

(a) $w=2, N=7$

| Input | $\ldots$ | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | $\ldots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Median Filter | $\ldots$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\ldots$ |
| $\mathrm{GW}_{2}(2,7)$ Filter | $\ldots$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\ldots$ |
| $\mathrm{GW}_{2}(7,7)$ Filter | $\ldots$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\ldots$ |
| $\mathrm{GW}_{3}(3,7)$ Filter | $\ldots$ | 0 | 0 | 0 | 0 | $1 / 3$ | $1 / 3$ | 0 | 0 | 0 | 0 | $\ldots$ |

(b) $w=3, N=7$

| Input | $\ldots$ | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\ldots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Median Filter | $\ldots$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\ldots$ |
| $\mathrm{GW}_{2}(2,7)$ Filter | $\ldots$ | 0 | 0 | 0 | 0 | $1 / 2$ | $1 / 2$ | $1 / 2$ | 0 | 0 | 0 | 0 | $\ldots$ |
| $\mathrm{GW}_{2}(7,7)$ Filter | $\ldots$ | 0 | 0 | 0 | $1 / 2$ | $1 / 2$ | $1 / 2$ | $1 / 2$ | $1 / 2$ | 0 | 0 | 0 | $\ldots$ |
| $\mathrm{GW}_{3}(3,7)$ Filter | $\ldots$ | 0 | 0 | 0 | 0 | $1 / 2$ | $2 / 3$ | $1 / 2$ | 0 | 0 | 0 | 0 | $\ldots$ |

(c) $w=4, N=7$

Input

| $\ldots$ | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\ldots$ | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\ldots$ |
| $\ldots$ | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\ldots$ |
| $\ldots$ | 0 | 0 | 0 | $1 / 2$ | $1 / 2$ | $1 / 2$ | $1 / 2$ | $1 / 2$ | $1 / 2$ | 0 | 0 | 0 | $\ldots$ |
| $\ldots$ | 0 | 0 | 0 | $1 / 3$ | $2 / 3$ | $2 / 3$ | $2 / 3$ | $2 / 3$ | $1 / 3$ | 0 | 0 | 0 | $\ldots$ |

get reasonable narrow pulse retention characteristics, a small amount of smearing and loss of amplitude is unavoidable. If we consider a pulse of width $w=1$ (which is an impulsive noise component in practice) for which the input sequence is $\{\cdots 00100 \cdots\}$, the outputs of the above three filters will be exactly the same, the allzero sequence $\{\cdots 00000 \cdots$, which implies good impulsive noise rejection properties of the filters. Although the above observations have been made from results for a fixed window size, an analysis of the narrowpulse retention characteristics of the $\mathrm{GW}_{2}(2, N)$ filter for any window of size $N=2 n+1>3$ (see Appendix D) shows that the $\mathrm{GW}_{2}(2, N)$ filter retains pulses of width $w$ $\geq n+1$ and it also retains pulses of width $w=n$ with half the amplitude, as shown in Table III. It should be noted that the median filter with the same window size will also retain pulses of width $w \geq n+1$, but will remove pulses of width $w \leq n$. It is also possible to explain the pulse response of the Wilcoxon filters. For the Wilcoxon filter, the response depends not on the pattern of the ones and zeros for a binary input, but only on the numbers of ones and zeros inside a window. Thus, the ideal edge performance of the Wilcoxon filter can be used to obtain its ideal pulse performance. For example, when $N=7$ and $w=2$, the Wilcoxon filter will not be able to retain this pulse because at any time there are at most two ones, thus producing a zero as the output. From its edge performance we conclude that when $N=7$ and $w=3$, the output of the Wilcoxon filter will be a smeared and reduced pulse $\{1 / 2,1 / 2,1 / 2,1 / 2,1 / 2\}$, and for a pulse of width $w=4$, the output of the Wilcoxon filter


Fig. 6. Simulation results with $N=9$. (a) Output of the $\mathrm{GW}_{2}(2,9)$ filter. (b) Error in the output of the $\mathrm{GW}_{2}(2,9)$ filter. (c) Output of the $\mathrm{GW}_{2}(3$, 9) filter. (d) Error in the output of the $\mathrm{GW}_{2}(3,9)$ filter. (e) Output of the $\mathrm{GW}_{2}(5,4)$ filter. (f) Error in the output of the $\mathrm{GW}_{2}(5,4$ ) filter. (g) Output of the $\mathrm{GW}_{3}(5,4)$ filter. (h) Error in the output of the $\mathrm{GW}_{3}(5,4)$ filter.
with window size 7 will again be a smeared and reduced pulse $\{1 / 2,1 / 2,1 / 2,1 / 2,1 / 2,1 / 2\}$; this is in agreement with the results in Table III.

## B. Simulation Results for Noisy Signals

Example I (Effect of Winsorization): In the first example, we consider the signal of Fig. 3(b) as an input to the $\mathrm{GW}_{m}$ filters with $N=9$, with outputs and errors shown
in the various parts of Fig. 6. Fig. 6(a) and (c) shows outputs produced by the $\mathrm{GW}_{2}(2,9)$ and $\mathrm{GW}_{2}(3,9)$ filters, which are the counterparts of the rank-Winsorized Wilcoxon filters producing the results of Fig. 3(e) and (f), respectively. Fig. 6(b) and (d) shows the deviations of these outputs from the original signal. Note that the timeWinsorized filters with $t=2$ and 3 , respectively, are better compared to the rank-Winsorized Wilcoxon filters with
the small degree of Winsorization used here. Two other $\mathrm{GW}_{m}$ filter outputs with $(m, t, r)=(2,5,4)$ and $(m, t$, $r)=(3,5,4)$ are shown in Fig. 6(e) and (g), respectively. These last two filters are better able to retain the general shape of the signal and to recover both pulses and reject the impulse effectively; the deviations of these outputs from the original are shown in Fig. 6(f) and (h).

Example 2 (Noise Suppression and Edge and Pulse Preservation): One set of simulations was run to illustrate the performance at edges for narrow pulses, for four filters of window size $N=7$. These were the median, the $\mathrm{GW}_{2}(7,7)$ (Wilcoxon), the $\mathrm{GW}_{2}(2,7)$, and the $\mathrm{GW}_{3}(4$, 6 ). An edge of height 10 followed by a negative pulse of amplitude 10 and width 3 was the signal component, to which i.i.d. Gaussian noise of mean zero and variance $\sigma^{2}$ $=1$ was added. The outputs, averaged over independent 100 runs, are shown in Fig. 7. It is clear that the $\mathrm{GW}_{2}(2$, 7) filter has good edge retention characteristics as explained from the analysis given above. The $\mathrm{GW}_{3}(4,6)$ filter smears the edge more but its pulse retention capability is better than that of the Wilcoxon or median filters.
In Table IV we show the output mean square errors for filters with a constant level signal with additive i.i.d. Gaussian zero-mean, unit variance noise, obtained as time-averages for a 2000 -point input sequence. In the case of the median filters, the MSE's agree with those reported in earlier work [26], [27]. It can be observed from Table IV that the Gaussian noise suppression capability of the $\mathrm{GW}_{2}(2,5)$ filter is better than that of the median filter of window size 3 and 5 , and is somewhat less than that of the window-size 7 median filter.

Example 3 (Detail Retention): To illustrate the ability of the $\mathrm{GW}_{m}$ filters to retain details, let us consider the signal of Fig. 8(a) which has 5 narrow pulses on a slowly varying background; Fig. 8(b) shows the noisy signal to be filtered, with additive zero-mean white Gaussian noise of standard deviation 2.5 and 5 impulses. This noisy signal was processed using different filtering schemes with different window sizes. The window-size 3 median filter [med (3)] output of Fig. 8(c) shows all 5 narrow signal pulses, but the output is quite noisy. Fig. 8(d) shows the deviation of the med (3) filter output from the original signal. If a window-size 5 median filter $[\operatorname{med}(5)]$ is used, the narrower signal pulse is obliterated. On the other hand, the $\mathrm{GW}_{2}(2,5)$ filter of window size 5 retains all five pulses [Fig. 8(e)] and gives better noise suppression. The deviation from the original of the $\mathrm{GW}_{2}(2,5)$ filter output is given in Fig. 8(f). In order to better appreciate the Gaussian noise smoothing properties of the $\mathrm{GW}_{2}(2,5)$ filter compared to those of the median filters (of window sizes 3 and 5), we have computed the output mean square errors (MSE) of these filters. In determining the MSE, we only consider those intervals where the original signal has no pulses present. The MSE for the med (3) filter is 2.82 , whereas it is 1.66 for the med ( 5 ) filter and is 1.31 for the


Fig. 7. Simulation results of edge performance and pulse retention of some $\mathrm{GW}_{m}$ filters with $N=7$.

TABLE IV
Mean Square Error Simulation of the GW ${ }_{m}$ Filters for a Constant Signal in Noisf for Different Window Sizes

| $N$ | 3 | 5 | 7 |
| :--- | :--- | :--- | :--- |
| Filter |  |  |  |
| GW2 $_{2}(1,1)$ | 0.448 | 0.290 | 0.214 |
| $\mathrm{GW}_{2}(2, \mathrm{~N})$ | - | 0.255 | 0.182 |
| $\mathrm{GW}_{2}(\mathrm{~N}, \mathrm{~N})$ | - | 0.221 | 0.162 |
| $\mathrm{GW}_{2}(4,6)$ | - | - | 0.177 |
| $\mathrm{GW} 3(4,6)$ | - | - | 0.176 |

$\mathrm{GW}_{2}(2,5)$ filter. For comparison, the output of the Wilcoxon filter of the same window size (i.e., the $\mathrm{GW}_{2}(5$, 5) filter of window size 5) and the deviation in its output from the original are shown in Fig. 8(g) and (h), respectively. The widening and smoothing of the pulses is evident there.

For more smoothing, larger window sizes are needed. The window-size 7 median filter output is shown in Fig. 8 (i), and the deviation of the output from the original is shown in Fig. 8(j). It shows clearly only two of the five signal pulses. The $\mathrm{GW}_{2}(2,7)$ filter output shown in Fig. $8(\mathrm{k})$ is clearly better in that more signal pulses are retained. The output of the $\mathrm{GW}_{2}(3,5)$ filter of window size 7 is shown in Fig. 8(1). This performance is almost the same as that of the $\mathrm{GW}_{2}(2,7)$ filter, which uses more severe temporal Winsorization but no rank Winsorization. The $\mathrm{GW}_{2}(4,6)$ filter output shown in Fig. 8(m) is interesting because all five pulses are present there. This filter represents somewhat less severe Winsorization than the $\mathrm{GW}_{2}(3,5)$ filter. Finally, the $\mathrm{GW}_{3}(4,6)$ filter (of window size 7 also) shows more smoothing and rounding-off of the pulses, which are nonetheless all preserved in the output shown in Fig. 8(n). In general, the distortion of pulse shape is more severe if more Gaussian noise smoothing is desired.

We should note, however, that the median filter will be able to recover more pulses if smaller window sizes ( $N$ $=3$, for example) are used; the Gaussian noise smoothing will generally become worse. Also, the DW-MTM filter [4] has better edge preserving and Gaussian noise smoothing characteristics compared to the $\mathrm{GW}_{m}$ filter. The
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Fig. 8. Simulation results. (a) Original signal. (b) Noisy signal. (c) Output of the median filter with $N=3$. (d) Error in the output of the median filter with $N=3$. (e) Output of the $\mathrm{GW}_{2}(2,5$ ) filter with $N=5$. (f) Error in the output of the $\mathrm{GW}_{2}(2,5)$ filter with $N=5$. (g) Output of the Wilcoxon filter with $N=5$. (h) Error in the output of the Wilcoxon filter with $N=5$. (i) Output of the median filter with $N=7$. (j) Error in the output of the median filter with $N=7$.

output of the DW-MTM filter is the average of observations inside its window which fall within an interval [ $m_{k}$ $-q, m_{k}+q$ ] where $m_{k}$ is the sample median of the observation in a smaller window centered at $k$, with $q$ being a parameter. The DW-MTM filter, however, requires explicit information about the original signal and noise statistics to set the value of $q$ appropriately (for example, the minimum edge height and the variance of the Gaussian noise process) in order to have better performance than the $\mathrm{GW}_{m}$ filter.

## V. Summary

In this paper we have examined a class of filters, the $R$-filters, that have a basis in the class of rank estimates ( $R$-estimates) of statistical theory. This class of filters includes the common filters such as the median and the Wilcoxon filters. The investigation of these $R$-filters complements recent work on nonlinear filters based on the classes of $L$ - and $M$-estimates of robustness theory. We introduced here specifically the generalized Wilcoxon filters of order $m$ which incorporate both the temporal and rank information of the input sequence within a finite moving window to compute the output. It was shown that with proper choice of order of averaging $m$ and degrees of Winsorization, the $\mathrm{GW}_{m}$ filter can be designed to perform quite satisfactorily for filtering of signals containing edges and details as well as additive white Gaussian and impulsive noise components.

## Appendix A

Proof of Symmetry of $T(\theta)$ and $P(\theta)$
In this appendix we show that $T(\theta)$ of (2.6) and $P(\theta)$ of (3.1) are symmetrically distributed random variables. We will assume that $X=\left(X_{1}, X_{2}, \cdots, X_{N}\right)$ is a vector
of $N$ i.i.d. continuous random variables and $-\boldsymbol{X}=\left(-X_{1}\right.$, $-X_{2}, \cdots,-X_{N}$ ).

Lemma: Suppose $X_{1}, X_{2}, \cdots, X_{N}$ are symmetrically distributed about 0 . For a function $g: \mathbb{R}^{N} \rightarrow \mathbb{R}$, if $g(X)$ $+g(-\boldsymbol{X})=\mu$, then $g(\boldsymbol{X})$ is symmetrically distributed about $\mu / 2$.

Proof: Since $\boldsymbol{X}$ and $-\boldsymbol{X}$ have the same distribution, it is clear that $g(\boldsymbol{X})$ and $g(-\boldsymbol{X})$ are also identically distributed. That is, we have $P[g(X) \leq y]=P[g(-X)$ $\leq y]$. Then the lemma follows trivially since $P[g(X)$ $\leq \mu / 2-y]=P[g(X) \geq \mu / 2+y]$.

Proposition: If $X_{1}, X_{2}, \cdots, X_{N}$ are symmetrically distributed about $\theta$, then $T(\theta)$ of (2.6) and $P(\theta)$ of (3.1) are symmetrically distributed about the points of symmetry $\Sigma_{i=1}^{N} a_{i} / 2$ and $\Sigma_{i=1}^{N} \tilde{a}_{i} / 2$, respectively.

Proof: Without loss of generality, let $\theta=0$ [we can always do this by defining a new vector of random variables $\left.\left(X_{1}-\theta, X_{2}-\theta, \cdots, X_{N}-\theta\right)\right]$. From (2.6) with $g(X)=T(0)$, we have
$g(\boldsymbol{X})+g(-\boldsymbol{X})$

$$
\begin{aligned}
= & \sum_{\substack{i=1 \\
i \leq j}}^{N} \sum_{j=1}^{N}\left(a_{j-i+1}-a_{j-i}\right) \\
& \cdot\left\{u\left(W_{(i j)}\right)+u\left(-W_{(n-j+1 . n-i+1)}\right)\right\}
\end{aligned}
$$

$$
=\sum_{\substack{i=1 \\ i \leq j}}^{N} \sum_{j=1}^{N}\left(a_{j-i+1}-a_{j-i}\right)\left\{u\left(W_{(i j)}\right)+u\left(-W_{(i j)}\right)\right\}
$$

$$
=\sum_{\substack{i=1 \\ i \leq j=j}}^{N} \sum_{j=1}^{N}\left(a_{j-i+1}-a_{j-i}\right)
$$

$$
\begin{equation*}
=\sum_{i=1}^{N} a_{i} \tag{A1.1}
\end{equation*}
$$

Hence, from the lemma, we have $E[T(\theta)]=\sum_{i=1}^{N} a_{i} / 2$. The proof for $P(\theta)$ is similar to the one given above.

## Appendix B

Calculation of $N_{e}$ and $\tilde{N}_{e}$
When the set $V_{m}$ is used, the number of $m$-tuples in $V_{m}$, given that $q_{1}=i$, is ${ }_{d} H_{m-1}$ for $d \leq N-i+1$ and ${ }_{N-i+1} H_{m-1}$ for $d>N-i+1$ where ${ }_{k} H_{j}$ is the number of combinations, with duplication allowed, of $j$ items out of $k$ types and is equal to $(k+j-1)!/ j!(k-1)!$. Now summing these values for $i=1,2, \cdots, N$, we obtain

$$
\begin{equation*}
N_{e}=\sum_{i=1}^{N}{ }_{k} H_{m-1} \tag{A2.1}
\end{equation*}
$$

where $k=\min (d, N+1-i)$. For example, if $N=5$, $m=3$, and $d=4$, the possible set of three indexes are $\{(111),(112),(113),(114),(122),(123),(124)$, (133), (134), (144)\} when $i=1,\{(222)$, (223), (224), (225), (233), (234), (235), (244), (245), (255) $\}$ when $i=2$, \{(333), (334), (335), (344), (345), (355) $\}$ when $i=3,\{(444),(445),(455)\}$ when $i=4$, and $\{(555)\}$ when $i=5$.

If the set $\tilde{V}_{m}$ is used for the subscripts $\left(q_{1}, q_{2}, \cdots\right.$, $q_{m}$ ), the number of $m$-tuples in $\tilde{V}_{m}$ given that $q_{1}=i$ is ${ }_{d-1} C_{m-1}$ for $d \leq N-i$ and ${ }_{N-i} C_{m-1}$ for $d>N-i$. Summing these values for $i=1,2, \cdots, N-m+1$, we obtain

$$
\begin{equation*}
\tilde{N}_{e}=\sum_{i=1}^{N-m+1}{ }_{k} C_{m-1} \tag{A2.2}
\end{equation*}
$$

where $\tilde{k}=\min (d-1, N-i)$ and ${ }_{k} C_{j}=k!/(k-j)!j!$. Here the upper limit of the summation is $N-m+1$, since each index is allowed to be chosen only once. For the same values of $m, d$, and $N$ as in the example above, the possible set of three indexes are now $\{(123),(124)$, (134) $\}$ when $i=1$, \{(234), (235), (245) $\}$ when $i=$ 2 , and $\{(345)\}$ when $i=3$.

## Appendix C <br> An Analysis of Ideal Edge Performance of the $\mathrm{GW}_{2}(t, N)$ Filters

In Appendixes C and D , we will use the notation $\boldsymbol{x}^{k}$ to denote the set $\left\{x_{k-n}, \cdots, x_{k}, \cdots, x_{k+n}\right\}$, the data in a window centered at time $k$. We will also denote by $z^{k}$ the set $\left\{\left(x_{i}+x_{j}\right) / 2, k-n \leq i \leq j \leq k+n, j-i<\right.$ $t\}$. Now consider Fig. 9. A dot in the $p$ th column and $q$ th row represents an element in $z^{k}$ with value $\left(x_{k-n+p-1}+\right.$ $\left.x_{k-n+q-1}\right) / 2$, and the total number of dots is $N_{e}=(2 N$ $+1-t) t / 2$. If there are $J$ contiguous zeros and $N-J$ contiguous ones in $\boldsymbol{x}^{k}$, we can easily see that each element of $z^{k}$ represented by a dot located to the left of and above the solid lines is a zero; any value represented by a dot located to the right of and below the solid lines is a 1 ; and all other elements of $z^{k}$ have value $1 / 2$. After a simple enumeration, we obtain the number of zeros $N(0)$ and the


Fig. 9. A representation of the pairs of indexes in computation of the $\mathrm{GW}_{2}(t, N)$ filter outputs.
number of ones $N(1)$ as follows:

1) if $J \leq t, N(0)=J(J+1) / 2$ and $N(1)=t(t$ $+1) / 2+(N-J-t) t ;$
2) if $t+1 \leq J \leq N-t, N(0)=t(t+1) / 2+$ $(J-t) t$ and $N(1)=t(t+1) / 2+(N-J-$ $t) t$; and
3) if $J \geq N-t+1, N(0)=t(t+1) / 2+(J-$ $t) t$ and $N(1)=(N-J)(N-J+1) / 2$.
From these numbers, we have the following values of outputs for the $\mathrm{GW}_{2}(t, N)$ filter, assuming $N_{e}=(2 N+1$ $-t) t / 2$ is an odd number:

$$
y_{k}= \begin{cases}0 & \text { if } J \in B_{0}  \tag{A3.1}\\ 1 & \text { if } J \in B_{1} \\ 1 / 2 & \text { otherwise }\end{cases}
$$

where $J$ is the number of zeros in the window centered at time $k$,

$$
\begin{align*}
B_{0}= & \left\{J: J \leq t, J(J+1) \geq N_{e}+1\right\} \\
& \cup\left\{J: J \geq t+1, J \geq \frac{N_{e}+1}{2 t}-\frac{t+1}{2}+t\right\} \tag{A3.2}
\end{align*}
$$

and

$$
\begin{align*}
B_{1}= & \{J:(N-J) \leq t-1,(N-J) \\
& \left.\cdot(N-J+1) \geq N_{e}+1\right\} \\
& \cup\{J:(N-J) \geq t,(N-J) \\
\geq & \left.\frac{N_{e}+1}{2 t}-\frac{t+1}{2}+t\right\} . \tag{A3.3}
\end{align*}
$$

Note that $B_{1}$ is almost the same as $B_{0}$ with $(N-J)$ replacing $J$; this implies a symmetric behavior around the edge of the $\mathrm{GW}_{2}(t, N)$ filter. Even though we have considered only the case when $N_{c}$ is an odd number, an almost identical development can be used for the case when $N_{e}$ is an even number.

As a specific example of the above result, let us consider the case $t=2$. Let $N=2 n+1$ be the window size, and let the sequence of the ideal edge input be $\{\cdots 00$ $001111 \cdots\}$ with the last zero and the first one oc-
curring at $k=I$ and at $k=I+1$, respectively. Since $N_{e}$ $=2 N-1$ is an odd number, we can directly use the above result to conclude that

$$
y_{k}= \begin{cases}0 & \text { if } k \leq I  \tag{A3.4}\\ 1 & \text { if } k \geq I+1\end{cases}
$$

because we can simplify (A3.2) and (A3.3) to get

$$
\begin{equation*}
B_{0}=\{J: J \geq n+1\} \tag{A3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{1}=\{J: J \leq n\}, \tag{A3.6}
\end{equation*}
$$

and because there are at least $n+1$ zeros when $k \leq I$, and at most $n$ zeros when $k>I+1$ in a window centered at time $k$.

As a second example, let us consider the Wilcoxon or the $\mathrm{GW}_{2}(N, N)$ filter. For the Wilcoxon filter $N_{e}=N(N$ $+1) / 2$, and we find that
$B_{0}=\{J: J(J+1) \geq N(N+1) / 2+1\}$
and

$$
\begin{equation*}
B_{1}=\{J:(N-J)(N-J+1) \geq N(N+1) / 2+1\} \tag{A3.8}
\end{equation*}
$$

again assuming that $N_{e}$ is an odd number. Now let $Q$ be the smallest positive integer satisfying

$$
\begin{equation*}
Q(Q+1) \geq 2 n^{2}+3 n+2 \tag{A3.9}
\end{equation*}
$$

When $k \leq I-(Q-n)+1$, there are at least $n+I$ $-\{I-(Q-n)+1\}+1=Q$ zeros in $\boldsymbol{x}^{k}$, or equivalently $J \geq Q$. We therefore have $y_{k}=0$. When $k \geq I$ $+(Q-n)$, there are least $n+\{I+(Q-n)\}-(I+$ 1) $+1=Q$ ones in $\boldsymbol{x}^{k}$, or $N-J \geq Q$ and consequently $y_{k}=1$. Finally when $I-(Q-n)+2 \leq k \leq I+(Q$ $-n)-1$, we conclude that $y_{k}=1 / 2$ from (A3.1). Typical sets of values $\left(n, N, N_{e}, Q\right)$ for the Wilcoxon filter are as follows: $(2,5,15,4),(4,9,45,7)$, and $(6,13$, 91, 10). Thus, we may conclude, for example, that for $N$ $=9$, the Wilcoxon filter will transform an ideal edge into a three level rise from 0 to 1 with four middle values of $1 / 2$.

## Appendix D

An Analysis of Narrow Pulse Performance of the $\mathrm{GW}_{2}(2, N)$ Filter

## A. For Pulses of Width $w \geq n+1$

To show that the $\mathrm{GW}_{2}(2, N)$ filter retains pulses of width $w \geq n+1$, all we have to do is to show that the $\mathrm{GW}_{2}(2, N)$ filter retains a pulse of width $w=n+1$. When the window is centered at time $k \leq I+1$ or $k \geq$ $I+n+1$, we can conclude that $y_{k}=0$ using the result of Appendix C , the pulse looking like an ideal edge to the $\mathrm{GW}_{2}(2, N)$ filter. We then note that the possible index pairs $(i, j)$ are $(i, i)$ and $(i, i+1)$ for $i=1,2, \cdots$, $N-1$ and $(N, N)$. Now when $I+2 \leq k \leq I+n, x^{k}$ has $n+1$ contiguous ones and $n$ zeros with two edges
present. Therefore, the number of ones, halves, and zeros in $z^{k}$ are $n+1+n=2 n+1,2$, and $2 n-2$ (since the total number of pairs is $4 n+1$ ), respectively. From this observation, we have $y_{k}=1$.

## B. For Pulses of Width $w=n$

Next let the width of a pulse be $w=n$. Let the sequence of a pulse of width $w=n$ be $\{\cdots 00011 \cdots 110$ $0 \cdots\}$ with the first one and the last one occurring at $k$ $=I+1$ and at $k=I+n$, respectively. When $k \leq I$ or when $k \geq I+n+1$, we have $y_{k}=0$, using the result of Appendix C. We then note that the possible index pairs $(i, j)$ are $(i, i)$ and $(i, i+1)$ for $i=1,2, \cdots, N-1$ and $(N, N)$. Now when $I+1 \leq k \leq I+n, x^{k}$ has $n$ contiguous ones and $(n+1)$ zeros with two edges present. Therefore, the number of ones, halves, and zeros in $z^{k}$ are $n+n-1=2 n-1,2$, and $2 n$ (since the total number of pairs is $4 n+1$ ), respectively. From this observation, we have $y_{k}=1 / 2$, which implies that the $\mathrm{GW}_{2}(2, N)$ filter will reduce the height of a pulse of width $w=n$ by a factor of 2 .
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[^0]:    'The alternative hypothesis $\bar{H}$ may also be taken to be $\theta \neq 0$ or $\theta<0$. For instance, for $\bar{H}: \theta \neq 0$. the modified rank test becomes $\phi(X)=1$ if $|\tilde{T}|>c$ and $=0$ if $|\tilde{T}| \leq c$ where $\left.\tilde{T}=\sum_{i-1}^{\hat{N}} a \mid R\left(\left|X_{i}\right|\right) / N+1\right]$ sgn ( $X$, ). Here the distribution of $\hat{T}$ is symmetric about 0 . We are interested in the problem of signal restoration or estimation. and the one-sample rank test for any of the three alternatives will lead to the same result for signal estimation.

