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Abstract: The paper is concerned with the existence of mild solutions for impulsive differential equations
with nonlocal conditions in Banach spaces. The results are obtained under the conditions in respect of the
Hausdorff measure of noncompactness. Since we do not assume the compactness of semigroup T (t) and f ,
our theorems extend some existing results in this area.
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1 Introduction
In this paper we discuss the impulsive Cauchy problem with nonlocal conditions

u′(t) = Au(t) + f(t, u(t)), t ∈ [0, b], t 6= ti, i = 1, 2, · · · , p (1.1)

∆u(ti) = u(t+i )− u(t−i ) = Ii(u(ti)), i = 1, 2, · · · , p (1.2)

u(0) = g(u) + u0 (1.3)

where A is the infinitesimal generator of a strongly continuous semigroup of bounded linear operators T (t) on a Banach
space X; f : [0, b]×X → X; 0 < t1 < t2 < · · · < tp < tp+1 = b; Ii : X → X, i = 1, 2, · · · , p are impulsive functions
and g : PC([0, b];X) → X .

During recent years, the impulsive differential equations have been an object of intensive investigation because of
the wide possibilities for their application in various fields of science and technology as theoretical physics, population
dynamics, economics,etc. See [1, 4, 16] and the references therein for more comments.

The existence and uniqueness of mild, strong and classical solution of nonlocal abstract Cauchy problem has been
established by Byszewski [6, 7]. Subsequently, many authors are devoted to studying of nonlocal problems. Some papers
have been written on various classes of differential equations [2, 8, 9, 18–21].

In this paper we will derive some sufficient conditions for the solution of differential equation (1.1)-(1.3),combining
impulsive conditions and nonlocal conditions. Our results are achieved by applying the Hausdorff measure of noncom-
pactness and fixed point theorem. Neither the semigroup T (t) nor the function f is needed to be compact in our results.
So our work extends and improves many main results such as those in [1, 10, 13, 15].

2 Preliminaries
Let(X, ‖ · ‖) be a real Banach space. We denote by C([0, b];X) the space of X-valued continuous functions on [0, b] with
the norm ‖x‖ = sup{‖x(t)‖, t ∈ [0, b]} and by L1(0, b;X) the space of X-valued Bochner integrable functions on [0, b]
with the norm ‖f‖L1 =

∫ b

0
‖f(t)‖dt.

For the sake of simplicity, we put J = [0, b];J0 = [0, t1]; Ji = (ti, ti+1],i = 1, 2, · · · , p. In order to define the mild
solution of problem (1.1)-(1.3), we introduce the set PC([0, b];X) = {u : [0, b] → X : u is continuous on Ji, i =
0, 1, 2, · · · , p and the right limit u(t+i ) exists, i = 1, 2, · · · , p}. It is easy to verify that PC([0, b];X) is a Banach
space with the norm ‖u‖PC = sup{‖u(t)‖, t ∈ [0, b]}
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Definition 2.1 A function u ∈ PC([0, b];X) is a mild solution of (1.1)-(1.3) if:

u(t) = T (t)(u0 + g(u)) +
∫ t

0

T (t− s)f(s, u(s)) ds +
∑

0<ti<t

T (t− ti)Ii(u(ti))

for all t ∈ [0, b].

The Hausdroff’s measure of noncompactness βY is defined by

βY (B) = inf{r > 0, B can be covered by finite number of balls with radii r}

for bounded set B in a Banach space Y .

Lemma 2.1 ([3]) Let Y be a real Banach space and B,C ⊆ Y be bounded, the following properties are satisfied:
(1) B is pre-compact if and only if βY (B) = 0;
(2) βY (B) = βY (B) = βY (convB), where B and convB mean the closure and convex hull of B respectively;
(3) βY (B) ≤ βY (C), where B ⊆ C;
(4) βY (B + C) ≤ βY (B) + βY (C), where B + C = {x + y : x ∈ B, y ∈ C};
(5) βY (B ∪ C) ≤ max{βY (B), βY (C)};
(6) βY (λB) ≤ |λ|βY (B) for any λ ∈ R;
(7) If the map Q : D(Q) ⊆ Y → Z is Lipschitz continuous with constant k, then βZ(QB) ≤ kβY (B) for any

bounded subset B ⊆ D(Q), where Z is a Banach space;
(8) βY (B) = inf{dY (B,C);C ⊆ Y is precompact } = inf{dY (B,C);C ⊆ Y is finite valued}, where dY (B,C)

means the nonsymmetric (or symmetric) Hausdorff distance between B and C in Y ;
(9) If {Wn}+∞n=1 is decreasing sequence of bounded closed nonempty subsets of Y and

limn→∞ βY (Wn) = 0, then
⋂+∞

n=1 Wn is nonempty and compact in Y .

The map Q : W ⊆ Y → Y is said to be a βY -contraction if there exists a positive constant k < 1 such that βY (Q(B)) ≤
βY (B) for any bounded closed subset B ⊆ W , where Y is a Banach space.

Lemma 2.2 (Darbo-Sadovskii [3]) If W ⊆ Y is bounded closed and convex, the continuous map Q : W → W is a
βY -contraction, then the map Q has at least one fixed point in W .

In this paper we denote by β the Hausdorff measure of noncompactness of X and denote βPC by the Hausdorff measure
of noncompactness of PC([0, b];X). To discuss the existence, we need the following lemmas in this paper.

Lemma 2.3 ([12]) If {un}∞n=1 ⊂ L1(a, b;X) is uniformly integrable, then β({un(t)}∞n=1) is measurable and

β
({∫ t

0

un(s)ds
}∞

n=1

)
≤ 2

∫ t

0

β
({

un(s)
}∞

n=1

)
ds.

Lemma 2.4 ([3]) If W ⊆ C([0, b];X) is bounded, then β(W (t)) ≤ βC(W ) for all t ∈ [0, b], where W (t) = {u(t);u ∈
W} ⊆ X . Furthermore if W is equicontinuous on [a, b], then β(W (t)) is continuous on [a, b] and βC(W ) = sup{β(W (t)),
t ∈ [a, b]}.

Let C((a, b];X) = {u : (a, b] → X : u is continuous on (a, b] and the right limit u(a+) exists}. Similarly to the
proof of Lemma 2.4(see [3] Theorem 11.3), we can obtain

Lemma 2.5 ([3]) If W ⊆ C((a, b];X) is bounded, then β(W (t)) ≤ βC(W ) for all t ∈ (a, b], where W (t) = {u(t);u ∈
W} ⊆ X . Furthermore if W is equicontinuous on (a, b], then βC(W ) = sup{β(W (t)), t ∈ (a, b]}.

Now we shall show that the result is also true in PC([0, b];X). It plays an important role in the proof of the existence of
mild solutions for the impulsive differential equation.

Lemma 2.6 If D ⊆ PC([0, b];X) is bounded, then β(D(t)) ≤ βPC(D) for all t ∈ [0, b], where D(t) = {u(t);u ∈
W} ⊆ X .

Furthermore if D is equicontinuous on each interval Ji of [0, b], i = 1, 2, · · · , p, then βPC(D) = sup{β(D(t)), t ∈
[0, b]}.
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Proof. For arbitrary ε > 0, there exists Di ⊆ PC([0, b];X), 1 ≤ i ≤ p, such that D = ∪n
i=1Di and

diamPC(Di) ≤ 2βPC(D) + 2ε, i = 1, 2, · · · , n.

In this proof we denote diamPC( · ) by the diameter of a bounded set in PC([0, b];X) and denote diam( · ) by the
diameter of a bounded set in X .

Now we have D(t) =
⋃n

i=1 Di(t) for each t ∈ [a, b], and

‖x(t)− y(t)‖ ≤ ‖x− y‖PC ≤ diamPC(Di)

for x, y ∈ Di. From the above two inequalities, it follows that

2β(D(t)) ≤ diam(Di(t)) ≤ diamPC(Di) ≤ 2βPC(D) + 2ε

By the arbitrariness of ε, we get that β(D(t)) ≤ βPC(D). Therefore, we have

sup
t∈[0,b]

β(D(t)) ≤ βPC(D).

Next, if D is equicontinuous on each Ji, i = 1, 2, · · · , p, we show that βPC(D) ≤ supt∈[0,b] β(D(t)). We denote
D|Ji

by the restriction of D on Ji, i = 1, 2, · · · , p. By the Lemma 2.4 and Lemma 2.5, it follows that βC(D|Ji
) =

supt∈Ji
β(D(t)). We only need to prove that βPC(D) ≤ max0≤i≤p βC(D|Ji).

For arbitrary ε > 0, there exists Dij ⊆ C(Ji;X), j = 1, 2, · · · , ni, such that D|Ji =
⋃ni

j=1 Dij and diamC(Dij) ≤
2βC(D|Ji

) + 2ε, for each i = 0, 1, · · · , p. Let

K = {µ : µ(i) ∈ {1, 2, · · · , ni}, i = 0, 1, 2, · · · , p}.

Obviously K is a finite set with element number n = n0 × n1 × · · · × np. Denoted by

Dµ = {x ∈ PC([0, b];X) : x|Ji
= Di,µ(i), i = 0, 1, 2, · · · , p},

which provides D ⊆ ⋃
µ Dµ =

⋃n
i=1 Di. Notice that

diamPCDi = sup
x,y∈Di

‖x− y‖PC = sup
x,y∈Di

max
i=0,1,2,··· ,p

‖x|Ji
− y|Ji

‖

= max
i=0,1,2,··· ,p

sup
x,y∈Di

‖x|Ji
− y|Ji

‖ ≤ max
i=0,1,2,··· ,p

(2β(D|Ji
) + 2ε).

By the arbitrariness of ε, we get
diamPC(Di) ≤ 2 max

i=0,1,2,··· ,p
β(D|Ji

).

So we have

βPC(D) ≤ βPC(
n⋃

i=1

Di) ≤ max
i=0,1,2,··· ,p

β(D|Ji
) = sup

t∈[a,b]

β(D(t).

This completes the proof.
The C0-semigroup T (t) is said to be equicontinuous if t → {T (t)x : x ∈ B} is equicontinuous for t > 0 and for all

bounded subset B in X .
The following lemma is obvious.

Lemma 2.7 If the semigroup T (t) is equicontinuous and η ∈ L(0, b;R+), then the set {∫ t

0
T (t − s)u(s)ds, ‖u(s)‖ ≤

η(s) for a.e. s ∈ [0, b]} is equicontinuous for t ∈ [0, b].

In section 3, we give some existence results when g is compact and f satisfies the conditions with the Hausdorff measure
of noncompactness. In section 4, we use the different method to discuss the case when g is Lipschitz continuous and f
satisfies the conditions with the Hauadorff measure of noncompactness. In this paper, we denote by M = sup{‖T (t)‖ :
t ∈ [0, b]}. Without loss of generality, we let u0 = 0.
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3 g is compact
In this Section, we give the existence of the mild solutions for nonlocal Cauchy problem (1.1)-(1.3).

We first give the following hypotheses:
(A) The C0 semigroup T (t), 0 ≤ t ≤ b, generated by A is equicontinuous.
(g1) g : PC([0, b];X) → X is continuous and compact.
(g2) There exists a constant N such that ‖g(x)‖ ≤ N , for all x ∈ PC([0, b];X).
(I) Let Ii : X → X , be continuous, compact map and there are nondecreasing functions li : R+ → R+,satisfying

‖Ii(x)‖ ≤ li(‖x‖), i = 1, 2, · · · , p.
(f1) f : [0, b] × X → X , for a.e. t ∈ [0, b], the function f(t, ·) : X → X is continuous and for all x ∈ X , the

function f(·, x) : [0, b] → X is measurable.
(f2) There exists a function θ : [0, b]×R+ → R+ such that θ(·, s) ∈ L(0, b;R+) for every s ≥ 0, θ(t, ·) is continuous

and increasing for a.e. t ∈ [0, b], and ‖f(t, x)‖ ≤ θ(t, ‖x‖) for a.e. t ∈ [0, b] and all x ∈ X. And there exists at least one
mild solution to the following scalar equation

m(t) = MN + M

∫ t

0

θ(s,m(s))ds + M

p∑

i=1

li(m(t)), t ∈ [0, b]. (3.1)

(f3) there exists a function h ∈ L1(0, b;R+) such that for every bounded D ⊂ X ,

β(f(t,D)) ≤ h(t)β(D),

for a.e. t ∈ [0, b].

Theorem 3.1 Assume that the hypotheses (A), (g1) − (g2), (I), (f1) − (f3), are satisfied, then the nonlocal impulsive
problem (1.1)-(1.3) has at least one mild solution.

Proof. Let m(t) be a solution of the scalar equation (3.1), the map K : PC([0, b];X) → PC([0, b];X) defined by

(Ku)(t) = (K1u)(t) + (K2u)(t),

with

(K1u)(t) = T (t)g(u) +
∫ t

0

T (t− s)f(s, u(s))ds,

(K2u)(t) =
∑

0<ti<t

T (t− ti)Ii(u(ti)),

for all t ∈ [0, b].
It is easy to see that the fixed point of K is the mild solution of nonlocal impulsive problem (1.1)-(1.3). Subsequently,

we will prove that K has a fixed point by using the Schauder fixed point theorem.
From our hypotheses we can get K is continuous on PC([0, b];X). For this purpose, we assume that un → u in

PC([0, b];X). By (f1) we have that

f(s, un(s)) → f(s, u(s)), (n → +∞), for all s ∈ [0, b].

Then by hypotheses (g) and (I1), we have

‖Kun −Ku‖PC ≤ M‖g(un)− g(u)‖+ M

∫ b

0

‖f(s, un(s))− f(s, u(s))‖ds

+
p∑

i=1

M‖Ii(un(ti))− Ii(u(t(ti)))‖ → 0, as n → +∞,

i.e., K is continuous.
We denote by W0 = {u ∈ PC([0, b];X), ‖u(t)‖ ≤ m(t) for all t ∈ [0, b]}. Then W0 ⊆ PC([0, b];X) is bounded

and convex.
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Define W1 = convK(W0), where conv means the closure of the convex hull in PC([0, b];X). For any u ∈ K(W0),
we know

‖u(t)‖ ≤ MN + M

∫ t

0

θ(s,m(s))ds + M

p∑

i=1

li(m(t)) = m(t)

for t ∈ [0, b]. From (f2), it follows that W1 ⊂ W0.
W1 is equicontinuous on each interval Ji of [0, b]. In fact, as T (t) is equicontinuous, g is compact and W0 ⊆

PC([0, b];X) is bounded, due to hypotheses (f2) and Lemma 2.7, {K1u : u ∈ W0} is equicontinuous. Next, for
ti ≤ t < t + h ≤ ti+1, i = 1, 2, · · · , p, we have, using the semigroup properties,

‖(K2u)(t + h)− (K2u)(t)‖ ≤ ‖
∑

0<ti<t+h

T (t + h− ti)Ii(x(ti))−
∑

0<ti<t

T (t + h− ti)Ii(x(ti))‖

+‖
∑

0<ti<t

T (t + h− ti)Ii(x(ti))−
∑

0<ti<t

T (t− ti)Ii(x(ti))‖

≤ ‖
∑

t<ti<t+h

T (t + h− ti)Ii(x(ti))‖

+
∑

0<ti<t

‖T (t + h− ti)Ii(x(ti))− T (t− ti)Ii(x(ti))‖,

which follows that {K2u : u ∈ W0} is equicontinuous on each Ji due to the equicontinuous of T (t) and hypotheses
(I). Therefore, W1 ⊂ PC([0, b];X) is bounded closed convex nonempty and equicontinuous on each interval Ji, i =
0, 1, 2, · · · , p.

We define Wn+1 = convK(Wn), for n = 1, 2, . . . , p. Form above we know that {Wn}∞n=1 is a decreasing sequence
of bounded, closed, convex, nonempty subsets in PC([0, b];X) and equicontinuous on each Ji, i = 0, 1, 2, · · · , p.

Now for n ≥ 1 and t ∈ [0, b], Wn(t) and K(Wn(t)) are bounded subsets of X . Hence, for any ε > 0, there is a
sequence {uk}∞k=1 ⊂ Wn such that (see, e.g. [5], pp.125)

β(Wn+1(t) = β(KWn(t))

≤ 2β(T (t)g({uk}∞k=1)) + 2β(
∫ t

0

T (t− s)f(s, {uk(s)}∞k=1)ds)

+2
p∑

i=1

β(T (t− ti)Ii({uk(ti)}∞k=1)) + ε

for t ∈ [0, b]. From the compactness of g and Ii, by Lemma 2.1, Lemma 2.3 and (f3), we have that

β(Wn+1(t) ≤ 2β(
∫ t

0

T (t− s)f(s, {uk(s)}∞k=1)ds) + ε

≤ 4
∫ t

0

β(T (t− s)f(s, {uk(s)}∞k=1))ds + ε

≤ 4M

∫ t

0

β(f(s,Wn(s)))ds + ε

≤ 4M

∫ t

0

h(s)β(Wn(s))ds + ε

for t ∈ [0, b]. Since ε > 0 is arbitrary, it follows from the above inequality that

β(Wn+1(t)) ≤ 4M

∫ t

0

h(s)β(Wn(s))ds, (3.2)

for all t ∈ [0, b]. Because Wn is decreasing for n, we define

η(t) = lim
n→∞

β(Wn(t))

for all t ∈ [0, b]. We obtain from (3.2) that

η(t) ≤ 4M

∫ t

0

h(s)η(s)ds,
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for all t ∈ [0, b], which implies that η(t) = 0 for all t ∈ [0, b].
By Lemma 2.6, we know that

lim
n→∞

βPC(Wn) = 0.

Using Lemma 2.1, we know that W =
⋂∞

n=1 Wn is convex compact and nonempty in PC([0, b];X) and K(W ) ⊂ W .
By the famous Schauder’s fixed point theorem, there exists at least one mild solution u of the problem (1.1)-(1.3), where
u ∈ W is a fixed point of the continuous map K.

Remark 3.1 In the case where f is compact or Lipschitz continuous(see, e.g., [4, 13, 21]), the hypotheses (f3) is auto-
matically satisfied.

In some of the early related results we suppose that the map g is uniformly bounded when g is compact. Here we give the
existence under another growth conditions of f when g is not uniformly bounded. We replace the hypothesis (f2) by

(f2′) There exists a function θ ∈ L1(0, b;R+) and an increasing continuous function Ω : R+ → R+ such that
‖f(t, x)‖ ≤ θ(t)Ω(‖x‖) for a.e. t ∈ [0, b] and all x ∈ X.

Theorem 3.2 Assume that the hypotheses (A), (g1), (I), (f1)(f2′)(f3), are satisfied, then the nonlocal impulsive prob-
lem (1.1)-(1.3) has at least one mild solution if

lim sup
λ→∞

Mγ(λ) + MΩ(λ)
∫ b

0
θ(s)ds + M

∑p
i=1 li(λ)

λ
< 1, (3.3)

where γ(λ) = sup{‖g(u)‖ : ‖u‖ ≤ λ}.

Proof. The inequality(3.3) implies that there exists a constant λ > 0 such that

Mγ(λ) + MΩ(λ)
∫ b

0

θ(s)ds + M

p∑

i=1

li(λ) ≤ λ

Just as the proof of Theorem 3.1, let W0 = {u ∈ PC([0, b];X), ‖u(t)‖ ≤ λ for all t ∈ [0, b]} and W1 = convK(W0).
Then for any u ∈ W1, we know

‖u(t)‖ ≤ Mγ(λ) + MΩ(λ)
∫ b

0

θ(s)ds + M

p∑

i=1

li(λ) ≤ λ,

for t ∈ [0, b]. It means that W1 ⊂ W0. So we can complete the proof similarly to Theorem 3.1.

4 g is Lipschitz
In the previous section, we obtained the existence results when g is compact but without the compactness of T (t) or f .
In this section, we discuss the problem (1.1)-(1.3) when g is Lipschitz continuous and Ii, i = 1, 2, · · · , p is not compact.
Precisely, we replace hypotheses (g1), (I)by

(g1′) There is a constant L ∈ (0, 1/M) such that

‖g(u)− g(v)‖ ≤ L‖u− v‖PC ,

for all u, v ∈ PC([0, b];X).
(I ′) There exists Li > 0, i = 1, 2, · · · , p, such that ‖Ii(x)− Ii(y)‖ ≤ Li‖x− y‖, for all x, y ∈ X .

Theorem 4.1 Assume that the hypotheses (A), (g1′)−(g2), (I ′), (f1)−(f3) are satisfied. Then the nonlocal impulsive
problem (1.1)-(1.3) has at least one mild solution on [0, b] provided that

ML + 4M

∫ b

0

h(s)ds + 2M

p∑

i=1

Li < 1. (4.1)
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Proof. We define K1,K2 : PC([0, b];X) → PC([0, b];X) by

(K1x)(t) = T (t)g(x),

(K2x)(t) =
∫ t

0

T (t− s)f(s, u(s))ds +
∑

0<ti<t

T (t− ti)Ii(uti
).

On account of Theorem 3.1, we know that operator K = K1 + K2 is continuous on PC([0, b];X). We define
W0 = {u ∈ PC([0, b];X) : ‖u(t)‖ ≤ m(t) for all t ∈ [0, b]}, and let W = convKW0. Then from the proof of
Theorem 3.1 we know that W is a bounded closed convex and equicontinuous subset of PC([0, b];X) and KW ⊂ W .
We shall prove that K is βPC -contraction on W . Then Darbo-Sadovskii fixed point theorem can be used to get a fixed
point of K in W , which is a mild solution of (1.1)-(1.3).

We first show that K1 is Lipschitz on PC([0, b];X). In fact, take x, y ∈ PC([0, b];X) arbitrary. Then by (g1′) we
have

‖(K1u)(t)− (K1v)(t)‖ ≤ M‖g(u)− g(v)‖ ≤ ML‖u− v‖PC

for t ∈ [0, b]. It follows that
‖K1u−K1v‖PC ≤ ML‖u− v‖PC (4.2)

for all u, v ∈ PC([0, b];X), i.e., K1 is Lipschitz with Lipschitz constant ML.
Next,let B ⊂ W be bounded. For any ε > 0, there is a sequence {uk}∞k=1 ⊂ B such that

β(K2B(t)) ≤ 2β({K2uk(t)}∞k=1) + ε

for t ∈ [0, b]. Noticing that B and K2B are equicontinuous, we can get, from Lemma 2.1, Lemma 2.3 and (f3), that

β((K2B)(t)) ≤ 2β(
∫ t

0

T (t− s)f(s, {uk(s)}∞k=1)ds)

+2β({
p∑

i=1

T (t− ti)Ii(uk(ti))}∞k=1) + ε

≤ 4M

∫ b

0

β(f(s, {uk(s)}∞k=1))ds

+2M

p∑

i=1

β(Ii({uk(ti)}∞i=1)) + ε

≤ 4M

∫ b

0

h(s)βPC({uk}∞k=1)ds

+2M

p∑

i=1

LiβPC({uk}∞k=1) + ε

≤ (4M

∫ b

0

h(s)ds + 2M

p∑

i=1

Li)βPC(B) + ε

for t ∈ [0, b]. Since ε > 0 is arbitrary, we have

βPC(K2B) ≤ (4M

∫ b

0

h(s)ds + 2M

p∑

i=1

Li)βPC(B) (4.3)

for any bounded subset B ⊂ W .
Now,for any subset B ⊂ W , due to Lemma 2.1, (4.2) and (4.3), we have

βPC(KB) ≤ βPC(K1B) + βPC(K2B)

≤ (ML + 4M

∫ b

0

h(s)ds + 2M

p∑

i=1

Li)βPC(B).

From (4.1) we know that K is βPC -contraction on W . By Lemma 2.2, there is a fixed point u of K in W , which is a
mild solution of problem (1.1)-(1.3). This completes the proof.
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Remark 4.1 Clearly if the hypothesis (f3) is replaced by one of the following conditions: (1) The semigroup T (t) is
compact and the functions Ii, i = 0, 1, · · · , p are compact; or (2) f(t, ·) is compact for a.e. t ∈ [0, b] and the functions
Ii, i = 0, 1, · · · , p are compact, Theorem 4.1 is true when ML < 1.
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