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Abs t rac t 

The approach to database query evaluation 
developed by Levesque and Reiter treats 
databases as first order theories, and queries 
as formulas of the language which includes, in 
addit ion to the language of the database, an 
epistemic modal operator. In this epistemic 
query language, one can express questions not 
only about the external world described by the 
database, but also about the database itself— 
about what the database knows. On the other 
hand, epistemic formulas are used in knowl­
edge representation for the purpose of express­
ing defaults. Autoepistemic logic is the best 
known epistemic nonmonotonic formal ism; the 
logic of grounded knowledge, proposed recently 
by L in and Shoham, is another such system. 
This paper brings these two directions of re­
search together. We describe a new version of 
the L in /Shoham logic, similar in spir i t to the 
Levesque/Reiter theory of epistemic queries. 
Using this formal ism, we can give meaning to 
epistemic queries in the context of nonmono­
tonic databases, including logic programs w i th 
negation as failure. 

1 I n t r oduc t i on 
The approach to database query evaluation developed 
by Levesque [1984] and Reiter [1990] treats databases 
as first order theories, and queries as formulas of the 
language which includes, in addit ion to the language 
of the database, an epistemic modal operator. In this 
epistemic query language, one can express questions 
not only about the external world described by the 
database, but also about the database itself—about 
what the database knows. For instance, one can ask 
not only whether John teaches any classes this semester, 
but also whether there is a known class that John 
teaches. The first question wi l l be expressed by a for­
mula like 3xTeaches(John, x); the second, by the epis­
temic formula 3xK Teaches( John, x). The difference be-
tween these queries becomes essential when the database 
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contains incomplete (for instance, disjunctive) informa­
t ion. Reiter [1988] argues that epistemic formulas are 
appropriate also for expressing integrity constraints. 

On the other hand, epistemic formulas are used in 
knowledge representation for the purpose of expressing 
defaults. Autoepistemic logic ([Moore, 1985], [Levesque, 
1990]) is the best k nown epistemic nonmonotonic for­
malism. One of the reasons why autoepistemic logic is 
important is that general logic programs can be natural ly 
viewed as autoepistemic theories [Gelfond, 1987]. This 
is no longer the case, however, for "extended" logic pro-
grams, which are capable of handling incomplete infor­
mation [Gelfond and Lifschitz, 1990]. In order to express 
extended rules by formulas, one has to use other epis-
temic nonmonotonic formalisms. The logic of "grounded 
knowledge," proposed by L in and Shoham [1990], is one 
of the possibilities.1 

This paper brings these two directions of research to-
gether. We describe a new version of the L in/Shoham 
system, similar in spir i t to the Levesque/Reiter theory of 
epistemic queries. Our formulat ion is simpler than that 
of [L in and Shoham, 1990], and, unlike the latter, it is 
not restricted to the proposit ional case. Using this for­
malism, we can give meaning to epistemic queries in the 
context of logic programming; we can ask what a logic 
program knows. Because our system contains also (some 
forms of) default logic [Reiter, 1980] and circumscrip­
t ion [McCarthy, 1986], we can give meaning to epistemic 
queries in the context of a default theory or a circum­
scriptive theory as well. 

The system of L in and Shoham, unlike most other 
epistemic nonmonotonic formalisms, uses two epis-
temic operators. One of them represents "minimal 
knowledge"2; the other is closely related to the concepts 
of " just i f icat ion" in default logic and of "negation as fail­
ure" in logic programming. The main technical idea of 
this paper is to identify the former wi th the epistemic 
operator K used by Levesque and Reiter. 

1 Other modifications of autoepistemic logic that can 
be used for this purpose were developed in [Marek and 
Truszczyriski, 1989], [Siegel, 1990] and [Truszczyriski, 1991]. 

2The idea of minimal knowledge (or "maximal ignorance") 
was formalized, in various ways, by several authors, including 
Konolige [1982], Halpern and Moses [1984], Shoham [1986] 
and Lin [1988]. 
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these two transformations reduces the circumscription 
of P in a sentence F(P) to the formula 

The objective consequences of this formula in the sense 
of M K N F are exactly the sentences that follow from the 
circumscription in classical logic. 

9 Conclusion 

The logic of minimal knowledge wi th negation as failure 
provides a unified framework for several nonmonotonic 
formalisms and for the Levesque/Reiter theory of epis-
temic queries. Its semantics, like the semantics of cir­
cumscription and of default logic with a fixed universe, 
is a generalization of the standard concept of a model 
of a first order theory; we consider this an important 
advantage. 

However, this unification is not entirely satisfactory, 
for two reasons. First, the logic of minimal knowledge 
(even in the propositional case and without negation 
as failure) has the following puzzling and unintuitive 
property6 When a theory T is extended by an "explicit 
definition'* of an atom p—by an axiom p = F, where p 
occurs neither in the axioms of T nor in F—this may af­
fect the class of theorems that do not contain p. In other 
words, in the logic of minimal knowledge, a "definitional" 
extension is not necessarily "conservative." This obser­
vation seems to point to a serious defect of the idea of 
minimal knowledge. Second, M K N F does not cover the 
important concept of "strong introspection," introduced 
recently by Gelfond [1991]. 
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