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SUMMARY

Nonlinear controllers offer significant advantages over linear controllers in a variety of circumstances.
Hence there has been significant interest in extending linear-quadratic synthesis to
nonlinear-nonquadratic problems. The purpose of this paper is to review the current status of such
efforts and to present, in a simplified and tutorial manner, some of the basic ideas underlying these
results. Our approach focuses on the role of the Lyapunov function in guaranteeing stability for
autonomous systems on an infinite horizon. Sufficient conditions for optimality are given in a form that
corresponds to a steady-state version of the Hamilton-Jacobi-Bellman equation. These results are used
to provide a simplified derivation of the nonlinear feedback controller obtained by Bass and Webber
(1966)38and to obtain a deterministic variation of the stochastic nonlinear feedback controller developed
by Speyer (1976).45
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I. INTRODUCTION

Linear-quadratic (LQ) control theory has been extensively developed over the past thirty
years. In its most fundamental form, linear-quadratic control is based upon the foIlowing
assumptions:

(i) the state dynamics and measurement equation are linear in both the state and control
variables,

(ii) the performance measure to be minimized is quadratic in the state and control variables,
(iii) the plant disturbances and measurement noise are additive Gaussian white noise signals.

In addition to these explicit assumptions the foIlowing implicit assumptions are crucial:

(iv) the plant model is completely accurate,
(v) the state and control variables are not constrained.

Under these assumptions it is well known that the optimal feedback controIler is linear. I

In many practical situations, however, one or more of these assumptions may be violated.

For example, the state and measurement equations may be nonlinear, the performance
measure may be nonquadratic, the disturbances may be nongaussian or nonadditive, the plant
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model may be uncertain, or the state and control variables may be constrained. In such cases
there is no reason to expect that the optimal controller is linear. Rather, it should be expected

that nonlinear controllers will have better performance than the best linear controllers. For

example, if the plant is nonlinear then nonlinear controllers can be used to account for the
global behaviour of the plant. 2,3 Similarly, controllers designed for multiple plant
linearizations are also nonlinear.4-6

In the case of optimal H"" performance or robust stabilizability in the presence of

unstructured plant uncertainty, nonlinear controllers offer no advantage over linear

controllers.7,8 However, if the plant uncertainty is structured and if a quadratic Lyapunov
function is assumed, then discontinuous nonlinear controllers have been shown to offer

advantages over linear controllers.9-13 Continuous approximations to the discontinuous

controllers of Reference 9 have been developed in References 14 and 15. Discontinuous

controllers are also the focus of variable structure control which also addresses the problem
of plant uncertainty, 16-19 It is also shown in Reference 20 that nonlinear controllers can

provide disturbance attenuation that is, in a certain sense, better than the performance of the
optimal H"" controller.

Adaptive controllers can be viewed as nonlinear controllers that operate in the presence of

significant plant uncertainty. Such controllers have been shown to stabilize uncertain systems
that cannot be stabilized by means of linear controllers. 21-24

With regard to state and control constraints, one of the most common nonlinearities arising

in applications is actuator saturation. 2S- 32 Linear-quadratic and H"" techniques, however,
can, at best, only impose bounds on the mean-square values or L2 norms of the state and

control variables. Enforcing constraints such as 1\ x(t) 1\ ~ a, 1\ u(t) II ~ {3pointwise in time

(Laoconstraints) or r~' 1\ u(s) 1\ ds ~ 'Y (L1 constraints) usually requires nonlinear controllers.
Alternatively, it may be possible to design linear controllers that minimize the induced norm

from L2 disturbances to L"" response signals thus minimizing peak output amplitude. 33,34
In view of the advantages of nonlinear controllers over linear controllers, it is not surprising

that significant effort has been devoted to developing a theory of optimal nonlinear regulation.
References 35-58 comprise a representative, but not exhaustive, collection of papers in this
direction. Our point of view is to regard this body of work as the foundation for a

nonlinear-nonquadratic control framework that is analogous to linear-quadratic theory. To
emphasize these connections and to provide the basis for future extensions, the goal of the
present paper is to provide a tutorial exposition of a simplified framework for optimal

nonlinear regulation in feedback control problems involving nonquadratic cost functionals.
For simplicity and in accordance with practical motivation, we restrict our attention to
time-invariant systems on the infinite interval. In this case asymptotic stability of the closed-
loop system is guaranteed by means of a Lyapunov function which plays a central role in the
structure of the optimal nonlinear feedback control law. Furthermore, the Lyapunov function

can clearly be seen to be the solution to the steady-state form of the Hamilton-
Jacobi-Bellman equation.

We begin in Section 2 by considering a nonlinear controlled system with a performance
functional evaluated over [0,00). The performance functional is then evaluated in terms of a

Lyapunov function that guarantees asymptotic stability (Lemma 2.1). This result is then
specialized to the linear-quadratic case as well as to a multilinear setting. In Section 3 we

consider a notion of optimality that is directly related to a given Lyapunov function. Although
these controllers do not minimize a performance functional, they provide a direct connection

to the requirement of asymptotic stability. In Section 4 an optimal control problem is stated
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and sufficient conditions (Theorem 3.1) are used to characterize an optimal nonlinear feedback
controller. This result is then used to derive the nonlinear feedback controller obtained by Bass
and Webber in Reference 38 as well as a deterministic variation of the stochastic nonlinear

feedback controller developed by Speyer in Reference 45. The desire to clarify and unify the
results of References 38 and 45 is the main goal of the paper.

In future research, we intend to apply these results to the problem of fixed-structure

nonlinear controller synthesis. To address this problem, the structure of the nonquadratic

Lyapunov function, nonquadratic cost functional, and nonlinear feedback controller are fixed
while the performance is optimized with respect to the controller gains. In this case the
structure of the Lyapunov function can be viewed as providing the framework for controller

synthesis by guaranteeing local or global asymptotic stability for a class of feedback

controllers. The actual controller chosen for implementation can thus be the member of this
candidate class that minimizes the given performance functional. In linear-quadratic regulator

theory, for example, the Lyapunov function is the familiar quadratic functional V(x) =xT Px,

while the gains for the linear feedback control are chosen to minimize a quadratic performance
functional. In summary, the key idea is to use Lyapunov function theory to provide the

framework and optimization to specify the gains.

2. NONQUADRA TIC COST EVALUA nON

In this section we investigate the role of Lyapunov functions in evaluating nonquadratic cost

functionals. To expand upon the linear-quadratic case, we consider the problem of evaluating
a nonquadratic cost functional depending upon a nonlinear differential equation. It turns out
that the cost functional can be evaluated in convenient form so long as the cost functional is

related in a specific way to an underlying Lyapunov function. Note that the results of this
section make no explicit reference to control.

For simplicity we restrict our attention to time-invariant systems on the infinite horizon.
Furthermore, for convenience we shall assume that existence and uniqueness properties of the

given differential equations are satisfied. For the following result, let !ti C JRnbe an open set,
assume 0 E !ti, let f: !ti -+ JRn,L: !ti -+ JR,and assume f(O) = O. Let () I denote Frechet derivative.

Lemma 2.1

Consider the system

x(t) = f(x(t)), x(O)= Xo, t ~ 0, (1)

with performance functional

J(Xo) ~ J: L(x(t)) dt.

Furthermore, assume there exists a C. function V:!ti -+ JRsuch that

(2)

V(O)=0,

V(x) > 0,

V' (x)f(x) < 0,

L(x) + V' (x)f(x) = 0,

x E !ti, x~O,

(3)

(4)

(5)

(6)

x E !tit X~O,

x E !ti.

----
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Then x(t) = 0, t ~ 0, is a locally asymptotically stable solution to (1), and

J(Xo) = V(xo), xoE f!/J. (7)

Proof. Let x(t), t ~ 0, satisfy (1). Then

. d

V(x(t) ~ dt V(x(t» = V'(x(t)f(x(t»,

Hence it follows from (5) that

V(x(t)) < 0, t ~ 0, x(t) ;c o. (9)

Thus, from (3), (4), and (9) it follows that V(.) is a Lyapunov function for (I), S9which proves

local asymptotic stability of the solution x(t) = 0, t ~ O. Consequently, x(t) -> 0 as t -> 00 for
all initial conditions XoE ~. Now (8) implies that

t ~ O. (8)

0= - V(x(t» + V' (x(t»f(x(t», t ~ 0,

and hence, by (6),

L(x(t» = V(x(t» + L(x(t) + V' (x(t)f(x(t».

= - V(x(t».

Integrating over [0, t) yields

L L (x(s» ds = - V(x(t» + V(xo).

Now letting t -> 00 and noting that V(x(t» -> 0 for all XoE ~ yields (7). o

The main feature of Lemma 2.1 is the role played by the Lyapunov function V(x) both in

guaranteeing stability and in evaluating the cost functional J(xo). Note that condition (5) is

equivalent to the fact that (d/dt) V(x(t» < 0, where x(t) satisfies (I). We prefer to write this
condition in the form (5) as a 'static' condition on xE ~ to avoid dependence on t.

Let us illustrate Lemma 2.1 with a familiar example. Consider the linear system

x(t) = Ax(t), x(O)= Xo, (10)

with cost functional

J(Xo) = J: xT Rx dt, (II)

where RElRnxn is (symmetric) positive definite, L(x)=xTRx, and ~=lRn. If A is
asymptoticallystable, that is, has eigenvaluesonly in the open left half-plane, then there exists
a positive-definite matrix P E IRnx n satisfying

(12)

Now define

V(x) = xT Px (13)

which satisfies (3) and (4). Furthermore, with f(x) = Ax and L(x) = xT Rx it follows that

V'(x)f(x)=2xTpAx=xT(ATp+PA)x= -xTRx= -L(x),

- -
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which verifies (5) and (6). Hence

J(Xo) = X6Pxo.

Furthermore, since V(x) is radially unbounded, the solution x(t) = 0, t ~ 0, is, in this case,
globally asymptotically stable.59Alternatively, this result can be obtained more directly by
using x(t) =eAIXo and

J(Xo) = ~: (eAlxO)T ReAl Xo dt = Xo ~: eA'1 ReAl dtxo = X6 PXo,

where

P = ~: eA'1 ReAl dt

is the unique, positive-definite solution to (12). Unfortunately, this technique does not
generalizeto the case of nonlinear dynamics.

Remark 2.1

Note that if (6) is valid, then (5) is equivalent to

L(x) > 0, xE g), x~O. (14)

More generally, assume A is asymptotically stable, let P be given by (12), and consider the

case in which L, J, and V are given by

L(x) = xT Rx+ h(x),

J(x) = Ax + N(x),

V(x) = xT Px + g(x),

(15)

(16)

(17)

where h: g) -+ IRand g: g) -+ IRare nonquadratic and N: g) -+ IRnis nonlinear. We assume that

g(') is Cl so that V(.) is ct. In this case (6) is satisfied if and only if

xTRx+h(x)+ [2xTp+ g'(x)] [Ax+ N(x)] =0, XE~, (18)

which can be rewritten as

xT (A TP + PA + R)x + g'(x)Ax + h(x) + g'(x)N(x) = 0, xE ~. (19)

If A is asymptotically stable, then we can (and will) choose P to satisfy (12) as in the
linear-quadratic case.

Next, suppose N(x) == 0 and let P satisfy (12). Then (9) becomes

g'(x)Ax+h(x)=O, xE~. (20)

Given h('), our goal is to determine the existence of a Cl function g(') satisfying (20). To this
end, we focus our attention on multilinear functions for which (20) holds with !tJ= IRn.Hence,

let us call a function 1/1:IRn-+ IRPk-mu!ti/inear if k is a positive integer and each component

1/11(x), ..., 1/Ip(x)of 1/I(x) is a linear combination of terms of the form xl'x~2... x~', where ij
is a nonnegative integer for j = I, ..., n, and it + h + ... + in= k. Clearly, 1/1( .) satisfies

1/I(ax) = ak1/l(x) for all a E IR and x E IRn. Furthermore, a k-multilinear function 1/1:IRn-+ IR

(where now p = 1) is nonnegative definite (respectively, positive definite) if 1/I(x) ~ 0 for

all xE IRn(respectively, 1/I(x) > 0 for all nonzero xE IRn). Obviously, if k is odd then no

-
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k-multilinear function can be positive definite, while the only nonnegative-definite

homogeneous k-form must be trivial.
If y,:IRn-+ IRPis a k-multilinear function then y,can be represented concretely by means of

Kronecker products, that is, y,(x) is given by

y,(x) = it'Xlkl,

where i' EIRPxn', xlkl ~ x Q9x Q9... Q9x (k times), and Q9 denotes Kronecker product. 60

This representation for y,(x) is inefficient because of the repeated terms appearing in X1kl.As
shown in References 55, 61, the dimension nk can be reduced to

We prefer to use Kronecker products, however, because of analytical convenience. Conversion

to more compact notation can readily be carried out at a later stage to expedite numerical
computation. The following lemma, which is quoted in Reference 38 and partially proved in
Reference 46 will be useful for satisfying (20).

Lemma 2.2

Let A EIRnxn be asymptotically stable and let h: IRn-+ IRbe a k-multilinear function. Then
there exists a unique k-multilinear function g: IRn -+ IRsuch that

g'(x)Ax+ h(x) = 0, (21)

Furthermore, if h(x) is nonnegative (respectively, positive) definite, then g(x) is nonnegative

(respectively, positive) definite.

Proof. For convenience define the repeated Kronecker sum

k b.
(tjA = A (tjA (tj... (tj A

with A appearing k times, so that
2

(tj A=A (tjA=A Q9/+/Q9A
3

(tj A = A (tj A (tj A = A Q9/ Q9/ + I Q9A Q91+ / Q9/ Q9A

j

k k

and so forth. Let h(x) = it' X1kJ and define g(x) ~ r X1kJ,where r ~ - it'((tjA) - I, where (tj A is
k

invertible since A (and hence (tj A) is asymptotically stable. Now note that. for all x EIRn,

d
g'(x)Ax =r - (x1kJ)Ax

dx

=r(Ax Q9x Q9." Q9x+ x Q9Ax Q9". Q9x+." + x Q9x Q9". Q9Ax)

= r(A Q9I Q9." Q91+ I Q9A Q9I Q9". Q9/ + ... + / Q9/ Q9... Q9A)X1kJ

=r(A (tj A (tj ... (tj A )X1kJ
k

= r( (tj A )X1kJ

= - i' x1kJ

= -h(x).

- ---
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To prove uniqueness, suppose that g(x) = r XlkJalso satisfies (21). Then it follows that

k ·
Since EB A is asymptotically stable and e«t)A)I = (eA1)lkJ(see Reference 60 for the case k =2
and Reference 62 for the case k> 2), we have, for all xE IRn,

k k

rxlkJ = r(EB A)(EB A)-'XlkJ

k r"'"
= -r(EB A) Jo e«t)A)1dtxlk)

k r ""

= -r(EB A) Jo (eAI)lkJxlkJdt

r"" k

= - J0 r (EB A)( eAIx) Ik) dt

r"" k

= - Jo r(EB A)(eA1x)lkl dt

=rxlkJ

which shows that g(x) =g(x), x E IRn.

Finally, if h(x) is nonnegative definite, then it follows that, for all xE IRn,
k

g(x) = -if(EB A)-'XlkJ

r"" ·
= if J 0 e«t) A)I dtxlk)

= if J ~ (eA1)lk)dtxlk)

= J ~ if(eA1x)lk) dt

~O.

If, in addition, x ~ 0, then eA1x ~ 0, t ~ 0. Hence if h(x) is positive definite, then g(x) is
positive definite. 0

To illustrate Lemma 2.2, consider the linear system (10) and let h(x) be a positive-definite
k-multilinear function, where k is necessarily even. Furthermore, let g(x) be the positive-

definite k-multilinear function given by Lemma 2.2. Then, since g'(x)Ax < 0, xE IRn,x ~ 0,
it follows that g(x) is a Lyapunov function for (10). Hence Lemma 2.10 can be used to
generate Lyapunov functions of specific structure.

Suppose now that h(x) in (15) is of the more general form

I

r

h(x) = ~ h2.(x),
.=2

(22)

where, for ,,= 2, ..., r, h2.: IRn-+ IR is a nonnegative-definite 2v-multilinear function. Now.
using Lemma 2.2, let g2.: IRn-+ IRbe the nonnegative-definite 2v-multilinear function satisfying

g2.(x)Ax + h2.(X) = 0, ,,= 2, r. (23)

- ---
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and define

r

g(X) = ~ g2.(X).
.=2

(24)

Since

r

g'(X) = ~ g2.(X)
.=2

summing (23) over p yields (21). Since (6) is now satisfied with L(x) and V(x) given by (15)

and (17), result (7) implies that

J(Xo) = xl PXo+ g(xo) (25)

As another illustration of condition (20), suppose that V(x) is constrained to be of the form

V(x) = xTPx + !<XTMX)2, (26)

where P satisfies(12) and M is an n x n symmetricmatrix. In this case g(x) =!<XTMX)2 is
a nonnegative-definite 4-multilinear function. Then (20) yields

h(x)= -(xTMx)xT(ATM+ MA)x.

If R is an n x n symmetric matrix and M is chosen to satisfy

0= ATM+ MA +R,

then (27) implies that h(x) satisfying (20) is of the form

h(x) = (xT Mx)(xTRx).

(27)

(28)

(29)

Note that if R is nonnegative definite, then M is also nonnegative definite and thus h(x) is a
nonnegative-definite 4-multilinear function. Thus, if V(x) is of the form (26), and L(x) is

given by

(30) ,
I

where M and R satisfy (28), then condition (20), and hence (6), is satisfied.

In Section 4 we apply Lemma 2.1 to the problem of optimal nonlinear feedback control. The
relation (18) will playa key role with greater complexity arising from the fact that the nonlinear

dynamics term N(x) may be nonzero.

3. OPTIMAL CONTROL WITH RESPECT TO A LYAPUNOV FUNCTION

In this section we consider a control problem involving a notion of optimality that is directly

related to a specified Lyapunov function. Although this control problem does not directly
involve the optimization of a scalar cost functional, it does provide a transparent connection

with the requirement of asymptotic stability while addressing explicit control constraints.
These results also provide a natural prelude to the optimal control results in Section 4.

To begin, let !tJC IRnbe an open set (as in Section 2) and let <WC IRmbe an arbitrary set,
where 0 E !tJand 0 E "it. Furthermore, let F: q; x <W-+ IRnsatisfy 1(0,0) = O. Now consider the

controlled system

x(t) = I(x(t), u(t», x(O)= Xo, t ~ O. (31)
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The control u ( .) in (31) is restricted to the class of admissible controls consisting of measurable

functions u(.) such that

u(t) ED, t ~ 0, (32)

where the control constraint set D C 6lt is given. We assume that 0 ED and that D is compact.
A measurable mapping q,: ~ -> D satisfying q, (0) = 0 is called a control law. If u(t) = q,(x(t»,

where q, is a control law and x(t) satisfies (31), then u(.) will be called a feedback control.

Note that a feedback control is admissible since the control law q, ( .) takes values in D. Given

a control law q, (.) and a feedback control u(t) = q,(x(t», the closed-loopsystem has the form

x(t) = f(x(t), q,(x(t))), x(O)= Xo, t ~ O. (33)

Now consider a C1 function V: ~ -> IRsatisfying (3) and (4). The function V will be a
Lyapunov function for (31) if

V'(x(t»f(x(t), u(t» < 0, t ~ 0, (34)

where x(.) is the solution to (31). Since V(x(t» = V'(x(t))f(x(t), u(t» represents the decay

rate of V(x(t», a reasonable criterion for choosing u(t) is to minimize V(x(t)). For each value
of x(t) E fl) the minimizing value of u ED can be denoted by q,(x(t», thus leading to a (time-
invariant) control law q,:~ ->D. Note that this choice of control is made without regard for
control effort except that u(t) ED, t ~ O.

Definition 3.1

Let V: ~ -> IRbe a C' function satisfying (3) and (4). Then the control law q,:~ -> D is
optimal with respect to V if

V' (x)f(x, q, (x» :>;;V' (x)f(x, u), xE ~, u ED. (35)

Thus, if V satisfies (3), (4), and

V' (x)f(x, q,(x» < 0, XE~, X~O, (36)

where q,:~ -> D, then V is a Lyapunov function for the closed-loop system (33).

To illustrate Definition 3.1 consider the linear system

x(t) = Ax(t) + Bu(t), x(O) = Xo, t ~ o. (37)

For simplicity we assume that A is asymptotically stable and define

V(x) = xT Px, (38)

where, for some n x n positive-definite matrix R, the positive-definite matrix P is the unique
solution to

(39)

Then it follows that

V'(x)f(x,u)=-xTRx+2(BTpx)TU, XEfiJ, uED. (40)

Thus the closed-loop system (33) is asymptotically stable, that is. (36) holds, if and only if

2(BTPX)Tq,(X) < xT Rx, XE~, x ~ O. (41)

Since 0 ED and R is positive definite, (36) can always be satisfiedby setting q,(x) =0 which
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yields the asymptotically stable open-loop system. To choose u = 4>(x) optimally with respect

to V, however, we require (35), that is,

x E !1!, uEn. (42)

Since n is assumed to be compact, 4> (x) En satisfying (42) exists, although it need not be

unique. In fact, if BTPx = 0, then 4> (x) is arbitrary. Since u- (BTpX)TU is linear, it follows
from well-known results that if n is a convex polytope then 4> (x) can be chosen to be a vertex
of n.

Now let u(.) be an admissible control such that x(t) - 0 as t - 00,where x(.) satisfies (31).
It thus follows that

V(Xo)= V(xo) -lim/_co V(x(t))

= - 1: V(x(t» dt

= - 1: v' (x(t»f(x(t), u(t)) dt

= 1: [X(t)T Rx(t) + 2(BT Px(t» TU(t)] dt.

t

I

r

Defining the singular performance measure

J(xo, u(.» ~ 1: xT (t)Rx(t) dt
(43)

we obtain

J(Xo, u(.» = V(Xo) - 2 1: (BT px(t))Tu(t) dt,

where V(xo) = xl Pxo. Comparing (42) to (44), it is tempting to suggest that u(.) = 4>(x(.»
minimizesJ(xo, u('». This is false, however, since setting u(.) = 4>(x('» in (44) yields

(44)

J(Xo, 4>(x(')))= V(xo) - 2 1: (BT Px(t» T4>(X(t» dt,
(45)

where x(t) inside the integral in (45) satisfies the closed-loop equation (33), whereas x(t) in

(44) satisfies (31). In fact, the optimal control for J(xo, u (. » is not that given by (42) but rather
may involve singular arcs and time-varying gains. Furthermore, as noted in Section 4, the case
BT Px = 0 is analogous to the singular case. For further details on this problem, see Reference
63 and references therein.

The above remarks can be illustrated by considering some special cases. First suppose that
n is defined by

{) ~ [u: IIull ~ 0) (46)

where n.n denotes the Euclidean norm and 0 > o. Then a control law 4> that is optimal with
respect to V is given by

if BTPx;e 0 (47)
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with cJ>(x) arbitrary if BTPx = o. In this case(45)becomes

J(xo, <f>(x(.)))= xl PXo- 2a 1: II BT Px(t) II d/.

If, however, n is defined by

n~ (u=(UI,...,um)T:lud:S;; a;,

(48)

i=l,...,m) (49)

for given positive constants a!, ..., am, then it is easy to see that the control law
<f> = (<f>I,..., <f>m)T:IRn-+ n defined by

<f>;(x) = - a; sgn(BTPx);, i = 1, ..., m, (50)

is optimal with respect to V. Note that if (BTPx); = 0, then V' (x)f(x, u) is independent of U;
so that the value of <f>;(x)plays no role in (42). In this case (45) becomes

m r'"

J(xo, <f>(x(')))= xl PXo - 2 ;~1 a; J ° I(BTPx(t»; I dt.

If, finally, one considers the constraint set

(51)

m

n ~ {u = (UI,..., Um)T: ~ I u;j :s;;aJ,
;=1

(52)

where a > 0, then a control law <f> that is optimal with respect to V is given by

<f>;(x) = - a sgn(BTPx);, i = p.(BTPX),

=0, otherwise, (53)

where p.(BTPx) denotes the index of the component of BT Px having the largest absolute value.
In this case (45) becomes

J(xo, <f>(x(')))= xl PXo- 2a 1: I(BT PX(t))/L(BT Px(l» I dt. (54)

Now suppose that A is not asymptotically stable. Then the stability condition (41) must be

replaced by

2(BTpx)T<f>(X)<-xT(ATp+PA)x, XE~, x~O. (55)

Since ATP + PA cannot be negativedefinite, the expression - xT(A TP + PA)x can assume
arbtrarily large negative values if ~ = IRI!.Thus, if n is compact, then at best only local

asymptotic stability can be achieved, at least in the context of a quadratic Lyapunov function.
To illustrate this case, consider n given by (46). Then with the control law (47), that is, the

optimal control law with respect to V, condition (55) becomes

xT(ATP+PA)x<2aIIBTPxll, XE~, x~O. (56)

In order to satisfy (56) it is clear that xT(A TP + PA)x must be negative when x lies in the null

space of BTP. Furthermore, if BTPx ~ 0, then a sufficient condition for (56) is

II xll2 2a-<
IIBTpxll u(ATp+ PA)

(57)

which provides a particular choice of ~, where u denotes maximum singular value.
Note that each case considered has given rise to a nonlinear feedback control. This is not

surprising in view of the hard saturation-type constraint on u(t) given in the form of n. In the
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next section we consider an optimal control problem in which fl = IRn but with a control

magnitude penalty in the performance functional.

4. OPTIMAL CONTROL

In this section, we extend the development of Sections 2 and 3 to obtain a characterization of

optimal feedback controllers. These conditions, which are a direct extension of Lemma 2.1,

are essentially a specialization of the Hamilton-Jacobi-Bellman (HJB) conditions to the time-

invariant, infinite-horizon case. For this problem the HJB partial differential equation reduces
to a purely algebraic relationship.

To address the problem of characterizing feedback controllers that minimize a performance
functional, let L: IRnx IRm-+ IRand, for p EIRn,define

H(x, u, p) ~ L(x, u) + pTf(x, u).

Furthermore, define the set of asymptotically stabilizing controllers .9"(xo) for each initial
condition XoE !1>,that is,

9"(xo) ~ (u('):u(.) is admissible and x(.) given by (3) satisfies x(t) -+0 as t -+ 001.

Theorem 3.1

Consider the controlled system (31) with performance functional

J(xo,u(.» ~ 1 ~ L(x(t), u(t» dt.

Assume that there exist a C1 function V:!1>-+ IRand a control law cf>:!1>-+ fl such that

(58)

Then, with the feedback control u(.) =cf>(x('», the solution x(t) = 0, t ~ 0, of the closed-loop
system (33) is locally asymptoticallystable, and

J(Xo, cf>(x('») = V(xo). (65)

Furthermore, the feedback control u(.) =cf>(x('» minimizes J(xo, u(.» in the sense that

J(xo, cf>(x('») = min J(xo, u(. ».
u(.) E .\f'(xo)

(66)

Proof. Local asymptotic stability is obtained by using (59)-(62) and applying Lemma 2.1
to the closed-loop system (33). Furthermore, using (63), condition (65) is a restatement of
result (7) as applied to the closed-loop system. To prove (66), let u(.) E.9"(xo) and let x(.) be
the solution to (31). Then it follows that

V(x(t» = V' (x(t)f(x(t), u(t)

V(O)=0 (59)

V(x) > 0, x E9/J, x 0, (60)

cf>(0)= 0, (61)

V' (x)f(x, cf>(x» < 0, x E9/J, xO, (62)

H(x, cf>(x), V' T(x» = 0, x E!1>, (63)

H(x, u, V' T(x» 0, x E 9/J, u Efl. (64)
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or

0= - V(x(t» + V' (x(t))f(x(t), u(t».

Hence

L(x(t), u(t» = - V(x(t» + L(x(t), u(t» + V' (x(t))f(x(t), u(t»

= - V(x(t» + H(x(t), u(t), V'T(X(t))).

Now using the fact that u(.) e 9'(xo) along with (64) and (65), we obtain

J(xo,u(.» = I: [- V(x(t)) + H(x(t), u(t), v' T(X(t)))] dt

= - lim V(x(t» + V(Xo) + r'" H(x(t), u(t), V'T(X(t))) dt
1-00 J0

=V(Xo) + I: H(x(t), u(t), V'T(X(t))) dt

~ V(Xo)

= J(xo, q,(x( '»,

,

which yields (66). o

Remark 4.1

To relate Theorem 3.1 to the Hamilton-Jacobi-Bellman (HJB) equation, recall that the

HJB equation is of the form

ao V(t, x(t)) + min H(t, x(t), u, ,,0 V(t, x(t))) = 0
t uEO uX

which characterizes the optimal control for time-varying systems on a finite or infinite interval.
In the time-invariant infinite-horizon case, V is independent of t and the HJB equation reduces

to the algebraic (time-independent) relations (63) and (64).

Remark 4.2

Theorem 4.1 guarantees optimality with respect to the set .9'(xo) of stabilizing admissible
controls. Note, however, that an explicit characterization of .9'(xo) is not required.

The principal feature of Theorem 3.1 is that the optimal control law u =q,(x) is a feedback

controller. Furthermore, this control is stabilizing and its optimality is independent of the
initial condition Xo.

Remark 4.3.

If (63) and (64) are satisfied, then it follows that

L(x, q,(x» + V' (x)f(x, q,(x» ~ L(x, u) + V' (x)f(x, u),

If L(x, u) is independent of u, then (67) is equivalent to

x e 1JJ, ueO. (67)

V' (x)f(x, q,(x» ~ v' (x)f(x, u), x e 1dI, ueO, (68)

- --- ---
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which is precisely condition (35). Thus, in this case conditions (63) and (64) imply that the

control law cbis optimal with respect to V. Thus, if the cost functional J(xo, u(.» is singular,

then the optimal control laws characterized by Theorem 3.1 also optimize the decay rate as
measured by the Lyapunov derivative. Note that this observation does not imply that the

optimal control laws with respect to V obtained in Section 3 are optimal in the sense of

Theorem 3.1. This is due to the fact that condition (63) is not satisfied. For example, with {}
given by (46), A asymptotically stable, V given by (47), (48), and J(xo, u(.» defined by (43),
it follows that

(69)

Thus we can now see more clearly that the controllers given in Section 3 do not, in general,

optimize J(xo, u(.» defined by (33) because the Lyapunov function V(x) = xT Px is not a

solution of the HJB equation. If, however, BTPx = 0, then (63) is satisfied. Since the adjoint
state p(t) satisfying the maximum principle is given by - V' T(X(t» where V(x(t» satisfies the

HJB equation, 64it can be seen that BT Px(t) = 0 corresponds to p T(t)B = o. This accounts for
our interpretation of the case BT Px =0 as a singular condition.

Now let us illustrate Theorem 3.1 with a simple example. We begin with the simplest case,

namely, the linear-quadratic regulator. Hence consider the controlled system

x= Ax+Bu,

with performance functional

J(xo,u(.» = 1 ~ [xTR1x + uTRzu] dt,

x(O)= Xo, t ~ 0, (70)

(71)

where xE g) = IRn,u E{}= ~= IRm,and where RJ and Rz are positive definite. We shall let
V(x) be quadratic as in Section 3, that is,

V(x) = xT Px, (72)

where P is positive definite. Thus the stability condition (62) is satisfied by the control law cbif

2(BTpxlcb(x) < _xT(ATp+ PA)x,

Furthermore, we have

H(x, V' T(X), u) = xT(AT P+ PA + RJ)x+ 2xT PBu + uTRzu.

x~O. (73)
I

(74)

To determine u =cb(x) that minimizes H(x, u, V' T(x» and satisfies (63), we can seek the

global minimum of H(x, u, V' T(x». This approach is permissible since {}= IRm. Hence setting

a
au H(x, u, V' T (x» = 0

(75)

yields the control

(76)

Since

(77)

it follows that for each x EIRn the control law (75) minimizes the mapping
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u -> H(x, u, V' T(x». With (76) it follows that

H(x, q,(x), V' T(x» = xT (A TP + PA + Rl - PSP)x, (78)

where S ~ BRi1BT. Thus, (63) holds if and only if P is chosen to satisfy the algebraic Riccati

equation
0= ATp+ PA + R1- PSP.

In this case the stability condition (73) becomes

0< xT(PSP+ Rdx,

(79)

(80)

which is satisfied since Rl is positive definite and S is nonnegative definite. The closed-loop

system now has the form

x= (A - SP)x, x(O) = xo, t ~ 0, (81)

while the optimal cost is given by

J(xo, q, (x( .))) = xl PXo. (82)

Note that (79) can also be written as

0= (A - SP)T P + P(A - SP) + Rl + PSP,

which shows that A - SP is asymptotically stable. Finally, it can be seen that

H(x, u, V' T(x» = [u - q, (x)] TR2 [u - q, (x»),

(83)

(84)

which renders (63) and (64) immediate.
In the next section we use the framework of Theorem 4.1 to consider optimal control

problems involving nonquadratic performance measures.

5. OPTIMAL CONTROL WITH NONQUADRATIC COST

In this section we continue to illustrate Theorem 4.1 by applying it to optimal control problems

involving nonquadratic performance measures. The results obtained are closely related to the
nonlinear feedback controllers derived in References 38 and 45. As noted in Section 1, the

main goal of this paper is to unify and clarify these results.
Hence assume that L(x, u), f(x, u), and Vex) are of the form

L(x, u) = xTRIX + h(x) + uTR2U,

f(x, u) = Ax + Bu,

V(x) = xTPx + g(x),

(85)

(86)

(87)

where h:!t>-> IRand where g:!t>- IRis C1 and satisfies g(x) ~ 0, xE !t>.With this notation it
follows that

H(x, u, V,T (x» = xT R1x + hex) + uTR2U+ [2xTP + g'(x)] [Ax + Bu]. (88)

Setting (ofiJu)H(x, u, V' T(x» = 0 yields the control law

q,(x)=!Ri1BTV,T(X)= -Ri1BTpX-lRi1BTg'T(X) (89)

which minimizes H(x, u, V' T(x» because of (76). With (89) it follows that

V'(x)f(x,q,(x» = xT(AT P+ PA - 2PSP)x- xTPSg'T(X)

+ g'(x)(A - SP)x -l g'(X)Sg,T (x), xE fii, (90)
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and thus

H(x,<I>(x),V' T(X» = xT(AT P+ PA + R1 - PSP) x + g'(x)(A - SP)x+ h(x) -lgl(x)Sg,T(x).
(91)

To satisfy (63), let P satisfy (78) and require that

g'(x)(A - SP)x + h(x) -1 gl(X)Sg'T (x) = 0, xE ~. (92)

In this case (90) becomes

V' (x)f(x, cb(x» = - [xTR1x + h(x) + (xT P +! g'(x»S(Px + i g,T (x»], x E!11, (93)

which verifies the stability condition (62) if h(x) ~ 0, x E ~. Furthermore, with <I>(x) given by

(89), it can be shown that

H(x, u, V' T(x» = [u- <I> (x)] TR2 [u- <I> (x)], (94)

which verifies (64). We have yet to determine g(x) and verify the stability condition (62).

Returning to (92), let us consider the approach of Reference 38. Suppose that for
v = 2, ..., r, h2.(X) is a given nonnegative-definite 2v-multilinear function. Since A - SP is

asymptotically stable, Lemma 2.2 implies that, for v = 2, ..., r, there exists a unique
nonnegative-definite 2v-multilinear function g2.(X) satisfying

gi.(x)(A - SP)x + h2.(X) = 0, v = 2, ...,r. (95)

Then (92) can be satisfied with h(x) and g(x) defined by
r

h(x) = 2: h2.(X)+ l g'(X)Sg/T (x),
.=2

(96)

r

g(x) = 2: g2.(X).
.=2

(97)

As discussed in Reference 38, the term !g1(X)Sg,T(X) appearing in h(x) in (96) and hence in
the cost functional (58) via (85) is somewhat artificial in the sense that it cannot be specified
arbitrarily. It is interesting to note, however, that with h(x) given by (85), the performance
functional has the form

J(Xo,u('»= I: [XTRIX+.t h2.(X)+UTR2U+cb~dX)R2<1>NdX)]dr. (98)

In (98), cbNdx) is the nonlinear part of the optimal feedback control (89), that is,

cb(x) = <l>dx)+ cbNdx), (99)

where

(100)

As another example, we consider a deterministic version of the stochastic

nonlinear-nonquadratic optimal control problem considered in Reference 45. Hence we
require that V(x) be of the form

V(x) =xT Px+ !(xT MX)2 (101)

which corresponds to (87) with g(x) =!(x TMX)2. Thus (89) specializes to the control law

cb(x) = - RilBT Px- Ri1BT(XT Mx)Mx, (102)
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and, with P given by (78), condition (92) becomes

h(x) + (xT Mx)xT[(A - SP)TM + M(A - SP)] x- (xT MX)2XTMSMx= O. (103)

To satisfy (103), let R be an arbitrary n x n symmetric matrix and, since A - SP is

asymptotically stable, let M be the unique, symmetric solution to

(A -SP)TM+ M(A -SP)+ R=O

Now (103) is satisfied with h(x) chosen to be

h(x) = (xT Mx)(xT Rx) + (xT MX)2XT MSMx.

(104)

(105)

Again, as in Reference 38, the cost functional cannot be specified arbitrarily since the matrix

M depends upon P. In Reference 45, M was chosen to satisfy the Riccati equation

(A - SP)TM + M(A - SP) + R + MSM =0 (106)

which can be seen as equation (23) of Reference 45 with W2= 0, F = I, and obvious changes
of notation. With this choice of M, h(x) is given by

h(x) = (xT Mx)(xT Rx) + (xT Mx)(xT MSMx) + (xT MX)2XTMSMx (107)

which is given by (4) of Reference 45. Note that the choice of (104) for M simplifies the result
of Reference 45 since (104) is linear and (105) involves only one quartic term.

6. CONCLUSIONS

This paper has presented a tutorial exposition and simplified framework for some results on
optimal nonlinear regulation with nonquadratic cost functionals. Considering time-invariant
systems on the infinite interval, we utilized a steady-state Hamilton-Jacobi-Bellman approach

to characterize optimal nonlinear feedback controllers. To illustrate the approach, we
rederived the classical results of Bass and Webber38 and obtained a deterministic variation of

the stochastic nonlinear feedback controller given by Speyer. 4S Besides clarifying and
simplifying these ideas as developed by prior researchers, this exposition is intended to provide
a framework for fixed-structure nonlinear-nonquadratic control, which is currently under
development.
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Page 223, lines 14 and 23. Change '3.1' to '4.1'.
Page 224, lines 3,6, and 16. Change '3.1' to '4.1'.
Page 224, line 7. Change '(47), (48)' to '(38)'.

Page 224, line 11. Change' (33)' to' (43)'.

Page 224, line 35. Change' (75)' to '(76)'.
Page 225, line 34. Change '(76)' to '(77)'.
Page 226, line 3. Change' (78)' to '(79)'.

Page 226, line 21. Change' (85)' to '(96)'.
Page 227, line 1. Change' (78)' to '(79)'.

Dennis S. Bernstein
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