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Universidad Politécnica de Valencia, Camino de Vera s/n, 46022, Valencia, Spain.
b, c College of Mathematics and Computer Science,

Guangxi University for Nationalities, Nanning 530006, P.R. of China

Abstract

A square matrix A is said to be k-potent when Ak = A. Let T1 and T2 be two n× n
complex matrices and c1, c2 be two nonzero complex numbers. We study the range space
and the null space of a linear combination of the form T = c1T1 +c2T2. Also the problems
of when T is nonsingular and group invertible are considered. We derive explicit formulae
of the inverse and the group inverse of T under some conditions.
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1 Introduction

The symbols C, C∗, and Cm×n will denote the sets of complex numbers, nonzero complex
numbers, and m × n complex matrices, respectively. Moreover, A∗, rk(A), R(A), and N(A)
will stand for the conjugate transpose, rank, range space, and null space of A ∈ Cm×n. From
the point of view of the present paper, the key role is played by matrices belonging to the
set of k-potent matrices, being k a positive integer greater than 1. This set of matrices is
defined as {T ∈ Cn×n : T k = T}. In [1] this set has been extensively studied, in where the
authors proved (among other things) the following: Let T ∈ Cn×n and k be a natural number
greater than 1, then T satisfies T k = T if and only if T is diagonalizable and the spectrum
of T is contained in k−1

√
1 ∪ {0}. In [2] this research was extended to the setting of bounded

operators in a Hilbert space. It is customary to say that a matrix A is idempotent (or oblique
projector) when A2 = A.
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If X is a subspace of Cn×1, then X⊥ will mean its orthogonal complement. It will be
used along this paper that R(A∗) = N(A)⊥ and R(A)⊥ = N(A∗) for any matrix A and
X⊥ ∩ Y⊥ = (X + Y)⊥ for any pair of subspaces X,Y of Cn×1.

Recently, there have been several papers devoted to the invertibility of a linear combination
of two idempotents (matrices, operators in a Hilbert space or even elements in a C∗-algebra).
In [3] and using rank theory, Groß and Trenkler gave characterizations of the nonsingularity
of the difference P1 − P2 and the sum P1 + P2, where P1, P2 ∈ Cn×n are two idempotents in
terms of the range and null spaces of either P1 and P2 directly or other expressions involving
P1 and P2. In [4, 5] Buckholtz studied the idempotency of the difference of two operators in
a Hilbert space. In [6], the invertibility of the difference of two self-adjoint idempotents in
a C∗-algebra is studied. In [7] Koliha, Rakočević, and Straškaba gave characterizations and
explicit formulae of the inverse of the difference and the sum of two idempotent matrices. In
[8] Baksalary and Baksalary discussed the invertibility of a linear combination of idempotent
matrices. This last paper was improved in [9] by Koliha and Rakočević by showing that the
rank of a linear combination of two idempotents is constant. Du, Yao, and Deng extended
the conclusion on an infinite dimensional Hilbert space (see [10]).

In this paper, we study the range space, the null space, the invertibility, and the group
invertibility of a linear combination T = c1T1 + c2T2, where T1, T2 are k-potent matrices and
c1, c2 are two nonzero complex numbers. Also, we find some formulae for T−1 and the group
inverse of T under some conditions. The results obtained here are more general than the
aforementioned. Special types of matrices, as idempotent, tripotent, etc... are very useful
in many contexts and they have been extensively studied in literature. For example, it is
well known that quadratic forms with idempotent matrices are used extensively in statistical
theory (see for example [11, Th. 5.1.1] or [12, Lemma 9.1.2]). So it is worth to stress and
spread these kind of results.

2 Invertibility of a linear combination of two k-potent matrices

As we already pointed out, some of the main results of this paper, which are similar to the
ones obtained by Baksalary and Baksalary (see [8]) and by Koliha and Rakočević (see [9])
for idempotent matrices, deal with the nonsingularity and the rank of linear combinations of
k-potent matrices. Since an idempotent matrix is also a k-potent matrix, we think that it is
suitable to start by repeating the observation in [8]:

If we define the following two idempotent,

T1 =

[
1 0
0 1

]
and T2 =

[
1 1
0 0

]
,

then

c1T1 + c2T2 =

[
c1 + c2 c2

0 c1

]
is nonsingular for all c1, c2 ∈ C∗ such that c1 +c2 6= 0, but T1−T2 is clearly a singular matrix.
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Again, as in [8], it is interesting to ask if there is any relationship between members of
the family {c1T1 + c2T2 : c1, c2 ∈ C∗} and the subfamily of that being {c1T1 + c2T2 : c1, c2 ∈
C∗ and c1 + c2 6= 0}. This is the context of the theorems below.

Theorem 2.1. Let T1, T2 ∈ Cn×n be two k-potent matrices for some natural k > 1. If there
exist a1, a2, a3, a4 ∈ C such that

a1T1 + a2T2 + a3T
k−1
1 T2 + a4T

k−1
2 T1 = 0, (2.1)

then
N(c1T1 + c2T2) = N(T1) ∩N(T2)

for all c1, c2 ∈ C∗ satisfying
c1(a2 + a3) 6= c2(a1 + a4). (2.2)

Proof. The inclusion N(T1) ∩ N(T2) ⊆ N(c1T1 + c2T2) is obvious and does not need any
assumption on c1, c2 ∈ C∗. Let us prove the opposite inclusion: Pick any x ∈ N(c1T1 + c2T2)
and c1, c2 ∈ C∗ satisfying (2.2). We have

c1T1x+ c2T2x = 0. (2.3)

Premultiplying (2.3) by T k−1
1 and by T k−1

2 we get, respectively,

c1T1x+ c2T
k−1
1 T2x = 0 and c1T

k−1
2 T1x+ c2T2x = 0 (2.4)

beacuse T k
1 = T1 and T k

2 = T2. Postmultiplying (2.1) by x we obtain

a1T1x+ a2T2x+ a3T
k−1
1 T2x+ a4T

k−1
2 T1x = 0. (2.5)

Equations (2.3), (2.4), and (2.5) can be written together:

[
T1x T2x T k−1

1 T2x T k−1
2 T1x

]
c1 c1 0 a1

c2 0 c2 a2

0 c2 0 a3

0 0 c1 a4

 =
[

0 0 0 0
]
. (2.6)

Since

det



c1 c1 0 a1

c2 0 c2 a3

0 c2 0 a3

0 0 c1 a4


 = c1c2[c1(a2 + a3)− c2(a1 + a4)] 6= 0,

from (2.6) we get T1x = T2x = 0. This finishes the proof.

Theorem 2.1 permits prove the stability of the rank of a linear combination of two k-potent
matrices that satisfy conditions (2.1) and (2.2).
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Theorem 2.2. Let T1, T2 ∈ Cn×n be two k-potent matrices for some natural k > 1. If there
exist a1, a2, a3, a4 ∈ C such that a1T1 + a2T2 + a3T

k−1
1 T2 + a4T

k−1
2 T1 = 0, then

rk(c1T1 + c2T2) = rk(d1T1 + d2T2)

for all c1, c2, d1, d2 ∈ C∗ satisfying c1(a2 + a3) 6= c2(a1 + a4) and d1(a2 + a3) 6= d2(a1 + a4).
In particular, if d1T1 + d2T2 is nonsingular for some d1, d2 ∈ C∗ with d1(a2 + a3) 6=

d2(a1 + a4), then c1T1 + c2T2 is nonsingular for all c1, c2 ∈ C∗ with c1(a2 + a3) 6= c2(a1 + a4).

Proof. It follows from the following elementary facts: if X ∈ Cn×n, then rk(X)+dim N(X) =
n and X is nonsingular if and only if rk(X) = n.

We can obtain similar results than Theorems 2.1 and 2.2 if we slightly change the condi-
tion (2.1). A related result is the following (see [13]): for every pair of orthogonal projectors
P,Q ∈ Cn×n (i.e. P 2 = P = P ∗ and Q2 = Q = Q∗) one has N(P + Q) = N(P ) ∩ N(Q) and
R(P +Q) = R(P ) + R(Q).

Theorem 2.3. Let T1, T2 ∈ Cn×n be two k-potent matrices for some natural k > 1. If there
exist b1, b2, b3, b4 ∈ C such that

b1T1 + b2T2 + b3T1T
k−1
2 + b4T2T

k−1
1 = 0, (2.7)

then
R(c1T1 + c2T2) = R(T1) + R(T2)

for all c1, c2 ∈ C∗ satisfying
c1(b2 + b4) 6= c2(b1 + b3) (2.8)

Proof. Denote S1 = T ∗1 and S2 = T ∗2 . Relation (2.7) can be written as

b1S1 + b2S2 + b3S
k−1
2 S1 + b4S

k−1
1 S2 = 0.

Moreover, it is evident that S1 and S2 are two k-potent matrices. Pick any c1, c2 ∈ C∗

satisfying (2.8). Hence c1(b2 + b4) 6= c2(b1 + b3). By Theorem 2.1 we get N(c1S1 + c2S2) =
N(S1) ∩N(S2). Therefore

R(c1T1 + c2T2)⊥ = N ((c1T1 + c2T2)∗) = N(c1S1 + c2S2) =

= N(S1) ∩N(S2) = N(T ∗1 ) ∩N(T ∗2 ) = R(T1)⊥ ∩ R(T2)⊥ = (R(T1) + R(T2))⊥ .

By taking perp on both sides, the proof is finished.

The following result follows immediately from Theorem 2.3 and we do not give its proof.

Theorem 2.4. Let T1, T2 ∈ Cn×n be two k-potent matrices for some natural k > 1. If there
exist b1, b2, b3, b4 ∈ C such that b1T1 + b2T2 + b3T1T

k−1
2 + b4T2T

k−1
1 = 0, then

rk(c1T1 + c2T2) = rk(d1T1 + d2T2)

for all c1, c2, d1, d2 ∈ C∗ satisfying c1(b2 + b4) 6= c2(b1 + b3) and d1(b2 + b4) 6= d2(b1 + b3).
In particular, if d1T1 + d2T2 is nonsingular for some d1, d2 ∈ C∗ with d1(b2 + b4) 6=

d2(b1 + b3), then c1T1 + c2T2 is nonsingular for all c1, c2 ∈ C∗ with c1(b2 + b4) 6= c2(b1 + b3).
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Observe that when matrices T1, T2 satisfy T k−1
1 T2 = T k−1

2 T1 or T2T
k−1
1 = T1T

k−1
2 , condi-

tions (2.2) and (2.8) reduce to c1 + c2 6= 0. Thus, we obtain the following corollary:

Corollary 2.1. Let T1, T2 ∈ Cn×n be two k-potent matrices for some natural k > 1 such that
T k−1

1 T2 = T k−1
2 T1 or T2T

k−1
1 = T1T

k−1
2 . If a linear combination d1T1 + d2T2 is nonsingular

for some d1, d2 ∈ C∗ satisfying d1 + d2 6= 0, then c1T1 + c2T2 is nonsingular for all c1, c2 ∈ C∗

satisfying c1 + c2 6= 0.

When P1, P2 ∈ Cn×n are idempotent, a necessary and sufficient condition for P1 − P2 to
be nonsingular is that P1 +P2 and In−P1P2 are nonsingular (see [7]). In [8] Baksalary et al.
strengthened this result by taking any linear combination of the form c1P1 + c2P2 instead of
P1 + P2, where c1 + c2 6= 0.

Observe that if T1, T2 ∈ Cn×n are two k-potent matrices for some natural k > 1 that
satisfy condition (2.1), then N(c1T1 + c2T2) = N(T1) ∩ N(T2) for every c1, c2 ∈ C∗ satisfying
(2.2). Since it is evident that N(T1) ∩N(T2) ⊆ N(T1 − T2), we get that the nonsingularity of
T1 − T2 implies the nonsingularity of c1T2 + c2T2. A similar result holds when T1, T2 satisfy
condition (2.7) and scalars c1, c2 satisfy (2.8).

In the following theorem, a similar result than [8, Th. 2] is established for k-potent
matrices.

Theorem 2.5. Let T1, T2 ∈ Cn×n be two k-potent matrices such that In − T k−1
1 T k−1

2 is
nonsingular. If there exist c1, c2 ∈ C∗ such that c1T1 + c2T2 is nonsingular, then T1 − T2 is
also nonsingular.

Proof. Let x ∈ N(T1 − T2). Premultiplying T1x = T2x by T k−1
1 and by T k−1

2 we get T1x =
T k−1

1 T2x and T k−1
2 T1x = T2x. Now we have,

(In − T k−1
1 T k−1

2 )(c1T1 + c2T2)x = c1T1x+ c2T2x− T k−1
1 T k−1

2 (c1T1 + c2T2)x

= c1T1x+ c2T2x− c1T k−1
1 T k−1

2 T1x− c2T k−1
1 T2x

= c1T1x+ c2T2x− c1T k−1
1 T2x− c2T1x

= c1T1x+ c2T2x− c1T1x− c2T1x

= c2(T2x− T1x) = 0. (2.9)

Under the assumption that c1T1 +c2T2 and In−T k−1
1 T k−1

2 are nonsingular, (2.9) yields x = 0.
This means that N(T1 − T2) = {0}. This completes the proof.

For arbitrary two k-potent matrices T1, T2 ∈ Cn×n, it is possible that T1−T2 is nonsingular,
and however, In − T k−1

1 T k−1
2 is singular, even if T1 and T2 commute. The following example

(in C1×1) shows this: Let T1 = 1 and T2 = −1. Obviously, T1 and T2 are 3-potent (in fact,
they satisfy T 2

1 = T 2
2 = 1) and they commute. We have that T1 − T2 = 2 is nonsingular, and

however, 1− T 2
1 T

2
2 = 0 is singular.

Now, we use different approach to prove the next theorem.
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Theorem 2.6. Let T1, T2 ∈ Cn×n two commuting k-potent matrices for some natural k > 1.
If there exists a ∈ C∗ such that T1 + aT2 is nonsingular, then c1T1 + c2T2 and c1In + c2T1T2

are nonsingular for all c1, c2 ∈ C∗ with −c1/c2 /∈ k−1
√

1.

Proof. As T1, T2 are diagonalizable and commuting, they are simultaneously diagonalable,
i.e., there is a nonsingular matrix S such that S−1T1S and S−1T2S are diagonal matrices.
Let us define (λi)n

i=1 and (µi)n
i=1 in such a way

T1 = S diag(λ1, . . . , λn)S−1 and T2 = S diag(µ1, . . . , µn)S−1.

Since T1 and T2 are k-potent, we get λi, µi ∈ {0}∪ k−1
√

1 for all i = 1, . . . , n. The nonsingularity
of T1 + aT2 = S diag(λ1 + aµ1, . . . , λn + aµn)S−1 entails

λi + aµi 6= 0 ∀ i = 1, . . . , n. (2.10)

Pick any c1, c2 ∈ C∗ such that −c1/c2 /∈ k−1
√

1. Since

det(c1T1 + c2T2) =
n∏

i=1

(c1λi + c2µi) and det(c1In + c2T1T2) =
n∏

i=1

(c1 + c2λiµi),

in order to prove the theorem, it is enough to prove c1λi + c2µi 6= 0 and c1 + c2λiµi 6= 0 for
all i = 1, . . . , n.

Assume that there exists j ∈ {1, . . . , n} with c1λj + c2µj = 0. If λj = 0, then µj = 0,
which can not occur in view of (2.10). In a similar way, we can prove µj 6= 0. Thus −c1/c2 =
µj/λj ∈ k−1

√
1 (because the set of (k − 1) roots of the unity is a multiplicative group), which

is unfeasible with the choice of c1, c2. Analogously, we can prove that c1 + c2λiµi 6= 0 for all
i = 1, . . . , n. The theorem is therefore proved.

If P1, P2 ∈ Cn×n are two idempotent matrices, a necessary and sufficient condition for
P1 + P2 to be nonsingular is that R(P1) ∩ R[P2(I − P1)] = {0} and N(P1) ∩ N(P2) = {0}
(see [3, Cor. 4] and [7, Th. 3.2]). In a more general case (see [8, Th. 3]), a necessary
and sufficient condition for c1P1 + c2P2 is nonsingular is that N(P1) ∩ N(P2) = {0} and
R[P1(In − P2)] ∩ R[P2(In − P1)] = {0}, where c1, c2 ∈ C∗ satisfy c1 + c2 6= 0. For k-potent
matrices a similar result is given in the following theorem.

Theorem 2.7. Let T1, T2 ∈ Cn×n be two k-potent matrices for some integer positive k > 1
and let c1, c2 ∈ C∗ with c1 + c2 6= 0. Then

(i) If c1T1 + c2T2 is nonsingular, then N(T1) ∩N(T2) = {0}.

(ii) If R[T1(I−T k−2
1 T2)]∩R[T2(I−T k−2

2 T1)] = {0} and N(T1)∩N(T2) = {0}, then c1T1+c2T2

is nonsingular.

Proof. (i) It is evident that N(T1) ∩ N(T2) ⊆ N(c1T1 + c2T2). If c1T1 + c2T2 is nonsingular,
then N(c1T1 + c2T2) = {0} and the conclusion follows.
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(ii) We will prove that N(c1T1 + c2T2) = {0}. If x ∈ N(c1T1 + c2T2), then we have

c1T1x+ c2T2x = 0. (2.11)

Premultiplying (2.11) by T k−1
1 and by T k−1

2 , we obtain, respectively,

c1T1x = −c2T k−1
1 T2x and c1T

k−1
2 T1x = −c2T2x. (2.12)

From (2.11) and the second relation of (2.12) we obtain c1T1x = −c2T2x = c1T
k−1
2 T1x.

Hence, T1x = T k−1
2 T1x holds. The first relation of (2.12) and (2.11) lead to −c2T2x =

c1T1x = −c2T k−1
1 T2x, and therefore, T2x = T k−1

1 T2x. Now, we have from the first equality
of (2.12)

(c1 + c2)T1x = c1T1x+ c2T1x = −c2T k−1
1 T2x+ c2T1x = c2T1(In − T k−2

1 T2)x. (2.13)

We obtain from (2.11) and using T1x = T k−1
2 T1x

(c1 + c2)T1x = c1T1x+ c2T1x = −c2T2x+ c2T
k−1
2 T1x = −c2T2(In − T k−2

2 T1)x. (2.14)

Expressions (2.13) and (2.14) imply T1x ∈ R[T1(I − T k−2
1 T2)] ∩ R[T2(I − T k−2

2 T1)]. The first
condition of item (ii) implies T1x = 0. In the same way we can get T2x = 0. Hence x ∈
N(T1) ∩N(T2), and the second condition leads to x = 0, thus establishing the nonsingularity
of c1T1 + c2T2. The theorem is proved.

The following theorem shows that the nonsingularity of the linear combination T = c1T1+
c2T2, when T1, T2 are k-potent matrices, is also related to the nonsingularity of the following
two linear combinations: c1T1T

k−1
2 + c2T2T

k−1
1 and c1T

k−1
2 T1 + c2T

k−1
1 T2.

Theorem 2.8. Let T1, T2 ∈ Cn×n be two k-potent matrices for some integer positive k > 1
and c1, c2 ∈ C∗, then the following statements are equivalent:

(i) c1T1T
k−1
2 + c2T2T

k−1
1 is nonsingular.

(ii) c1T
k−1
2 T1 + c2T

k−1
1 T2 is nonsingular.

(iii) c1T1 + c2T2 and In − T k−1
1 − T k−1

2 are nonsingular.

Proof. The result is an immediate consequence of the equalities

(c1T1 + c2T2)(In − T k−1
1 − T k−1

2 ) = −(c1T1T
k−1
2 + c2T2T

k−1
1 )

and
(In − T k−1

1 − T k−1
2 )(c1T1 + c2T2) = −(c1T k−1

2 T1 + c2T
k−1
1 T2).
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3 Group invertibility of a linear combination of two k-potent

matrices

This section is devoted to study the group invertibility of a linear combination of two k-potent
matrices. Next we review some well known facts about the group inverse of a matrix (for a
deeper insight, the interested reader can consult [14, section 4.4]). Let A ∈ Cn×n, if there
exists X ∈ Cn×n such that

AXA = A, XAX = X, AX = XA, (3.15)

then it is said that A is group invertible. It can be proved that for a given square matrix
A, there is at most one matrix X satisfying (3.15) and is denoted by A#. The group inverse
does not exist for all square matrices: a square matrix A has a group inverse if and only if
rk(A) = rk(A2). It is straightforward to prove that A is group invertible if and only if A∗ is
group invertible, and in this case, one has (A#)∗ = (A∗)#. Also, it should be evident that if
A ∈ Cn×n and S ∈ Cn×n is nonsingular, then A is group invertible if and only if SAS−1 is
group invertible, and in this situation, one has (SAS−1)# = SA#S−1.

Recently, there has been interest in giving formulae for the Drazin inverse of a sum of
two matrices (or two operators in a Hilbert space) under some conditions, see [15, 16, 17, 18]
and references therein. The group inverse is a particular case of the Drazin inverse. Here,
we will discuss if a linear combination of two k-potent matrices is group invertible, and when
this answer is affirmative, we will give an expression for the group inverse of this linear
combination.

Next representation will be useful for further results. Let T1, T2 ∈ Cn×n be two k-potent
matrices for some natural k > 1. Since T1 is k-potent, this matrix is diagonalizable and its
spectrum is contained in {0} ∪ k−1

√
1. Therefore, there exists a nonsingular S ∈ Cn×n such

that

T1 = S

[
A 0
0 0

]
S−1, A = diag(λ1, . . . , λr), λk−1

i = 1 for i = 1, . . . , r. (3.16)

Note that A is nonsingular and Ak−1 = Ir. Now, we can write T2 as follows:

T2 = S

[
B C

D E

]
S−1, B ∈ Cr×r, E ∈ C(n−r)×(n−r). (3.17)

Theorem 3.1. Let T1, T2 ∈ Cn×n be two k-potent matrices for some natural k > 1 such that
T k−1

1 T2 = T k−1
2 T1 and let c1, c2 ∈ C∗. If T1 or T2 are nonsingular, then

(i) c1T1 + c2T2 is nonsingular if and only if c1 + c2 6= 0. In this case,

(a) If T1 is nonsingular, then

(c1 + c2)(c1T1 + c2T2)−1 = T−1
1 + c2c

−1
1 T−1

1 (In − T k−1
2 ).
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(b) If T2 is nonsingular, then

(c1 + c2)(c1T1 + c2T2)−1 = T−1
2 + c1c

−1
2 T−1

2 (In − T k−1
1 ).

(ii) c1T1 + c2T2 is group invertible for all c1, c2 ∈ C∗.

(a) If T1 is nonsingular, then (T1 − T2)# = T−2
1 (T1 − T2).

(b) If T2 is nonsingular, then (T2 − T1)# = T−2
2 (T2 − T1).

Proof. By symmetry, we can suppose that T2 is nonsingular (the expressions of items (i.a)
and (ii.a) have the same proof as the expressions of items (i.b) and (ii.b), and we will not
give them). The nonsingularity of T2 entails T k−1

2 = In, hence T k−1
1 T2 = T k−1

2 T1 reduces
to T k−1

1 T2 = T1. Let us write T1 and T2 as in (3.16) and (3.17). Thus, T k−1
1 T2 = T1 yields

B = A and C = 0. Therefore,

T2 = S

[
A 0
D E

]
S−1 and c1T1 + c2T2 = S

[
(c1 + c2)A 0

c2D c2E

]
S−1 ∀ c1, c2 ∈ C∗.

(3.18)
A simple induction argument shows that there exists a sequence (Dm)∞m=1 ⊂ C(n−r)×r such
that

Tm
2 = S

[
Am 0
Dm Em

]
S−1 ∀ m ∈ N.

Since T k−1
2 = In we get Ek−1 = In−r. In particular we obtain that E is nonsingular.

(i) Since A and E are nonsingular and c2 6= 0, the representation of c1T1 + c2T2 in (3.18)
permits affirm that c1T1 + c2T2 is nonsingular if and only if c1 + c2 6= 0.

If c1, c2 ∈ C∗ satisfy c1 + c2 6= 0, then from (3.18) it is straightforward to see

T−1
2 = S

[
A−1 0

−E−1DA−1 E−1

]
S−1

and

(c1T1 + c2T2)−1 = S

[
(c1 + c2)−1A−1 0

−(c1 + c2)−1E−1DA−1 c−1
2 E−1

]
S−1. (3.19)

Hence

(c1 + c2)(c1T1 + c2T2)−1 = S

[
A−1 0

−E−1DA−1 c1+c2
c2

E−1

]
S−1

= S

{[
A−1 0

−E−1DA−1 E−1

]
+

[
0 0

0
(

c1+c2
c2
− 1
)
E−1

]}
S−1

= T−1
2 +

c1
c2
S

[
0 0
0 E−1

]
S−1. (3.20)
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On the other hand, by (3.16) and (3.19) we have

T−1
2 (In − T k−1

1 ) = S

[
A−1 0

−E−1DA−1 E−1

][
0 0
0 In−r

]
S−1 = S

[
0 0
0 E−1

]
S−1. (3.21)

Hence (3.20) and (3.21) yield the formula of item (i.b).
(ii) If c1, c2 ∈ C∗ satisfy c1 + c2 6= 0, by the previous item we have that c1T1 + c2T2 is

nonsingular, in particular c1T1 + c2T2 has group inverse.
Now, we want to prove that c1T1 + c2T2 has group inverse when c1, c2 ∈ C∗ satisfy

c1 + c2 = 0. Since for any square matrix X and any scalar c ∈ C∗ we have that X is group
invertible if and only if cX is group invertible, we can suppose that c1 = −1 and c2 = 1, or in
other words, we must prove that T2− T1 is group invertible. In order to do this, let us define

M =

[
0 0
D E

]
and N =

[
0 0

E−2D E−1

]
.

It is easy to check N = M# by the definition of the group inverse. Since from (3.18) we have
T2 − T1 = SMS−1, we get that T2 − T1 is group invertible and (T2 − T1)# = (SMS−1)# =
SM#S−1 = SNS−1.

From the first equality of (3.19) we get that

T−2
2 = S

[
A−2 0
X E−2

]
S−1

for some matrix X ∈ C(n−r)×r, thus

T−2
2 (T2 − T1) = S

[
A−2 0
X E−2

][
0 0
D E

]
S−1 = S

[
0 0

E−2D E−1

]
S−1 = SNS−1.

The formula of item (ii.b) is proved, and thus, the proof of this theorem is finished.

Theorem 3.2. Let T1, T2 ∈ Cn×n be two k-potent matrices for some natural k > 1 such that
T2T

k−1
1 = T1T

k−1
2 and let c1, c2 ∈ C∗. If T1 or T2 are nonsingular, then

(i) c1T1 + c2T2 is nonsingular if and only if c1 + c2 6= 0. In this case,

(a) If T1 is nonsingular, then

(c1 + c2)(c1T1 + c2T2)−1 = 2(T1 + T2)−1 +
c2 − c1
c1

(In − T k−1
2 )T−1

1 .

(b) If T2 is nonsingular, then

(c1 + c2)(c1T1 + c2T2)−1 = 2(T1 + T2)−1 +
c1 − c2
c2

(In − T k−1
1 )T−1

2 .

(ii) c1T1 + c2T2 is group invertible for all c1, c2 ∈ C∗.
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(a) If T1 is nonsingular, then (T1 − T2)# = (T1 − T2)T−2
1 .

(b) If T2 is nonsingular, then (T2 − T1)# = (T2 − T1)T−2
2 .

Proof. Recall the following two elementary facts:

(1) A matrix X is nonsingular if and only X∗ is nonsingular and in this case, (X−1)∗ =
(X∗)−1.

(2) A matrix X has group inverse if and only X∗ has group inverse and in this case (X#)∗ =
(X∗)#.

If we use Theorem 3.1 for matrices T ∗1 , T
∗
2 and scalars c1, c2, this theorem should be easy to

prove.

Another result concerning the group invertibility of a linear combination of two k-potent
matrices is the following.

Theorem 3.3. Let T1, T2 ∈ Cn×n be two k-potent matrices for some natural k > 1 such that
T1T2 = 0 and let c1, c2 ∈ C∗. Then

(i) N(c1T1+c2T2) = N(T1+T2) and R(c1T1+c2T2) = R(T1+T2). In particular, c1T1+c2T2

if nonsingular if and only if T1 + T2 is nonsingular, and in this case, we have

(c1T1 + c2T2)−1 = c−1
1 (T1 + T2)−1 + (c−1

2 − c
−1
1 )T k−2

2 (In − T k−1
1 ). (3.22)

(ii) c1T1 + c2T2 is group invertible and

(c1T1 + c2T2)# = c−1
1 (In − T k−1

2 )T k−2
1 + c−1

2 T k−2
2 (In − T k−1

1 ). (3.23)

Proof. Let us write T1 and T2 as in (3.16) and (3.17). Using T1T2 = 0 and the nonsingularity
of A lead to B = 0 and C = 0. Hence

T2 = S

[
0 0
D E

]
S−1.

Therefore,

c1T1 + c2T2 = S

[
c1A 0
c2D c2E

]
S−1, T1 + T2 = S

[
A 0
D E

]
S−1. (3.24)

A standard induction argument shows that

Tm
2 = S

[
0 0

Em−1D Em

]
S−1 ∀ m ∈ N. (3.25)

Since T k
2 = T2 we get

Ek−1D = D and Ek = E. (3.26)
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(i) From T1T2 = 0 we get T k−1
1 T2 = 0 and T1T

k−1
2 = 0. Now, N(c1T1 +c2T2) = N(T1 +T2)

and R(c1T1 + c2T2) = R(T1 + T2) follow from Theorems 2.1 and 2.3.
Assume that T1 + T2 is nonsingular. From the second equality of (3.24) we get that E is

nonsingular (recall that A was already nonsingular). It is easy to see

(c1T1 + c2T2)−1 = S

[
c−1
1 A−1 0

−c−1
1 E−1DA−1 c−1

2 E−1

]
S−1

and

(T1 + T2)−1 = S

[
A−1 0

−E−1DA−1 E−1

]
S−1.

Hence

(c1T1 + c2T2)−1 − c−1
1 (T1 + T2)−1 = (c−1

2 − c
−1
1 )S

[
0 0
0 E−1

]
S−1.

In order to prove formula (3.22), it is enough to prove T k−2
2 (In − T k−1

1 ) = S(0 ⊕ E−1)S−1.
We will distinguish to cases: k = 2 and k > 2.

If k = 2, then T k−2
2 (In − T k−1

1 ) = In − T1 = S(0 ⊕ In−r)S−1 because from (3.16) we get
T1 = S(A ⊕ 0)S−1 = S(Ir ⊕ 0)S−1. Moreover, having in mind the nonsingularity of E and
the second relation of (3.26) we get E = In−r. Therefore, T k−2

2 (In− T k−1
1 ) = S(0⊕E−1)S−1

holds.
If k > 2, we can apply (3.25) to compute T k−2

2 . From the decomposition (3.16) we get
T k−1

1 = S(Ak−1 ⊕ 0)S−1 = S(Ir ⊕ 0)S−1, and therefore

T k−2
2 (In − T k−1

1 ) = S

[
0 0

Ek−3D Ek−2

][
0 0
0 In−r

]
S−1 = S

[
0 0
0 Ek−2

]
S−1

Now, the expression T k−2
2 (In − T k−1

1 ) = S(0 ⊕ E−1)S−1 follows from Ek = E and the
nonsingularity of E.

(ii) In order to prove that c1T1 + c2T2 is group invertible, let us define

M =

[
c1A 0
c2D c2E

]
and N =

[
c−1
1 A−1 0

−c−1
1 Ek−2DA−1 c−1

2 Ek−2

]
.

Next, we will prove MN = NM . From the first relation of (3.26) we get DA−1−Ek−1DA−1 =
0, and therefore we have

MN =

[
Ir 0
0 Ek−1

]
= NM.

Now, the equality MNM = M follows from (3.26) and the equality NMN = N follows from
Ek−2Ek−1 = Ek−2. Thus, we have proved that M is group invertible and M# = N . Since
c1T1 + c2T2 = SMS−1 we get the group invertibility of c1T1 + c2T2 and (c1T1 + c2T2)# =
SNS−1. Observe

SNS−1 = c−1
1 S

[
A−1 0

−Ek−2DA−1 0

]
S−1 + c−1

2 S

[
0 0
0 Ek−2

]
S−1. (3.27)
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From representations (3.16) and (3.25) we get

(In − T k−1
2 )T k−2

1 = S

{[
Ir 0
0 In−r

]
−

[
0 0

Ek−2D Ek−1

]}[
A−1 0

0 0

]
S−1

= S

[
Ir 0

−Ek−2D In−r − Ek−1

][
A−1 0

0 0

]
S−1

= S

[
A−1 0

−Ek−2DA−1 0

]
S−1. (3.28)

Now, we are going to prove

T k−2
2 (In − T k−1

1 ) = S

[
0 0
0 Ek−2

]
S−1. (3.29)

We distinguish two cases: k = 2 and k > 2. When k = 2 we have from (3.16) the equality
T1 = S(Ir ⊕ 0)S−1, hence

T k−2
2 (In − T k−1

1 ) = In − T1 = S(0⊕ In−r)S−1 = S(0⊕ Ek−2)S−1.

If k > 2, then we can apply (3.25). Now, using (3.16) we get

T k−2
2 (In − T k−1

1 ) = S

[
0 0

Ek−3D Ek−2

][
0 0
0 In−r

]
S−1 = S

[
0 0
0 Ek−2

]
S−1.

Now, it is enough to consider (3.27), (3.28), and (3.29) to get (3.23). The theorem is thus
proved.
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