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NONSMOOTH ANALYSIS ON SMOOTH MANIFOLDS

YU. S. LEDYAEV AND QIJI J. ZHU

ABSTRACT. We study infinitesimal properties of nonsmooth (nondifferentiable)
functions on smooth manifolds. The eigenvalue function of a matrix on the
manifold of symmetric matrices gives a natural example of such a nonsmooth
function.

A subdifferential calculus for lower semicontinuous functions is developed
here for studying constrained optimization problems, nonclassical problems
of calculus of variations, and generalized solutions of first-order partial dif-
ferential equations on manifolds. We also establish criteria for monotonicity
and invariance of functions and sets with respect to solutions of differential
inclusions.

1. INTRODUCTION

The subject of this paper is the study of infinitesimal properties of nondiffer-
entiable functions on smooth manifolds. Such nondifferentiable, or nonsmooth,
functions arise naturally in many problems on smooth manifolds.

Consider for example the manifold of N x N symmetric matrices. The well-
known Ky Fan equality (see, for example, [40]) gives the following representation
of the k-th largest eigenvalue of a matrix A:

M(A)=  max tr (X'AX)— max tr (X'AX),
XeS(k+1,N) Xes(k,N)

where the Stiefel manifold
S(k,N):={X € RV* |X'X = I}

consists of real orthogonal N x k matrices.

The importance of eigenvalue functions in applications is well known (see [18]
40]), and it is clear from the above representation that eigenvalue functions are, in
general, nonsmooth. Although much research has been conducted on the spectral
functions with the tools of nonsmooth analysis [9 [10, 19, 20, [50], the smooth
manifold structure of the Stiefel manifold has not been systematically exploited.

The second example is the metric distance on a Riemann manifold defined by

plmy,ma) == inf{T : ¢(0) =my, o(T) = ma, [|lE(t)]| < 1}.
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3688 YU. S. LEDYAEV AND QIJI J. ZHU

Here in f is taken on the set of all differentiable curves connecting points m; and m.
The function ¢(m) := p(my,m) is, in general, not differentiable. In a Euclidean
space the distance function can be considered as the unique continuous (generalized)
solution of the following “eikonal” equation:

(1.1) 0rp(m)|| =1, @(m1) =0,

where Op¢ is the Fréchet subdifferential of the function . This point of view is
quite fruitful in Euclidean space when discussing, for example, the nearest points
to a set.

The third example concerns control systems on manifolds and stabilization. It
is known that, if a control system on a manifold can be stabilized by continuous
feedback, then this manifold is isomorphic to R™ [46]. Of course, most interesting
control applications require using discontinuous feedback controls [27]. The main
tool used for solving stabilization problems in R™ has been the analysis of the
corresponding control Lyapunov functions, which are nonsmooth even for simple
examples.

These three examples explain the need for a systematic study of tools of non-
smooth analysis on smooth manifolds. This paper is an attempt to establish a
framework and some tools for studying semicontinuous functions on smooth mani-
folds that can be used for analyzing optimization, dynamic optimization, general-
ized partial differential equations, optimal control and feedback control problems
on manifolds.

To begin, one needs a concept of generalized differential to replace the differ-
ential of smooth functions on manifolds. Many such concepts and related cal-
culus for lower semicontinuous functions in RN or Banach spaces have been the
subject of intense research in the past several decades. They are important con-
stituents of nonsmooth analysis, which in turn is a part of nonlinear analysis.
Research done by Rockafellar, Pshenichnyi, Danskin and Dem’yanov was instru-
mental in the early studies on nondifferentiable functions and their applications
in the optimization theory with emphasis on the convex and quasidifferentiable
functions. In early nineteen-seventies, Clarke first introduced the concept of a
generalized gradient for locally Lipschitz functions. He developed corresponding
calculus and applied the generalized gradient in optimization and optimal con-
trol problems. Clarke also developed many techniques such as the scalarization
of the problem, application of the perturbation and penalization techniques and
variational analysis, which soon became a new paradigm in this field. This para-
digm has been extremely effective in the analysis of a wide range of problems in
nonsmooth nontraditional optimization and calculus of variations due to impor-
tant and significant contributions made by Aubin, Borwein, Hirriart-Uruty, Toffe,
Mordukhovich, Penot, Rockafellar, Sussmann, Warga and others. The books and
articles [2] T4l 25] [26] 29] [42] [45] 49] (6l B8 [75 [76] provide powerful tools and
present interesting perspectives to the field of nonsmooth and variational analysis.
They are the foundation of our current research, and we also recommend them for
readers who are interested in the history and the state of the art of nonsmooth and
variational analysis.

We shall focus on a natural generalization of the Fréchet subdifferential and its
related limiting and singular subdifferentials. The related geometric concept of a
normal cone to a set is defined as the subdifferential of the indicator function of
the set. The Fréchet subdifferential appeared in [7]. Mordukhovich introduced the
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NONSMOOTH ANALYSIS ON SMOOTH MANIFOLDS 3689

limiting and singular subdifferentials for general lower semicontinuous functions
and systematically developed their calculus [53] (54, 57, 56].

We should note here that a convex hull of the Mordukhovich limiting subdif-
ferential coincides with the Clarke generalized gradients. Some elements of this
geometric approach have appeared in Clarke’s 1973 thesis [23] with its main focus
on the normal cone to a set.

Our development follows more recent monographs [29, [14] and the survey [13].
These concepts of generalized subdifferentials fit very well with techniques of varia-
tional analysis and can conveniently handle semicontinuous functions. We empha-
size that this is not the only possible approach. There are many other approaches
and refinements in the rich literature of nonsmooth analysis that may also lead to
interesting developments for the study of nonsmooth functions on smooth mani-
folds. For example, Warga [75] [76] defined a derivate container based on uniform
approximation. It was recently refined by Sussmann [67, 68, [69]. These generalized
derivative concepts are quite effective in dealing with optimal control and opti-
mization problems with more topological methods. Treiman [72, [73] introduced
the linear subdifferential that refined the limiting subdifferential. However, these
are beyond the scope of the current paper.

Note that a distance metric function defined above can be considered as an opti-
mal value function of more general optimal control of the minimizing of a functional

T
)+ [ Lolett), te)ds
0
with the differential constraints on the curve
é(t) € Fc(t))

where F'(z) is a multifunction. Formally, these dynamical constraints in the form of
the differential inclusion can be taken into account if the integrand in the functional
is modified by adding the indicator function of the set F(z). Thus, this generalized
optimal control problem is reduced to some nonclassical variational problem with a
lower semicontinuous integrand which can take infinite values. This formal reduc-
tion can be very useful for the derivation of optimality conditions for such a general
variational problem in the presence of an appropriate calculus for analysis of such
integrands. In fact, this was one of the original motivations of Clarke’s pioneering
work which was in turn motivated by Rockafellar’s results for completely convex
nonsmooth calculus of variations problems.

Another aspect of the general optimal control problem in RY is the fact that
its optimal value function is a generalized (viscosity or minimax) solution of the
Hamilton-Jacobi equation [31], B2 66]. It is interesting that the same techniques
used in nonsmooth analysis for the derivation of optimality conditions can be used
for the proof of uniqueness and existence of the solution of this first-order partial
differential equation. How to handle a dynamic system motivated by the above
examples is another major issue discussed in this paper.

This paper contains the conceptual framework for the study of generalized deriva-
tives for semicontinuous functions and dynamic systems on smooth manifolds. We
also illustrate our methods with examples of applications. To make the paper more
focused we selected applications that demonstrate the methods rather than pursue
maximum generality. We hope to discuss additional applications in greater detail
in subsequent papers.
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The paper is arranged as follows: we collect necessary preliminaries and notation
regarding smooth manifolds in Section 2; in Section 3 we introduce the concepts
of sub- and superdifferentials of lower and upper semicontinuous functions. The
geometric concept of a normal to an arbitrary set on a manifold is introduced and
is related to the distance function to the given set. Section 4 contains the elements of
the calculus for subdifferentials: sum and product rules, chain rules, subgradients
of supremum functions, and a multiplier rule for an optimization problem with
semicontinuous data.

We discuss several applications of the sub- and superdifferentials and their calcu-
lus in Section 5. They are subdifferential characterizations of Lipschitz properties of
functions, implicit function theorems and subdifferentials for the spectral functions.

We introduce a dynamic system on smooth manifolds in the form of differential
inclusions in Section 6. We then discuss related concepts of monotonicity and
invariance of functions and sets with respect to solutions of differential inclusions
on manifolds. We use these results to discuss elements of the theory for generalized
(viscosity) solutions of Hamilton-Jacobi equations in Section 7. We also discuss
applications to the distance function on Riemannian manifolds there.

2. PRELIMINARIES AND NOTATION

In this section we recall some pertinent concepts and results related to a smooth
manifold. Our main references are [16] 51 [65].

Let M be an N-dimensional C* complex manifold (paracompact Hausdorff
space) with a C* atlas {(Uy, %) }aca. For each a, the N components (z?, ..., z)
of 1, are called local coordinate systems on (Ug,1,). A function g : M — R is C"
atm € M if m € U,, and got; ! is a C" function in a neighborhood of 1,(m). Here
r is a nonnegative integer or co. As usual C? represents the collection of continuous
functions. It is well known that this definition is independent on the coordinate
systems. If g is C™ at all m € M, we say g is C* on M. The collection of all
C*(C") functions on M is denoted by C*°(M)(C"(M)). A map v: C*(M) — R
is called a tangent vector of M at m provided that, for any f,g € C*(M), (1)
v(Af+pg) = Avo(f)+pv(g) for all A, u € R and (2) v(f-g) = v(f)g(m)+ f(m)v(g).
The collection of all the tangent vectors of M at m form an (N-dimensional) vector
space and is denoted by T),,(M). The union (J,, ¢, (m, T3, (M)) forms a new space
called the tangent bundle to M, denoted by T(M). The dual space of T,,,(M) is
called the cotangent space of M at m, denoted by T (M). The cotangent bundle to
M then is T (M) := U, ,cps (m, T;,(M)). We will use 7 (7*) to denote the canonical
projection on T(M) (T*(M)) defined by w(m, T, (M)) = m (7*(m, T, (M)) = m).
A mapping X : M — T(M) is called a vector field provided that (X (m)) = m.
A vector field X is C" at m € M provided so is X(g) for any g € C*. If a vector
field X is C" for all m € M we say it is C" on M. The collection of all C" vector
fields on M is denoted by V" (M).

In particular, if (U,1) is a local coordinate neighborhood with m € U and
(x',...,2Y) is the corresponding local coordinate system on (U, 1), then (%)m,

n=1,..,N, defined by (52 )mg = dgov ((m)) is a basis of T,,,(M). Let g be a

oz
C? function at m, the differential of g at m, dg(m), is an element of 77 (M), and

is defined by

dg(m)(v) = v(g) Vv € Tn(M).
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Let M; and M> be two C'°° manifolds. Consider a map ¢ : M; — Ms. Then for
every function g € C*°(Ms), ¢ induces a function ¢*g on M; defined by ¢*g = go¢.
A map ¢ : My — Ms is called C™ at m € My (on S C M) provided that so is ¢*g
for any g € C*°(M3). Let ¢ : M1 — My be a C! map and let m € M; be a fixed
element. Define, for v € T,(M;) and g € C*°(Ma), ((¢«)mv)(g) = v(¢*g). Then
(d«)m : Trn(M1) — Ty(m)(Mz) is a linear map. The dual map of (¢« )y, is denoted
by ¢F,. It is a map from T;(m)(Mg) — T (M) and has the property that, for any
g € CY(My), $1dg(d(m)) = d(¢*g)(m).

Let v € T, (M), i = 1,2,..., be a sequence of cotangent vectors of M and
let v* € T;5(M). We say v converges to v*, denoted by limv} = v*, provided
that m; — m and, for any X € V°°(M), (v, X(m;)) — (v*,X(m)). Let (U,v)
be a local coordinate neighborhood with m € U. Since m; — m we may assume
without loss of generality that m; € U for all <. Then limv} = v* if and only if
W (3% ) mi) — (v*,(3%)m) for n = 1,..,N. Another equivalent description is

19

(w’l)z(mi)vf — (1/1’1):;(”1)1)* (in the dual of RY).

Recall that a mapping g : T'(M) x T(M) — R is a C* Riemann metric if

(1) for each m, g (v,u) is an inner product on T, (M);
(2) if (U,) is a local coordinate neighborhood around m with a local coordi-
nate system (z!,...,z"V), then g;;(m) := gm(%, %) € C*(M).

One can check that (2) is independent on local coordinate systems. The manifold
M together with the Riemann metric g is called a Riemannian manifold. Since any
paracompact manifold admits a positive-definite metric structure in many cases we
may assume that M is a Riemannian manifold without significant loss of generality.

Let (M, g) be a Riemannian manifold . For each m € M, the Riemann metric
induces an isomorphism between T, (M) and T}, (M) by

v =gm(v,:) (v, u) = gm(v,u), Yu € T (M)).
Then we define norms on T,,, (M) and T}, (M) by
[o*]1” = [[0]l* = gm (v, v).

The following generalized Cauchy inequality is crucial: for any v* € T (M) and
u € Tp(M),
(v, u) < [lo™[|[Jull.

Let 7 :[0,1] — M be a C* curve. The length of r is

I(r) = / I (s) lds.

Let mi,mo € M. Denote the collection of all C' curves joining m; and ms by
C(my, m2). Then the distance between m; and mg is defined by

p(my,mg) := inf{l(r) : r € C(my,ma)},

or by (). The distance between a point m € M and a set S C M is defined by
p(m; S) := inf{p(m,m’) : m’ € S}. Finally, we recall the definition of an absolutely
continuous mapping ¢ : [a,b] — M. Mapping c is called absolutely continuous if a
function ¢(c(t)) is absolutely continuous for any smooth function ¢ € C*°(M). We
call such a mapping a curve and leave it to the reader to prove that for any curve ¢
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there exists mapping ¢ such that é(t) € T ;) (M) for almost all (a.a.) ¢ € [a,b] and,
for any p € C°(M),

W =¢(t)(¢) a.a.tEla,b].

3. SUB- AND SUPER-DIFFERENTIALS
OF NONSMOOTH FUNCTIONS ON MANIFOLDS

Now we turn to nonsmooth functions on a manifold and their sub- and su-
perdifferentials. We denote the extended real line by R := R U {+oc}. For an
extended-valued function f : M — R the domain of f is defined by dom(f) :=
{meM: f(m) < co}.

Definition 3.1. Let f : M — R be an extended-valued lower semicontinuous
function. We define the Fréchet-subdifferential of f at m € dom(f) by

Opf(m) := {dg(m) : g € C*(M) and f — g attains a local minimum at m}.
We define the (limiting) subdifferential and singular subdifferential of f at m € M

by
9f(m) :={limv : v € Op f(mi), (mi, f(mi)) — (m, f(m))}
and
0% f(m) := {limt,v} : v} € Op f(my), (my, f(mi)) — (m, f(m)) and ¢; — 07},
respectively.

Remark 3.2. Note that the Fréchet-subdifferential of f depends only on the local
behavior of the function f. Moreover, every local C! function can be extended to a
C! function on M (see e.g. [51, Lemmas 1 and 2]). Therefore, the support function
g in the definition of the Fréchet subdifferential need only be C! in a neighborhood
of m.

The elements of a Fréchet subdifferential are called Fréchet subgradients. We
define the Fréchet superdifferential by 0F f(m) = —0p(—f)(m), and its elements
are called supergradients. An alternative definition of a supergradient v* € 9 f(m)
is v* = dg for some C' function g such that f — g attains a local maximum at m
on M.

When M = RY, then a function g in the definition of a Fréchet subgradient can
be chosen to be a quadratic one. In this case the definition becomes a definition
of a proximal subgradient which has a natural geometric interpretation in terms of
normal vectors to an epigraph of function f ( it is useful to recall that in the case
of a smooth function f the vector (f'(x),—1) is a normal vector to its epigraph).
This geometric interpretation of subgradients also explains their relationship with
a concept of generalized solutions of Hamilton-Jacobi equations in view of a normal
vector characterization of invariance properties of solutions of differential inclusions.
For details of proximal calculus and related results we refer to the textbook [29].
The other subdifferentials defined in Definition [B.1] coincide with the usual limiting
and singular subdifferentials [53] [54]. Note that co {9f(xz) + 0 f(x)} coincides
with the original Clarke’s generalized gradient.

Returning to the manifold case we note that it follows directly from the defini-
tion that dp f(m) C df(m) and 0 € 0 f(m). Note that 9r f(m) may be empty.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



NONSMOOTH ANALYSIS ON SMOOTH MANIFOLDS 3693

However, if f attains a local minimum at m, then 0 € 9p f(m) C 9f(m). These are
the usual properties to be expected for a subdifferential.

The geometric concept of normal cones to a closed set can be naturally estab-
lished as usual by using the subdifferential for the corresponding indicator function.

Definition 3.3. Let S be a closed subset of M with s € S. We define the Fréchet-
normal cone of S at s by

NF(S; S) = aF(Ss(S).
We define the (limiting) normal cone of S at s by
N(s;S8) := 9ds(s).

Here dg is the indicator function of S defined by dg(s) =0if s € S and Jg(s) = oo
ifs¢S.

Remark 3.4. (a) It is easy to verify that Np(s;S) is a cone and N(s; S) := 9dg(s) =
0®65(s).

(b) It follows from the definition that {0} € Ng(s;S) C N(s;5) for any s € S
and Np(s;S) = N(s;S) = {0} for any s € int S. Thus, we will be mainly interested
in nonzero normal cones. They are necessarily normal cones for the boundary points
of S, denoted by bdy(S).

When M is a Riemannian manifold we have the following relationship.

Proposition 3.5. Let M be a Riemannian manifold and let S be a closed subset
of M. Then, for any s € S,

Np(s;8) = conedpp(s; S).

Proof. Suppose that £ € adrp(s;S) for some a > 0. Then there exists g € C1(M)
such that dg(s) = £ and ap(+; S) — g(+) attains a local minimum at s. Since dg(-) >
ap(+;S) and 05(s) = ap(s; S) = 0 we have that dg(-) — g(-) attains a local minimum
at s. That is £ € Np(s;S). Since Np(s;S) is a cone we have cone dpp(s;S) C
NF(S; S)

To prove the inverse inclusion we consider £ € Np(s;S). Then there exists
g € CH(M) such that dg(s) = ¢ and dg(-) — g(+) attains a local minimum at s.
Observing that ¢ is also locally Lipschitz near s, we can choose a neighborhood U
of s such that g(m) —g(s’") < ap(m,s’) for all m, s’ € U and —g(s) < —g(m) for all
m € SNU. Now, for any m € U close enough to s and any € > 0, we can choose
s’ € SNU such that p(m,s’) < p(m;S) +e. Then

g(m) = g(s") + g(s') = g(s)
g(m) —g(s") < ap(m,s’) < alp(m;S) +¢).

g(m) —g(s)

IN

Letting € — 0 we have g(m) —g(s) < ap(m;S). Thus, ap(-;S)—g(-) attains a local
minimum at s and, therefore, £ € adpp(s;S). O

Example 3.6 (Normal cone to a submanifold). Let S be a C'! submanifold of M.
Then, for any s € .S,

Np(s;8) = To(S)F == {v* € TX(M) : (v*,v) = 0,Vv € T5(S)}.

In fact, assume that the dimension of S is p. Then there exists a coordinate neigh-

borhood (U, 9) around s with a corresponding local coordinate system (z?, ..., 2™)
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such that s = ¥=1(0) and SNU = ¢~ (2!, ...,2P,0,...,0) for (x,...,2P,0,...,0) €
Y(U). Then T, (S) = span((a—‘;)s, e (%)s) and

T.(S)* = span(daPT(s),...,dz" (s)).

Let v* € Np(s;S). Then there exists g € C1(M) such that g(s) = 0, dg(s) = v*
and, for any m € S, g(m) < 0. Let v € Ts(S) and v : (—r,7) — S be a C! curve
such that v(0) = s and 7/(0) = v. Then, in particular, g oy(¢t) < 0,t € (—r,7) and
go7(0) =0. Thus, d(gov)(0) = (v*,v) = 0. That is to say Nr(s;S) C Ts(S)*.
On the other hand, let v* € T,(S)*+ = span(dzP*1(s),...,dz"™(s)). Then v* =

ij:pﬂ apdx™(s) where a, € R,n=p+1,...,N. Define g : U — R by

N
gm) = auz"(m).
n=p+1
Then, for any m € SNU, g(m) = 0. Thus, v* = Zg:pﬂ apdz™(s) = dg(s) €
Np(s;S), which establishes Ty (S)* C Np(s; S). O
We turn to a discussion of the generalization of the Bouligand tangent cone from

RY to a general smooth manifold. To do so we need the following simple and useful
lemma.

Lemma 3.7. Let M be a C*> (Riemannian) manifold, let m € M and let v €
Ti(M). Then there exists a C™ (Lipschitz) vector field v(-), in a neighborhood of
m such that v(m) =v. We call v(-) a local (Lipschitz) extension of v.

Proof. Let (U,) be a local coordinate system around m with local coordinates

(x1,...,2"V). Then, there exist constants a,,,n = 1, ..., N, such that
N
0
n=1
Then, v(-) := 22;1 o (52:). satisfies our requirement. O

Consider a subset S of M and a vector v € T5(M). Let v(-) be a local extension
of v and let ¢, denote a local solution of the equation

é(t) = v(e(t)), ¢(0)=s.

Definition 3.8. The Bouligand tangent cone T2 (S) to S at s consists of all tangent
vectors v such that there exist a sequence t; — 0+ and v; € Ts(M) such that v; — v
and ¢y, (t;) € S.

An easy consequence of this definition is the following proposition.
Proposition 3.9.
(3.1) co TB(S) C Nj(s;9).
Proof. Since the dual cone
Np(s;8) :={veTs(M): (v,n) <0Vn e Np(s;S5)}

is a convex set, it is enough to prove the inclusion (B.) only for T2 (S).
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Consider the pair £ € Ng(s;S) and g € C(M) such that dg(s) = € and §(-; S)—g
attains a local minimum at s. We have that if v € T2(S), then there exists t; — 0+
and v; — v such that ¢,,(¢;) € S. This implies that

[ dglents)
| st .t ear = [t e, (1) - a(s) <0

Dividing the above inequality by t; and taking limits, we obtain
(§,v) = (dg(s),v) <0.
That is to say £ € Nj(s;.5). O

We conclude this section with the following infinitesimal characterization of the
Bouligand tangent cone in terms of the distance function to the set S.

Proposition 3.10.

(3.2) T7(8) = {v € To(M) : Dp(s; 8)(v) < 0},
where D denotes an analogue of the lower Dini derivative along the tangent vector
v:

e flew(d) = f(s)
Df(s)(v) := liminf —

t—0+,v' —v

4. CALCULUS FOR SUBDIFFERENTIALS
OF LOWER SEMICONTINUOUS FUNCTIONS

This section contains elements of a calculus of subdifferentials of lower semicon-
tinuous functions on smooth manifolds: sum and product rules, chain rules, subgra-
dients for supremum functions and necessary optimality conditions for constrained
optimization problems. One can derive similar results for a superdifferential which
we will not list in detail to make the exposition concise. Our proofs are accessible to
readers without experience in nonsmooth analysis techniques. A useful technique
in discussing properties of subdifferentials on a manifold by using known properties
of Fréchet (or proximal) subdifferentials in RV is along the following lines. First,
convert the problem into one in a Euclidean space via a local coordinate system.
Then apply corresponding results for subdifferentials in a Euclidean space to the
problem. Finally, lift the conclusion back onto the manifold.

4.1. A chain rule. The following simple chain rule is crucial for implementing the
scheme alluded to above.

Theorem 4.1. Let M and N be smooth manifolds, let g : N — M be a C! mapping
and let f : M — R be a lower semicontinuous function. Suppose that m = g(n).

Then

(4.1) 9O f(m) C Or(fog)(n),

(4.2) gm0 f(m) C O(f o g)(n),

and

(4.3) gm0~ f(m) C 0% (f o g)(n).

Moreover, if g is a C* diffeomorphism, then both sides of (A1), (E2) and (E3)
are equal.
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Proof. Since [@2)) and (3 follow directly from (@I by taking limits, we prove
@I). Let y* € Orf(m). Then there exists a C! function h such that dh(m) = y*
and f — h attains a local minimum at m. It follows that f og— ho g attains a local
minimum at n. Observing that ho g is a C! function on N, we have

Ip(fog)(n) 3 d(hog)(n) = gpdh(m) = g,y"
Thus,
9mOr f(m) C Or(f © g)(n).
When g is a diffeomorphism applying @) to f o g and g~ ! yields the opposite
inclusion. (]

Applying Theorem Tl to g = ¢~ for a local coordinate mapping ¢ yields the
following corollary.

Corollary 4.2. Let f : M — R be a lower semicontinuous function. Suppose that
(U,) is a local coordinate neighborhood and m € U. Then

A f(m) = ¥, 0r (f o™ H)(¥(m)),
Of(m) = ¥, d(f o ™) ((m)),
and
8% f(m) = 5,0 (f o ™) (b(m)).

We illustrate the usage of Corollary by proving the density of the domain of
the Fréchet subdifferential. The Banach space version of this result appeared in [g].

Theorem 4.3. Let f : M — R be a lower semicontinuous function and S be
a closed subset of M. Then dom(f) C dom(dpf) C dom(df) and bdy(S) C

{s: Np(s;S) #{0}} C {s: N(s;5)#{0}}.

Proof. We need only to show that dom(f) C dom(9rf). The rest follows easily.
Let m € dom(f) and W be an arbitrary neighborhood of m. Without loss of
generality we may assume that there is a local coordinate neighborhood (U,1)
such that W C U. Then fo¢~!:4(U) — R is a lower semicontinuous function
and ¢(m) € dom(f o4p~1). Since (W) is a neighborhood of 1)(m) by the density
theorem of the Fréchet-subdifferential in RY, there exists z € (W) such that
Op(foy=1)(x) # 0. Then w = ~1(z) € W and by Corollary E2]

Opf(w) = 5,00 (f o b~ ") () # 0.

O

4.2. Fuzzy sum rules. The fuzzy sum rule is one of the equivalent forms of several
fundamental principles for subdifferentials [79] which plays an important role in
many applications of the subdifferentials. Its prototype appeared in [42] 43| [44].
The following is a version for the Fréchet subdifferential on a smooth manifold.

Theorem 4.4 (Fuzzy sum rule). Let f1,..., fr be lower semicontinuous functions
on a manifold M and let £ € Op(f1 + ... + fr)(m). Then, for any ¢ > 0, any
neighborhood V' of m and any v € V°(M), there exist m; € V, 1 =1,2,...,L, and
& € Op fi(my) such that |fi(m) — fi(m)| < e and
L
(€ v)(m) = (&, v) (mu)| <e.

=1
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Proof. Without loss of generality we may assume that (f; +...+ f1) attains a local
minimum at m. Let (U, 1) be a local coordinate system of M with m € U and
Y = (z1,...,2"). Without loss of generality we may assume that U C V. It is
obvious that the function f; o ¢~ + ... + fr o 9y~ ! attains a local minimum at
z = (m). Let v € V°°(M). Then v(z™) o=t n =1,2,..,N, are C* functions
on RY. In particular, they are Lipschitz on ¢ (U), say with a uniform rank K. Set
e = &/2(LK + supgeyuy |(v(@h) o™, s v(@N) o) (@) ).

Applying the fuzzy sum rule [I3, Theorem 2.6] on R™ we have that there exists
(x1, frop™H(xy)) € (Z, fiop™1(Z)) + & Brn+1 satisfying

2] ||diam (1, @2, ..., xL) <€

and
L
1> @il <
1=1
Suppose
o = (af,af,...,a}).
Define
N
& = Z aj'dz".
n=1
Then

& =k a; € Op fi(my), where my =~ (2;) € V.
We then have

L L N
> () =D ai{da™ v)m,
= =1n=1
lLl N l L N
= 3 Y afu@) = 303 afu(a™) o v (w)
=1 n=1 =1 n=1
L
= O, (o) o s u(@N) o)) (a1)
=1
L
+ ) (@, (v(ah) o @) —v(@h) 0 ¢ (1), s v(a™)

Thus,

< 1wl sup (o) oy o(@N) 0T (@)

=1 zeP(U)

L
+ > laf || K diam(wy, .., 21
=1
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Remark 4.5. In a Banach space this fuzzy sum rule can be refined to include addi-
tional information on the ‘size’ of the subderivatives involved (see [12]). This feature
is lost here due to the lack of a metric in T'(M). However, a similar estimate can
be established on a Riemannian manifold.

4.3. A subdifferential representation of the superdifferential. Now we use
the lifting method to derive a smooth manifold version of the subdifferential repre-
sentation of the superdifferential due to Barron and Jenson [5].

Theorem 4.6. Let f : M — R be a continuous function and let & € OF f(m).
Then for any € > 0, any neighborhood U of m and any v € VY(M), there eist
m; €U, & € Opf(m;) and convex coefficients o, i =1,...,k, such that

k
|<£,v>fZai<fi,v>| <e

Proof. First note that when M = RY this is a corollary of the result in [5]. To
prove the general case we can assume without loss of generality that (U, v) is a local
coordinate system. It follows from Corollary that, for © = ¢(m), there exists
x* € OF (f o~ 1) () with ¥, 2* = €. Note that ¢,.v € VIH(RYN). Applying the RV
version of the theorem we have that there exist x; € ¥(U), f € 9p(f o v~ 1) (x;)

and convex coefficients «;,7 = 1, ..., k, such that
k
(4.4) [(@*, uv) = Y ci(af, pav)| <e.
i=1
Denoting & = 7, with m; = ¢¥~'(2;) € U we have & € 9pf(m;) and @)
becomes
k
(€, v) — Zai<€iav>| <E.
i=1

O

4.4. Mean value inequalities. The importance of mean value theorems in anal-
ysis are well known. Often what one actually uses is an inequality. In this section
we discuss such mean value inequalities for extended valued lower semicontinuous
functions and continuous functions on smooth manifolds. In dealing with extended
valued lower semicontinuous functions, it is often important to control the value of
the function at the mean value point. This is reflected in an additional estimate
that does not appear in the smooth case. We discuss two different types of such
estimates, and their applications will become clear in later sections. The first is a
smooth manifold version of Zagrodny’s result in [77].

Theorem 4.7 (Mean value inequality ). Let f : M — R be a lower semicontinuous
function, let v € V(M) and let ¢ be a curve corresponding to this vector field, i.e.,
c(t) = v(c(t)),t € [0,1], with f(c(0)) < oco. Then, for any

r < f(e(1)) = f(e(0)),
and any open neighborhood U of ¢(]0,1]), there exists m € U, £ € Opf(m) such
that, f(m) < min{f(c(0)), f(c(1)) + max{0,r}} and

r < (& v(m)).
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Proof. We first consider the simple case when (U, ) is a local coordinate system
with local coordinates (z!,...,2"). For any r < f(c(1)) — f(c(0)), choose 7 €
(r, f(e(1)) — f(c(0))) and choose & > 0 such that o € (0,&) and

1 . _
5l (m) = ¥(c®)* < f(e(0) —inf f + |7
for some t € [0,1] implies that m € U. Consider the function

¢a(t) == falc(t)) —7t,a € (0,a),

where
fulm) = ryin {0m) + 5 o(am) — (') .
Then
Pa(l) = ¢a(0) = falc(1)) — falc(0)) — 7.

Since fo, — f as @ — 0, when « is sufficiently small, we have

©a(0) < @a(l).

Assume that ¢, attains minimum at ¢, € [0,1) over [0,1]. Consider the right Dini

derivative
(ol ) = tamjur £olle EH = ollo)
g [l £ ) = uletie) )
< timint 5 [(F0ma) + 5 l(elta + X)) — $(ma)P)

~(fma) + 5 (e(ta) — w(ma))] — 7

where m,, is a point of minimum for the function

1
m = f(m) + 5[ (c(ta)) — v (m)[*.
Observing that
1

a2

[W(c(ta)) = P(ma)® = @alta) = f(ma) + 7ta
@a(o) - f(ma) + fta S f(C(O)) - ljr\l/[ff + ‘ﬂv

IN

we can conclude that m, € U. Then we have

Jim inf —— [|¢(c(ta + X)) — ¥(ma) > = [¥(c(ta)) — ¢(ma)\2] -7

A0+ a2

IN

(#a)s (ta)

% D (da(e(ta), élta)) (@™ (elta)) — 2™ (ma)) — T

Since (¢a)’ (ta) > 0 we have

9 N
2 D (da"(elta))s (ta)) (@ (c(ta)) — 2™ (ma)) = 7

n=1
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By the definition of subdifferentials we have

o= =3 Y (6" (elta) — " (ma))ds" (e(t0)) € O f(ma).

(07

Then we have the following inequality:

=3I

S e v(ma) (@ (elta)) — " (ma)

x[(v(a") o™ (W(c(ta)) — (v(a™) 0™ ) (% (ma))].

Since v(z™) o =1 is C! and, therefore, locally Lipschitz around ¢(c(t,)) we can
conclude that there exists a constant K such that

[(v(@™) 0 ™) (¥(c(ta))) — (v(@™) 0 ™) (Y(ma))| < K[¢p(c(ta)) — 1(ma)l.
Thus we have

(145) FS e (ma)) + 2 b elta)) — Yma)

Next we show that

1

(4.6) lim —[¢(c(ta)) — Y(mq)? = 0.

a—0t

By the definition of ¢, it is increasing when o — 0% and so is ¢4 (t). Moreover

Yalta) < 9a(0) < f(c(0)) and, therefore, lim, .o+ pa(ta) exists. By the definition
of t, and m, we have

(PQa(tQa) < @2a(ta) < f(moz) + RW)(CGQ)) - ¢(ma)\2 — Ttq

3 2

= (poz(toz) - EW(C(%)) - w(ma)‘ s

that is to say
1 5 4
o2 (elta)) = ¥(ma)l” < g(palta) = ¢2a(tza))-
Taking limits as a — 07 yields (&6). Now taking o small enough so that m, € U

and
2KN

a2

7

[(c(ta)) — (ma)|* >
we have, by (£H), that
7 < (€, v(Mma)).
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Moreover,

A

Fme) < fma) + g hb(e(ta)) — Yma)P

= ‘F’a(ta) < min{‘lpa(0>v<pa(1)}
min{ f(c(0)), f(c(1)) + max{0,r}}.

It remains to take m = m, and & = &,.

For the general case, since there are a finite number of coordinate neighbor-
hoods covering the compact set ¢([0, 1]) we may assume that U = Ule U;, where
(Ui, ;),i = 1,..., k, are coordinate neighborhoods. Let {x; : ¢ = 1,....,k} be a
C' partition of unity U corresponding to U;,i = 1,...,k. Then we can define, for
m e U,

IN

m’eU

k
alm) = iy (F0m) + = 37 xalmlism) ()2}

Applying the above argument to f, and supposing that c(t,) € U;, for some j €
{1,...,k}, then everything goes through with (U, ) replaced by (Uj;, ;). O

When f is continuous we can get a version of the mean value inequality with
a lower estimate on the function value f(m) following the model in [47]. This
result can also be viewed as a combination of the mean value inequality I and the
subdifferential representation of the superdifferential. Our proof below is based on
this observation. These mean value inequalities are also interesting in that it is not
‘local’ in the sense that the curve ¢([0, 1]) is, in general, not contained in one local
coordinate system. Thus, the ‘lifting’ approach in the proof of the fuzzy sum rule
does not directly apply. In the proof of Theorem 7] we overcome this difficulty
by using a partition of unity. In the proof of the second mean value inequality we
adopt a different strategy in overcoming this difficulty.

Theorem 4.8 (Mean value inequality II). Let f : M — R be a continuous function
bounded from below, let v € V(M) and let ¢ be a curve corresponding to this vector
field, i.e., ¢(t) = v(c(t)),t € [0,1]. Then, for any

r < f(e(1)) = £(e(0)),

any € > 0 and any open neighborhood U of ¢([0, 1]), there exist m € U, £ € Op f(i)
such that, f(m) > max{f(c(1)), f(c(0)) — max{r,0}} —e and

r < (& v(m)).

Proof. Again, we first consider the simple case when (U, ) is a local coordinate
system. Consider —f and s(t) = ¢(1 —¢). Then $(t) = —v(s(t)) and

r < (=)(s(1)) = (=1)(s(0)).

Applying Theorem [£7] we have that there exist m € U, £ € 9r(—f)(m) such that

(4.7) — f(m) <min{—f(s(0)), — f(s(1)) + max{0, r}}
and
(4.8) r < (&, —v(m)) = (=& v(m)).
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Observe that —¢ € —0p(—f)(m) = 0¥ f(m). By the subdifferential representation
of the superdifferential of Theorem .6 there exist m; in a small neighborhood of

m with
(4.9) |f(mi) — f(m)] <e,
& € Orf(m;), and convex coefficients a;,i = 1,..., k, such that

k
r < Z a;i(&i, v(my)).

Then at least one ¢ will satisfy
r < {(&,v(m;)).
Combining inequalities (A7) and [@3) we have
f(mi) > max{f(c(1)), f(c(0)) — max{0,7}} —e.
It remains to set m = m; and £ = ;.

Now we consider the general case when the curve ¢ can be covered by a finite
number of open subsets U; C M, i = 0,...,k, from the atlas. Then there exists a
finite partition

O=m<n<...<71p=1
such that ¢([7;, Ti+1]) C U; for all i from 0 to k. Again, we assume that U = Ule Ui.
Choose r < f(c(1)) — f(c(0)); then there exists an index j such that
(i1 — 75) < f(e(Tj41)) — fle(T;).
We can assume that j is the largest such index which implies that
fle(Tj41)) = max{f(c(1)), f(c(0)) = r(1 = 7j31)}.

Now we apply the mean value inequality, which we proved before, to the interval
[7;,Tj+1] to derive the existence of m € U and £ € Op f(m) such that

r(Tjs1 — 75) <& v(m))(Tj41 — 7)),

and
fm) > max{f(c(7j+1)), f(c(7;)) — max{r,0}(7j41 — 7;)} —¢
> max{f(c(1)), f(c(0)) — max{r,0}} — ¢,
which implies the assertion of the theorem. O

4.5. Subdifferential of sup-envelope function. We turn to discuss subdiffer-
entials for sup-envelops of lower semicontinuous functions which is often useful in
problems related to optimizations. Let f, : M — R,v € I be a family of continuous
functions and let
£(m) := sup £, (m)
yel

be the sup-envelop of {f,},er. How to estimate the Fréchet subdifferential of
f in terms of the subdifferentials of f, is a subject of much research (see e.g.
[25], 34, [35], [37 [38], [60], [61]).

Here we prove a smooth manifold version of [47]. A recent application of this
result to the proof of Helly’s intersection theorem for Cartan-Hadamard manifolds
can be found in [48].
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We need the following set:

Gsu(m) :={(m,7) €U xT: fy(m) = f(m) — 6}
defined for positive § and a neighborhood U of m. Note that in the case of M
being a Riemannian manifold we can consider a neighborhood U = Us := {m €
M : p(m,m) < §}. The set Gsy(m) plays a role of a set of approximate 7 in
maximizing v — f,(m). We consider a weak-star topology on V(M) generated
by neighborhoods

Ueem(v) := {0 € V(M) : [(&,0)m — (&, 0)ml| <&,€ € T (M)}
Note that the functional

K
v Z ak<€k7 7)>mk
k=1

where &, € T}, (M), and o, € R,k =1,..., K, is continuous in such a topology.

Theorem 4.9. Let £ € O f(m) with f(m) = sup,cr fy(m). Then for any convex
symmetric compact W C V°(M), any neighborhood U of m, any § > 0 and € > 0
there exist convex coefficients {a}E_,, points (mg,vx) € Gs.u(m) and subgradients
&k € Orfy,(mg), k=1,..., K, such that

K

|(€,v) — Z%(ﬁk,v)mkl <e YveW.

k=1
Proof. Let £ € Orf(m). Then there exists a function g € C'(M) such that f — g
attains a local minimum at m and ¢’(m) = £. Fix a vector field v € W and consider
an integral curve

d(t) = v(c(t)), c(0) = m.

We can assume that ¢(t) is defined for all ¢ > 0 small enough and belongs to U.
We have that, for all ¢ small enough,

(4.10) fle@®) = £(c(0) = g(e(t)) — g(c(0)).
Choose v € I" such that

(4.11) Fo(et) > fle(t) 2

Then we have

(4.12) F1(e(t)) = fr(c(0) = g(c(t)) — 9(c(0)) — t*.

Applying the mean value inequality of Theorem .8 we have that there exist m; €
U C M satisfying

(4.13) Fr(me) > fo(e(t)) = gle(t)) — g(e(0) — 2
and subgradient &, € Jp f,(m;) such that
(4.14) (€ v)t > g(c(t)) — g(c(0)) — t*.

It follows from ([EI2), (I3) and the lower semicontinuity of f that by choosing ¢
small enough we can make (my,v) € Gs,y(m). Now we define a convex subset M
of the cotangent fields as follows:

K

M= {Z aréy : & € O fry, (my), with (my, %) € Gs.p(m), K =1,2,...}.
k=1
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For n = Zéil €y, consider the following bilinear functional:

K
(I’(W» U) = Z Ak <€k7 7)>mk'
k=1

It follows from ([@I4]) that, for all ¢ > 0 small enough,

gle(t)) — g(c(0))
:élﬂ o(n,v) > T —

—t.

By taking limits as ¢ — 0 we obtain

(4.15) sup ®(n,v) > (£, v), Yv e W.
nem

It follows from ({I5) and the symmetricity of W that

(4.16) inf sup [®(n,v) — (§,v)] = 0.
veW neM

Since the functional ®(n,v) — (£,v) is continuous in v in the weak-star topology
and is bilinear, M is convex and W is convex and compact, we can apply the
nonsymmetric minimax theorem of Borwein-Zhang [I5] to obtain from (@I6]) that

sup inf [@(n,v) = (6,0)] =0.

This implies that, for any € > 0, there exists n = Zk],(zl ai€r € M such that

vléléV [‘I)(Uav) - <€,'U>] > —¢,

which implies, for all v € W, that the inequality

K
[(0) = ol v)m, | <€
k=1

holds. O

4.6. Necessary conditions for constrained minimization problems. Neces-
sary optimality conditions is one of the primary concerns in optimization problems.
The relevance here is that in the general form represented below it is also closely
related to the calculus of subdifferentials. There are many different versions of such
necessary optimality conditions under different assumptions (see [25], 26}, [49] (54 [56] ).
The form we present here is directly related to [IT] [73].

Let f{ : M — R, 1=0,1,...,L. Consider the following optimization problem

on M:
P minimize fo(m)
subject to film) <0, 1=1,2,.. K,
film)=0, I=K+1,...,L,
m e S.
Following [I1] we use the quantities 7,1 = 0,1,..., L, to simplify the notation.

The 7;’s associated with the inequality constraints and the cost function are always
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1,ie., 7 :=1,1 =0,1,..., K. This corresponds to nonnegative multipliers. The
7;’s associated with the equality constraints are either 1 or —1, corresponding to
multipliers with arbitrary sign, i.e., , € {—-1,1},I=K +1,..., L.

Theorem 4.10. Let f; : M — R be lower semicontinuous for 1 = 0,1,..., K and
continuous forl = K +1,...,L and let S be a closed subset of M. Suppose that m
is a local solution of problem P. Then either:

(A1) there exist v € 0% (7 f1)(p), | = 0,1,...,L, and u’,, € N(m;S) not all

zero such that
L+1

0= E ure,
1=0

or there exist uy > 0,1 =0, ..., L, not all zero such that
(A2)
0 Y mdmf)m)+ D> 9%(nfr)(m) + N(m; ).
ke{l:p>0} ke{l:p=0}

Proof. Let (U,) be a local coordinate neighborhood of M with m € U. Then
Z := 1(m) is a (local) solution to the following constrained optimization problem

on RN:
minimize foov ™ (x)
subject to fiow N(z)<0, 1=1,2,...,K,
fiop ™ Hz)=0, I=K+1,...,L,
z € Y(9).
Applying the limiting multiplier rule of [13, Theorem 7.4] and Lemma 2] completes
the proof. O

4.7. Calculus rules for subdifferentials. Calculus for subdifferentials are im-
portant for the effective application of subdifferentials. Many different approaches
have been used in developing calculus for various subdifferentials in general Banach
spaces [14] 25| 26], [29] 43, [49], 55, (6], 58| 59, [64] [75] [76]. We will establish a chain
rule first and then deduce a sum rule, a product rule and a quotient rule from it.
We start by establishing a general chain rule in a Euclidean space. The first general
chain rule for nonsmooth functions was proved by Warga in [76]. Here we deduce
a chain rule from the necessary optimality conditions in [I1] using a conversion in
[78]. We continue to use the 7; notation introduced in the previous section.

Theorem 4.11 (Chain rulein RV). Let f : RE - Rand f; :RY - R/I=1,.., K,
be lower semicontinuous functions and let f; : X — R,l = K+1, ..., L, be continuous
functions. Suppose that f is nondecreasing for each of its first K wvariables. Then
either:

(A1) there exist vo° € (7 fi)(x), l=1,...,L, not all zero such that

L
0= v,
=1

or there exists 0 # p> € 0% f(f1(x), ..., fr(x)) such that, for any p° # 0,
one has 0 € 0fi(x),
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or there exist p = (1, ..., ur) € Of (f1(x), ..., fr(x)) such that
(A2)
Of (froon fr)(@) € D mmd(mfi) @)+ D 0F(mfi)(@)
ke{l:p#0} ke{l:p=0}

and
O f(f1, s fr) (@) C Y 0 (nfi) ().
=1

Proof. Let § € Of(f1,.... fr)(w) (§ € 0%°f(f1,..., fr)(x)). Then there exist se-
quences & and w; satisfying (x;, f(f1,..., fr)(x:)) — (=, f(f1, .., fr)(®)), & €
Or f(f1, -, fr)(w;) such that

lim & = ¢ (lim h& =& hy — 07).
11— 00 1— 00
Let g; € CY(RY) such that dg;(z;) = & and f(fi,..., fL) — ¢; attains a local

minimum at z;. Then (z;, f1(x;), ..., fr(x;)) is a local solution to the following
constrained minimization problem:

minimize Flyt, e yr) — gi(x)
subject to filz) =y <0, 1=1,2,.. K,
filx) =y =0, I=K+1,... L.

Applying the fuzzy multiplier rule of Theorem 3.1 in [I1], there exist x! and y!,

1, fi(ah)) — (i, fi(a:)|| < 1/
and |f(y}, ... yl) — f(f1, .., fr)(@i)| < 1/i such that

€ (O fy;s i), —gi(a7) +Z (—7ier, Op (7 fi)(x})) + (1/i) Brriw,

where e; is the Ith column of the L x L identity matrix and v} > 0, for = 1,..., L.
Taking a subsequence if necessary we may assume that 7; are independent on 7. It
follows that

(4.17) i = (ke ul) = (miv}, . mvk) € Or fyl, o yF) + (1/i) B
and there exists ¢! € Op (7 f1)(z}) such that

L
(4.18) & = vigill < 2/i.

=1

Let t; := ZZL:1 el (¢ = Zle |hivt€l|]) and consider two cases:

Case 1. t; is unbounded. Passing to a subsequence if necessary we may assume
that ¢t;, — +oo. Taking another subsequence if necessary we may assume that
vieh/t (hivl€l/t) converges to vp® € (7 f;)(x). Moreover Zl el = L
Dividing (£I8)) by ¢; (and multiplying by h;) and taking limits yields

L
S =0
=1
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Case 2. t; is bounded. Then without loss of generality we may assume that all
the sequences V€L, (hivl€l), 1 =1, ..., L, converge. Now we check s; := 31 [|4]].
If the sequence s; is unbounded, then we may assume without loss of generality
that s; — +o00. Thus, pi/s; — p> = (u°, ..., u¥) € 0°f(fi(x),..., fr(z)). Note
that, for uf® # 0, ||ul|| — oo and, therefore, ¢! — 0, ie., 0 € (7 f;)(z). This
corresponds to the second abnormal case in (Al). If s; is bounded, then passing
to a subsequence again we may assume that p; — p € f(f1(x), ..., fr(x)). Taking
limits in (@I8) (multiplying h; and taking limits in ([£I8])) we arrive at alternative
(A2). O

Combining this chain rule in Euclidean spaces and Corollary we have the fol-
lowing general chain rule for lower semicontinuous functions and continuous func-
tions on a manifold.

Theorem 4.12 (Chain rule). Let f : R* — Rand f; : M — Rl = 1,.... K, be
lower semicontinuous functions and let f; : M — R,l = K +1,..., L, be continuous
functions. Suppose that f is nondecreasing for each of its first K variables. Then
either:

(A1) there exist ve° € 0°(m fi)(m), l=1,..., L, not all zero such that

L
0= E ur°,
1=1

or there exists 0 # pu™ € 0% f(fi(x), ..., fr(m)) such that, for any pug® # 0,
one has 0 € df;(m),

or there exist p = (p1,...,pur) € Of(fr(m), ..., fr(m)) such that
(A2)

Of(fr,.s fL)(m) C E Tk O (e fr) (m) + E 0% (1 fr) (m)
ke{l:pn7#0} ke{l:pu=0}
and

L
O f(fr, s f1) (@) C Y 0% (1fi) ().
=1

It is well known that as special cases of the chain rule one can deduce a sum
rule, a product rule, a quotient rule and a subdifferential formula for maximum
functions (see e.g. [13, [49] 55 56, (I]) .

Theorem 4.13 (Sum rule). Let fi, ..., fr : M — R be lower semicontinuous func-
tions. Then, for any m € M, either

L L
(A1) o> fi)(m) C Y 9fi(m)
=1 =1
and

L L
=" fi)(m) € >0 fi(m),
= =1

or there exist vi° € 0 fy(m), l =1,..., L, not all zero such that

L
(A2) 0=> v
=1
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Proof. Apply the chain rule of Theorem to f(y1, .- yL) = Zle y;. Note that
f is nondecreasing in any of its variables, 7; = 1 for all [. Moreover,

af(fl(m)v I3 fL(m)) = {(L 1, 1)}
The conclusion follows from direct calculation. (Il

Similarly, applying the chain rule of Theorem 12 to f(y1,...yr) = HE 4 and
f(y1,y2) = y1/ye yields the following product rule and quotient rule.

Theorem 4.14 (Product rule). Let f;: M — R, = 1,..., L, be nonnegative lower
semicontinuous functions. Then either:
(A1) there exist v)° € 0°°(m fi)(m), l=1,..., L, not all zero such that

L
0= Z v,
=1
(A2)

L
Ofr- - fr)(m) Y fu(m) -+ fima(m) - fiaa(m) - - fr.(m)A(fi)(m)
=1

and
L

O (fr--- fu)(m) Y fi(m) -+ fioa(m) - fira(m) - -+ fr.(m)0>(fi)(m).

=1
In the following quotient rule 7 € {—1,1}.
Theorem 4.15 (Quotient rule). Let f; : M — R be a lower semicontinuous

function and let fo : M — R be a continuous function with fo(m) > 0. Then
etther:

(A1) there exist v$° € 0°°(f1)(m) and v5° € O (T f2)(m) not all zero such that

0 =vi° +v5°,

(A2)
fa(m)d(f1)(m) — f1(m)O(7 f2)(m)

A(f1/ f2)(m) C [f2(m)]?

and

o L2m)0=(£1)(m) — f1(m)d> (7 f2)(m)
[f2(m))? '

When the function f in the chain rule is the maximum of its variables we have
the following result.

0% (f1/ f2)(m)

Theorem 4.16 (Subdifferential of the maximum). Let f;: M — R, | =1,2,..., L,
be lower semicontinuous functions. Then either:

(A1) there exist v2° € 0 fi(m), I =1,..., L, not all zero such that

L
0= E ur°,
1=1
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or there exist p; > 0 with Elel w =1 such that
(A2)

Omax(fi, ..., fL)(m) C > md(f)m)+ Y 0% (fi)(m)

ke{l:pu#0} ke{l:u;=0}

and
L
0% max(fi, .., fr)(x) C >0 fiw).
=1

The following is a useful corollary for the subdifferential of the positive part
f+ := max(f,0) of a lower semicontinuous function f.

Corollary 4.17 (Subdifferential of the positive part). Let f : M — R, | =
1,2,..., L, be a lower semicontinuous function. Then, there exists A € [0,1] such
that

Of+(m) UO™ fr(m) C A0 f(m) U O™ f(m).

5. APPLICATIONS

We now turn to several applications of the sub- and superdifferential concepts
and their calculus.

5.1. Lipschitz criterion. We start with a subdifferential criterion for a function
on a Riemannian manifold to be Lipschitz. It is a generalization of the well known
result that a C! function f on an open convex set U in a Banach space is Lipschitz
with rank K if and only if ||f/(x)|| < K for all x € U. Forms of this criterion for
nonsmooth functions can be found in [30] [63] [70]. To state this result we need a
concept of convexity on a manifold. We say that an open subset U of a smooth
Riemannian manifold M is convex provided that, for any two points my, mo € U,
there exist g = eo(m1,m2) > 0 such that, for any ¢ € (0,g¢), there exist a C!
regular curve r : [0,1] — M with fol I (t)||dt < p(m1,m2) + € and r([0,1]) C U.
We say that M is locally convex if, for any m € M and any neighborhood V' of m,
there exists a convex neighborhood U of m such that U C V. Roughly speaking we
require that any ‘approximate’ geodesics connecting two points of a convex open set
U remains in U. When M has the property that there exist geodesics between any
two points, this is equivalent to requiring that for any two points in U a geodesic
joining them remains in U (see [3 2] for discussion about geodesics). When M
is a Euclidean space this definition of convexity coincides with the usual convexity
concept.

Definition 5.1. Let (M, g) be a Riemannian manifold with distance p, and U is
an open subset of M. We say that f : U — R is Lipschitz with rank K provided
that, for any my, mo € U,

|f(m1) — f(m2)] < Kp(mi,ma).

We say that f is locally Lipschitz at m € M provided that f is Lipschitz in a
neighborhood of m.

Theorem 5.2. Let (M, g) be a Riemannian manifold with distance p, and U is a
convez open subset of M. Let f : U — R be a lower semicontinuous function. Then
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the following are equivalent:
(i) f is Lipschitz with rank K;
(ii) for any m € U and v* € dpf(m), ||v*] < K;
(iii) for any m € U and v* € 9f(m), |v*|| < K.
Proof. (i)= (ii): Let v* € dr f(m). Then there exists h € C*(M) with dh(m) =
such that f — h attains a local minimum at m. Let v € T,,(M) be an arbitrary
vector and let r : (—1,1) — M be a C* curve with r/(0) = v. Then, for ¢ close to 0,

h(r(t)) — h(m) < f(r(t)) — f(m) < Kp(r( <K/ [I7(s)lds.
Dividing both sides by t and taking limits as ¢ — 0, we have
(v",v) = (dh(m),'(0)) < K]Jv]|.
Since v is arbitrary, we have |Jv*|| < K.
(ii)= (iii) is obvious.
(iii)= (i): We prove by contradiction. Suppose f is not Lipschitz with rank K.
Then there exist m1, my € M such that

|f(m2) = f(m1)| > Kp(mz,m1).
Without loss of generality we may assume that
f(m2) = f(m1) > Kp(ma2,m1).

Then there exists a C* regular curve 7 : [0,1] — M with 7(0) = m; and r(1) = ma
such that

1
flr(1) = f(r(0)) > K/ 17" (s) | ds.
0
Set
o(t) = f or(t K/ I (5) | ds.
Since ¢(1) — ¢(0) > 0 there exists t € (0,1) and &€ € Op¢p(t) such that £ > 0 (see
g. [13] Theorem 4.4]). Note that £ € 5‘F¢( ) implies that
E+ K@) € 0r(for)(t)
or
(K +n)lr' @) € 0r(f o r)(t) C O(f o r)(t),
where n = £/||7/(t)|| > 0. We rewrite this inclusion as
(K +n)llr' @)l € 0(fov™) o (wor)(),
where 9 is a local coordinate system around r(t).

Now apply the chain rule of Theorem EIZ to the composition of f o~ and
Yor. Since ¢ or is C! alternative (A1) is impossible and alternative (A2) gives us

u* € A(f o) (W(r(t)))
such that
(K +n)llr' ()] = (u, (¥ or) (1)) = (u", Yur@yr'(t)) = Wy yu™, 7' (1))
It follows that
[yl = K +n> K.
On the other hand, it follows from Corollary that ¥y, u™ € Of(r(t)), which is
a contradiction. (I
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Applying the above theorem to a locally convex manifold we have:

Corollary 5.3. Let (M, g) be a locally conver Riemannian manifold with distance
p. Let f: M — R be a lower semicontinuous function. Then the following are
equivalent:

(i) f is locally Lipschitz at m € M;

(ii) Orf is bounded in a neighborhood of m;

(iii) Of is bounded in a neighborhood of m;

(iv) 9f(m) is bounded;

(v) 0% f(m) ={0}.
5.2. Implicit function theorem. Next we prove an implicit function theorem for
a general lower semicontinuous function on a Riemannian manifold. We also derive
a metric estimate for the implicit multifunction. We need the following notation.
Let M be a manifold and P a parametric set. Consider a function f : M x P — R.
We denote the positive part of f by fi := max(f,0). We use G(p) to denote the
implicit multifunction determined by f(m,p) <0, i.e.,

G(p) :=={m € M : f(m,p) < 0}.

In this section df(m,p) and dp f(m, p) signify the limiting subdifferential and the
Fréchet subdifferential with respect to variable m. Now we can state our implicit
function theorem.

Theorem 5.4. Let (M, g) be a locally convex Riemannian manifold with distance p,
let P be a metric space and let U be an open set of M x P. Consider f : UXP — R
that satisfies the following conditions:

(i) there exists (m,p) € U such that
f(m,p) < 0;

(ii) function p — f(m,p) is upper semicontinuous at p;

(iii) for any p mear p, function m — f(m,p) is lower semicontinuous;

(iv) there exists o > 0 such that for any (m,p) € U with f(m,p) > 0, £ €
df(m,p) implies that ||€]| > 0.

Then there exist open sets W C M and V C P containing m and p respectively
such that

(a) for anyp €V, W N G(p) #0;
(b) for anyp €V andm e W,

m,p
d(m,G(p)) < )
Proof. We need only prove (b). For if (b) holds, by condition (ii) for any n > 0
sufficiently small there exists an open set V' C P containing p such that
od(m,G(p)) < f+(m,p) <n, VpeV.

Take 7 small so that W := {m : p(m,m) < n} and let V satisfy W x V C U. Then,
for any p € V, W N G(p) # 0.

We prove (b) by way of contradiction. Suppose that (b) does not hold. Then,
there exists a sequence (my,p,) € U converging to (m,p) such that

d(mn; G(pn)) > %f—&-(mnapn) = %f(mnapn) > 0.
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Set € = f(mn, pn) and choose A € (f(myp,pn)/0,d(my, G(py)). Then
f+(mn;pn) < r;g?W f+(m7pn) +e.

Note that f; is lower semicontinuous with respect to m. Invoking the Ekeland
variational principle [39] there exists v, € M such that

p(mn; Un) <A

and
(5'1) er(Unapn) < f+(mapn) + §p(m,vn).

Since p(my,v,) < A < d(mp, G(pr)), vn & G(pr). Therefore f(v,,p,) > 0. Thus,
for m close enough to v,, f(m,p,) > 0. It follows from (&) that

m = J(m,pn) + S p(m, vn)
attains a local minimum at m = v,,. By the sum rule of Theorem E.13] we have
0 € 0f(vn,pn) + iap(vn,vn).
In other words there exists v* € dp(vy, v,) such that

* € *
u' = =" € 0f (vn, pn)-
Note that m — p(m,v,) is a Lipschitz function with rank 1. We have ||v*|| < 1 by
Theorem Thus, we found an element u* € 9f(vy, p,) with

||7.L*H<E< f(mnapn) =

X f(ma,pn)fo

a contradiction. O

5.3. Subdifferential of spectral functions. Let M be the space of complex
N x N matrices. For any X € M we use A(X),...,An(X) to denote the N
(including repeated) eigenvalues of X in the lexicographical order of real and imag-
inary parts. We call A(X) := (A (X),..., An(X)) the eigenvalue mapping. A
spectral function is a function of the form ¢ := fo X\ : M — R where f is invariant
under permutation of its variables. The concept of a spectral function encompasses
many useful functions related to the eigenvalue mapping such as the spectral ab-
scissa max{Re \,,n =1,..., N}, the spectral radius max{|\,|,n =1,..., N}, the
determinant det and the trace tr. These functions are often intrinsic nonsmooth
which makes analyzing their properties difficult. Recently in a series of papers,
J. Burke, A. Lewis, and M. Overton made a breakthrough in the analysis of various
subdifferentials of the spectral functions (see [19] 20, [50] and their references). In
this section we illustrate how to understand their work by using the nonsmooth
analysis tools on manifolds established in the previous sections.
As usual we define an inner product on M by

N
(X, V) :=tr(X"Y) = > Tninp, X,Y €M,
n,k=1
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and norm || X|| := /(X,X). We use GL(N) and O(N) to denote the set of all
invertible and orthogonal matrices in M, respectively. For U € GL(N)(U € O(N))
we define a mapping u : M — M by

uw(X)=U"'XU (u(X)=U*XU).

Then wu is a diffeomorphism (in fact, a linear invertible transform). Moreover,
it is easy to calculate that u* : T*(M) — T*(M) is defined by v*(Y) = UYU !
(u*(Y) =UYU™*). Let ¢ be a spectral function on M and Z = u(X) for U € GL(N)
(or U € O(N)). It follows directly from the smooth chain rule of Theorem F.1] that

u*9¢(Z) = 8(¢ o u)(X),

where d = p, d or 8. It is easy to see that pou = ¢. Thus, we have the following
lemma.

Lemma 5.5. Let ¢ be a spectral function on M and let U € GL(N) (U € O(N)).
Then

IP(UIXU) = U tap(X)U,
(DU XU) = U*9p(X)U),
where & = Op, 0 or 0.

Next we consider the GL(N) and O(N) orbit of X € M defined by GL(N)-X :=
{U'XU :U € GL(N)} and O- X := {U*XU : U € O(N)}, respectively. It is well
known that GL(N) - X and O(N) - X are submanifolds of M, and their tangent
and normal spaces at X are described in the lemma below.

Lemma 5.6. Let X € M. Then
Tx(ON)-X)=Tx(GL(N)-X)={XY -YX:Y e M}
and
Np(O(N)-X;X)=Np(GL(N) - X; X)={Y e M: XY*"-Y"X =0}.

Lemma 5.7. Let ¢ be a spectral function on M. Then Y € (X)) implies that
XY* =Y*X, where 0 = Or,0 or 0.

Proof. We need only to prove the case when d = dp. The rest follows by a limiting
process. Observe that by the definition of the Fréchet subdifferential we have

Or¢(X) C Nrp(¢™" (=00, (X)); X).
Since ¢ is a constant on O(N) - X, we have O(N) - X C ¢~ (—o00,#(X)). Thus,
Or¢p(X) C Np(O(N) - X; X).
The lemma follows from the representation of Np(O(N)-X; X) in LemmaB.6 O

Now we can deduce the key result that can help us understand the relationship
between the subdifferential of a spectral function ¢ = f o A and that of f. For any
X € M, we will use diag X to denote the diagonal of X as a vector in C, i.e.,
diag X = (z11,...,ZNN)-
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Theorem 5.8. Let ¢ be a spectral function on M and let Y € 5¢(X). Then
there exists a matrix U € O(N) such that T = U*XU is an upper triangle with
diag T = AN(X) and S = U*YU s a lower triangle and

(5.2) S € 0¢(T),
where & = O, or 9.

Proof. By LemmaB7l XY™* = Y*X. The existence of U as described in the theorem
is a direct consequence of the Schur Theorem. The conclusion then follows from
Lemma O

Similar results holds when M is the space of Hermitian matrices. In this case
S and T are both diagonal matrices. Suppose that ¢ = f o A. A. Lewis showed in
[50] that if S and T are diagonal, then (52)) is equivalent to

diag S € Of(N(X)).

J. Burke and M. Overton [I9, [20] showed that the necessity holds for general S
and T. While these relationships are highly nontrivial we can see that they can be
understood as nonsmooth chain rules on the smooth manifolds of matrices.

6. DIFFERENTIAL INCLUSIONS ON MANIFOLDS:
MONOTONICITY AND INVARIANCE

We now turn to discuss differential inclusions on manifolds which is a convenient
generic form of representing control systems and dynamic systems with uncertainty.
Consider a multifunction F' defined on the manifold M whose values are compact
convex sets of the corresponding tangent space, namely,

F(m)CcT,(M), VmeM.

We say F' is upper semicontinuous at m provided that m; — m and F(m;) 2 v; — v
implies that v € F(m). In this section we always assume that F is an upper
semicontinuous convex compact valued multifunction. The differential inclusion

(6.1) é(t) € F(e(t)), ¢(0) =mo,
is a well known object (see [T}, 33]).

Definition 6.1. An absolutely continuous function ¢ : [0,7] — M is called a
solution of the differential inclusion if the inclusion (6.1]) holds for almost all (a.a.)
te€ 0,77

Let (U, %) be a local coordinate neighborhood around mg. Then it is not hard
to see that an absolute continuous function ¢ is a local solution to (1)) if and only
if ) o ¢ is a local solution to the differential inclusion

W < ¢*F(¢71((w oc)(t)), v oc(0)=1(mo).

Existence theorems of local solutions to a differential inclusion on manifolds
follows directly from corresponding results for differential inclusions in Euclidean
spaces. The following is an example:

(6.2)

Theorem 6.2. Let F' be an upper semicontinuous multifunction with compact and
convez values. Then, for any v € F(myg), the differential inclusion (6.1)) has a local
solution ¢ with ¢(0) = mg and ¢'(0) = v.
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Proof. Let v(m’) be a local extension of v as described in Lemma B and let u(m/)
be the projection of v(m’) on F(m’). Then u(-) is a (local) continuous selection of
F(-) and u(m) = v. We need only to take ¢ be the solution of

é(t) = u(e(t)), e(0) = my.
O

We will focus on monotonicity of a differential inclusion with respect to an ex-
tended valued lower semicontinuous function. The essentially equivalent results
about invariance of a differential inclusion with respect to a closed set is also
discussed. These properties play important roles in many problems related to a
differential inclusion. A good reference is the survey paper [28].

6.1. Strong invariance and monotonicity. For a differential inclusion the re-
lated concepts of invariance with respect to a set and monotonicity with respect to
a function play important roles in the analysis of such systems. We start with the
strong invariance and monotonicity.

Definition 6.3. The function ¢ : M — R is called strong monotone decreasing
with respect to solutions of (6.1J) if for any initial point my € M and any solution
¢ of ([61]) we have

(6.3) p(e(t) < ¢(c(0)), Vi el0,7(c)),
where [0, 7(c)) is the maximal interval of existence of the solution c.

Definition 6.4. S C M is called strong invariant with respect to solutions of (6.1))
if for any initial point mg € M and any solution ¢ of ([6.1]) we have

(6.4) p(ct) € S, vte[0,7(c)),
where [0, 7(c)) is the maximal interval of existence of the solution c.

It is easy to see that these two concepts are closely related. S is strongly invari-
ant if its indicator function dg is strongly monotone decreasing and function ¢ is
strongly monotone if all its level sets

{m e M :p(m) < p(mo)}

are strongly invariant.
Below we give an infinitesimal characterization of these properties in terms of
the upper Hamiltonian

(6.5) H(m,p) = sup (p,v),
veF (m)

where p € T5 (M) and (,) is the pairing between elements of T,, (M) and its dual
T (M).

It is well known that in the case of M = RY we need some additional assump-
tions to ensure an infinitesimal characterization of strong invariance, e.g. Lipschitz
behavior of the multifunction F'. Here we use a similar condition in terms of the
upper Hamiltonian. In the reminder of this paper we always assume that M is a
Riemannian manifold with a metric p.
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Assumption (H1). For any m € M there exists a neighborhood U of m and a
constant L such that, for any m’ € U and any ¢ € C*(M),

(6.6)  H(m',dp(m')) — H(m,de(m)) < Lp(m',m) Sup ldp(m")]-

For ¢ € C*°(M), the strong monotonicity are obviously characterized by
(6.7) H(m,dp(m)) <0, VYme M.

We show below that analogous infinitesimal conditions hold for a lower semicontin-
uous function ¢ with Fréchet subgradients replacing the derivatives of ¢ in (6.7).

Theorem 6.5. Let F satisfy Assumption (H1) and let ¢ : M — R be a lower
semicontinuous function. Then the following are equivalent:

(i.) ¢ is strongly monotone decreasing with respect to the solutions of (6.11).
(ii.) H(m,p) <0, for any m € M and p € Opp(m).
(iii.) H(m,p) <0, for anym € M and p € dp(m) U > p(m).

Proof. (i.) implies (ii.) Suppose that ¢ is strongly monotone decreasing with
respect to the solutions of (61 and p € dpp(m). Choose g € C1(M) such that
©— g attains a local minimum at m and dg(m) = p. For any v € F(m), by Theorem
[62 there exists a (local) solution ¢ of (6.1]) that satisfies initial condition ¢(0) = m
and ¢/(0) = v. Then, for t > 0 we have p(c(t)) — g(c(t)) > ¢(c(0)) — g(c(0))
or 0 > g(c(t)) — g(c(0)). Dividing by ¢ and taking limits when ¢ — 0+ we have
(p,d(0)) = (p,v) < 0. Since we can take v to be any elements of F'(m) we have
H(m,p) <0.

(ii.) implies (iii.) Note that H is continuous and positive homogeneous in p.
This follows directly from definitions of the limiting and singular subdifferentials.

(iii.) implies (i.) First, observe that it is enough to show that

(6.8) p(c(t)) < ¢(c(0))
for ¢ > 0 small enough so that ¢(t) stays in a local coordinate neighborhood U
where (U, ) is a local coordinate system with local coordinates (z!,22,...,2).

Moreover, shrinking U if necessary we may assume that ¢(U) is a convex subset of
RN, Second, by shifting a constant if necessary we may assume that ¢(c(0)) = 0
without loss of generality.
For a > 0, define
. 1
Pa(m) = min (o4 (m') + 55 [Y(m) = (m)[*).

It is not difficult to see that function ¢, (m) is locally Lipschitz which implies that
along any solution ¢ of (6.1 function ¢, (c(t)) is absolutely continuous. Then at a
differentiable point of both goa(c(t)) and ¢(t) we have

da(elt) L elt + 1) — 9m)P — (e(t)) — ()]

dt fH0+ 202

(69) = Z @ (e(t) = 2 (m)) e (e(0), )

IN

where m’ is a minimum point for the function

M o (m) + 5 5 (m) — Y(elt))
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This implies that

al L
= 32 " elt) ~ " ()" () € D )
Since H is positive homogeneous in p, combining (iii.) and Corollary [£17 we have
(6.10) H(m',p') <0.
Denote
al L
= Z —5(@"(c(t)) = 2™ (m)da" (e(2).
Using ([G.10) and Assumptlon (H1), we have the following estimate:
el < ety < H(e().0)
< H(C(t),p)—H( 7]9)
N
(6.11) = H(c(t), ) %(96”(0(75)) —z"(m'))dz" (c(t)))
n= N 1
—H(m',y 3 (@"(e(t)) — & (m))da" (m))
n=1
< D) ~ o) p(e(t), ') sup v ()|

We need the following simple estimate

Lemma 6.6. For my,ms € U, one has

p(mi,mz) < sup [ d~ (@) [ (m1) — ¢ (m2)].
zey(U)
Proof. Let c(t) = typ(ma) + (1 — t)1p(mq). Since (U) is convex, c[0,1] C »(U).
Defining r(t) := (¢! o ¢)(¢) we have 7(0) = my and (1) = ms. Thus,

p(m1,ms) < / 17 (8) |t
< HdH(e(®)), (ma) — (m)|
< sup o (@)[$0ma) — $(ma)].

z€Y(U)

Denote
k:=2NL sup ||d~" ()| sup [ldg(m")].
zeyp(U) m''eu

It follows from (G.IT]) that

dpa(c(t) 1 oy
—a = kﬁhﬂ(c(t)) —y(m)]
g ho(e(0) — () + o ()]

(6.12) = koa(c(t)).

Invoking Gronwall’s inequality we obtain
alc(t)) < epa(c(0)) = 0.
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Since limg o0+ @a(c(t)) = w1 (c(t)) we arrive at ¢4 (c(t)) < 0 which implies ¢(c(t))
<0. 0

Applying Theorem to the indicator function of a set we have the following
characterization of the strong invariance.

Theorem 6.7. Let F satisfy Assumption (H1) and let S be a closed subset of M.
Then the following are equivalent:

(i.) S is strongly invariant with respect to the solutions of (IG.1]).
(ii.) H(m,p) <0, for any m € M and p € Np(S,m).
(ili.) H(m,p) <0, for any m € M and p € N(S,m).
6.2. Weak invariance and monotonicity. We now discuss weak invariance and

monotonicity. They require only existence of a trajectory of the differential inclusion
system that satisfies the invariant or monotonicity property.

Definition 6.8. A function ¢ : M — R is called weak monotone decreasing with
respect to solutions of (I6.]) if for any initial point mg € M there exist a 7 > 0 and
a solution ¢ of (G]) on [0,7) such that

(6.13) p(c(t) < ¢(c(0), VEe(0,7).

Definition 6.9. A set S C M is called weak invariant with respect to solutions of
(611) if for any initial point mg € M there exist a 7 > 0 and a solution ¢ of (G.1)
on [0,7) such that

(6.14) c(t)ye S, vtelo,T).

As stated in the definition of the strong invariance these two concepts are closely
related. A set S is weakly invariant if its indicator function dg is weakly monotone
decreasing and a function ¢ is weakly monotone decreasing if all of its level sets

{m e M :o(m) < ¢(mo)}

are weakly invariant.
We characterize the weak monotonicity and the weak invariance property in
terms of the lower Hamiltonian

6.15 h — inf .
(6.15) (m,p) vel;l(m)<p7v>

The following assumption is needed.
Assumption (H2). F is bounded in the sense that for any function ¢ € C*(M),
H(m,dp(m)) < oo,V m e M.

Theorem 6.10. Let F satisfy Assumption (H2) and let ¢ : M — R be a lower
semicontinuous function. Then the following are equivalent:

(i.) ¢ is weakly monotone decreasing with respect to the solutions of (I6.1]).
(ii.) h(m,p) <0, for any m € M and p € Ipp(m).
(iii.) h(m,p) <0, for any m € M and p € dp(m) U d®p(m).

Proof. (i.) implies (ii.) Suppose that ¢ is weakly monotone decreasing with respect
to the solutions of ([G.1]). Let p € Or¢(m) and let g € C*(M) such that ¢ — g attains
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a local minimum at m and dg(m) = p. Cousider a solution ¢ of (G.I]) with ¢(0) =m
satisfying ¢(c(t)) < ¢(c(0)) for all ¢t € [0, 7). Then

/0 dg(e(r)) - (r)dr = g(e(t)) — g(e(0)) < 0.
This implies that
/0 h(e(r), dg(c(r)))dr < 0.

Note that the function r — h(c(r),dg(c(r))) is lower semicontinuous due to the
upper semicontinuity of F'. Thus,

bm.p) = b, dg(m) < it [ H(e(r) dg(e(r)))dr <0,

(ii.) implies (iii.) Note that h is lower semicontinuous and positive homogeneous
in p. This follows directly from definitions of the limiting and singular subdifferen-
tials.

(iii.) implies (i.) Let us fix mo € dom ¢; then there exists a local coordinate

neighborhood U of m( and a local coordinate system (U, ) with local coordinates

(x',...,2N). Without loss of generality we can assume that for some positive r

U :=cv¢ Heg+3rB)CU
where 29 = 10(mg). Note that sets U; and
Uy :=cl yp~(zo +rB)
are compact.

Remark 6.11. Since ¢ is lower semicontinuous we can assume that it is bounded
from below on U; and, moreover, shifting ¢ by a constant if necessary, we can
assume that it is positive on Uj.

Consider solutions of the differential inclusion
(6.16) ¢(t) € Fc(t)), ¢(0)=my.

We show below that under Assumption (H2) there exists a constant 7 > 0 such all
solutions of (G.I6]) exist on the interval [0, 7] and stay in U.
To show it we define a multifunction

F(z) = F(y~ ().

It is easy to see that Fis convex-valued and upper semicontinuous. The following
lemma demonstrates that F' is bounded.

Lemma 6.12. Let multifunction F be upper semicontinuous and Assumption (H2)
hold. Then there exists a constant Cy such that for any x € xo+2rB, p € RN and
v e F(x)

(6.17) (0,p) < Cilpl|.

Proof. Let © € F(z); then there exists v € F(¢(z)) such that

V= Y.
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This implies that

(0,p) = andx an (dx",v)

N
< 3 Il H (). d5") < I Z max H(m, da” (m).
But this means (m O
It follows from this lemma that if 7 := r/C4, then all solutions of the differential
inclusion
(6.18) i(t) € Fa(t), =(0) =0

exists on the interval [0, 7] and satisfy
xz(t) €xg+rB, Vitel0r]
Also we have that any solution x(t) of the differential inclusion
(6.19) i(t) € co F(xz(t) +&eB)

stays in xg + rB on the interval [0, 7] for any ¢ € [0,7).
Now we note that any solution ¢(t) of ([6.I6]) is a lifting of some solution x(t) of
(6I8)) which implies that c(t) stays in Uz on the interval [0, 7].
For a > 0, consider the function ¢, analogous to the one defined before
1
— . / - n o 2
Pa(m) = min (p(m) + 55|y (m) —y(m)[%).

We fix an arbitrary small positive « satisfying

a <r/(1++/2¢(mg)).

In view of the Remark it implies that for any m € Us minimizer m’ in the
definition of ¢, (m) will be an interior point of Uy.

We construct approximate solutions of (G.]) as follows: consider a uniform par-
tition 7 := {t,}/<, of the interval [0, 7] where ty+1 —t;, = J, 6 := 7/K. We can
assume that

§ < min{a/C1,2a2/C?7}.
We define the approximate solution ¢, (t) of the differential inclusion ([G.1]) on [0, 7]
recursively as a lifting of the absolutely continuous arc = : [0,7] — Us,

(6.20) cx(t) = Hzx (1)),
where x, is a solution of the differential inclusion
(6.21) i (t) € F(za(t) + Ale)B)

and function A(«) is defined as follows:

(6.22) Aa) := (v/2(g(mo) + 1) + 1)

We determine ¢, (t) as follows: assume that an approximate solution c,(t) has
been defined on [0, t;] and satisfies

(6.23) cx(t) € Us,  and @4 (cq(t)) < p(m) + C%6t/2a2
on [0, tx].
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We extend ¢, to the interval [ty,tx41]. Let my denote a point such that the
function

1
' — p(m') + 5 (') = (et
attains a local minimum. In view of the Remark [6.11] this implies that my is an
interior point of U; and
N

pii= Y S ( elte)) — o (me))d ) € D).

n=1

Combining condition (iii) and Corollary [L.17 we have

h(my, px) < 0.
Next we find vy, € F(my) such that
(6.24) (pr, ) = h(mg,px) < 0.
Let 0y := 1, vr and define
(6.25) Tr(t) i=xn(te) + (t — ti)Uk, tE [trytrt]-

Due to Lemma [6.12] we have that
dk(t)]| < C1, VYt €0, tri]
and
xﬂ'(t) € Zo + TBa Vie [0,tk+1].

This implies that the first relation in ([@23]) holds on [0, tx41].
Note that due to ([623) and choice of § we have

(6.26) |2 (te) —¥(me)l = [P(cx(ti)) — (me)]
(6.27) < V20(cx(tr)) a < V2(p(mo) +1) .

Now we estimate the increment of the function ¢, along this trajectory for ¢ €

[thytrt1]. We use ([6:20), (629), and (I7) for this purpose
Palcr(t)) = valen(tr)) < %“2[\1/1(7%) = (e = [ (mi) — p(e(t)) ]

= ﬁ[QW(C(t)) —(etr)), le(tr)) — (mg))

o (e(t)) = le(tr))|’]
< ﬁ[mk, V(e(ty)) — h(mp))(t — tr) + C2(t — t1,)?
= T;[@k’pk}(t —tr) + CF(t — t5)d).

Due to ([6.24]) we obtain that

(6.28) Palcn(t)) = alen(te)) < CF(t — t)6/20°.

Using the second relation in (6.23) for ¢ = t; we obtain from (6.28)) that this relation
is also valid for all ¢ € [0, 1]

To show that x.(¢) is a solution of ([G21]) on [tg,tx+1] we use ([6.26), [6.23) and
the estimate on the choice of 4.

Thus, we proved that there exists an arc ¢, (t) satisfying (6.20), ([6.23]) and ([6.23))
on [0,7].
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Now, by choosing a sequence of partitions m; with §; — 0 we can assume without
loss of generality that z,, converges uniformly to some arc x which is a solution of
the differential inclusion

i(t) € co F(z(t) + Aw))
and
Pa(c(t)) < ¢(mo),

where c¢(t) = ¢~ 1(z(t)). Then by choosing a sequence of a; and arcs z; such that
on [0, 7], ¢;(t) = =1 (x;(t)) satisfies

Pa (7i(t)) < (o).
Again without loss of generality we can assume that the sequence x; converges
uniformly to some arc x which is a solution of the differential inclusion (GI8]). The
corresponding lifting c(t) = ¢ ~1(x(t)) is a solution of (6.1 satisfying (6.I3]). The
theorem is proved. O

For a closed set S, letting ¢ = dg we deduce characterizations of weak invariance
as a corollary.

Corollary 6.13. Let F satisfy Assumption (H2) and let S be a closed subset of
M. Then the following are equivalent:

(i.) S is weakly invariant with respect to the solutions of (I6.1]).
(ii.) h(m,p) <0, for anym € M and p € Np(m; S).
(iii.) h(m,p) <0, for any m € M and p € N(m; S).

7. OPTIMAL CONTROL PROBLEMS AND HAMILTON-JACOBI EQUATIONS
ON MANIFOLDS

In this section we establish the existence and uniqueness of generalized lower
semicontinuous solutions of Hamilton-Jacobi equations on smooth manifolds for
the initial value problem

(7.1) Vi(t,z) + h(z, Vo(t,x)) =0, V(0,z)=I1(x),
and for the boundary value problem

Here, h is the lower hamiltonian corresponding to a multifunction F', 8 is a fixed
time moment and S is a closed subset of M.

We show that infinitesimal criteria for invariance and monotonicity from the
previous section can be used for comparing lower semicontinuous semisolutions of
Hamilton-Jacobi equations (T.I)) and (72]) and to prove uniqueness of generalized
solutions. Also these criteria are used to demonstrate that optimal value functions
for corresponding optimal control problems coincide with these generalized solu-
tions, which ensures their existence. We should mention that this approach and
nonsmooth analysis tools developed in this paper can be used for studying gener-
alized nonsmooth solutions of more general first-order partial differential equations
on manifolds to provide analogues of the viscosity solution theory [4] and minimax
solutions theory [66]. Our approach is based on methods from [29] which, in turn, is
based on Subbotin’s idea to use the invariance in the theory of generalized solutions
of first-order partial differential equations.
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As an application of these results we demonstrate that for any closed subset S
of M the distance function dg(m) is a unique bilateral solution of the following
eikonal equation:

In particular, when S = {m4} this result provides an infinitesimal characterization
of the Riemann metric m — p(mq,m).

7.1. Initial value problem for a Hamilton-Jacobi equation. We consider a
basic fixed time optimal control problem of minimizing the functional

1(c(9))

on the set of trajectories of a differential inclusion

(7.4) ¢(t) € F(ce(t)),
where the function [ : M — R is lower semicontinuous and 6 is a fixed moment of
time.

We define an optimal value function V for this optimal control problem as follows:
(7.5) V(t,m)= ir(n;l(c(ﬁ))

where infimum is taken over the set of all solutions ¢ of (4] such that c¢(t) = m.
Under sufficiently general assumptions V is lower semicontinuous and we demon-
strate that V is a unique generalized solution of the initial value problem (7)) for
a Hamilton-Jacobi equation with the hamiltonian h defined in (615]).

The concept of a generalized solution that we use here is based on the concept
of a bilateral lower semicontinuous solution introduced by Barron and Jensen [5 []
in the case of M = RN. Let us we define super- and subsolutions of a Hamilton-
Jacobi equation (TI). The important distinction between them lies in the fact
that subsolutions are also required to satisfy some differential inequality for ¢t = 6.
We will often use the product space R x M (where M is a smooth manifold) in
the sequel. For (tg,mo) € R x M local coordinate neighborhoods are introduced
naturally as follows: for any local ordinate system (U, ) for mgy and any § > 0 we
define ((to — d,to + ) x U, (t,¢)) to be a local coordinate system for (tg, mg).

Definition 7.1. A lower semicontinuous function u : (—00,6] x M — R is called
a supersolution of the initial value problem (7)) if it satisfies the initial condition
u(6,m) = l(m) and the following inequality for all (¢, m) € (—o0,6) x M:

9
(7.6) (ug, §> + h(myum) <0, V (ug, um) € Opu(t,m).

Definition 7.2. A lower semicontinuous function v : (—00,0] x M — R is called
a subsolution of the initial value problem (7)) if it satisfies the initial condition
v(6,m) = 1(m) and the following inequality for all (¢,m) € (—o0, 0] x M:

0
(7.7) (vg, §> + h(m,vy) >0, V (v, vn) € Opv(t,m).
Remark 7.3. We assume that super- and subsolutions take value +oco for all ¢ > 6.
The following definition of a bilateral lower semicontinuous solution implies that
a subgradient of a solution should satisfy the Hamilton-Jacobi equation at points
with ¢ < 6 in a remarkable resemblance of classical smooth solutions.
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Definition 7.4. A lower semicontinuous function u : (—o0, 0] x M — R is called a
bilateral solution of the initial value problem (Z]J) if it satisfies the initial condition
u(6,m) = l(m) and is a super- and subsolution simultaneously.

We prove an existence and uniqueness theorem for the bilateral lower semicon-
tinuous solution for the initial value problem (1)) under the following assumptions
which combine compactness properties of a set of trajectories of differential inclu-
sion and their prolongation.

Assumptions (H3). For any sequence of trajectories ¢;(-) defined on [0, ;] with
¢;(0) —m there exists a trajectory c(-) of (C4]) with ¢(0) =m defined on [0, lim sup ¢;]
and a subsequence ¢;; (-) of ¢;(-) converging uniformly to ¢(-) on [0, 7] for any 7 <
lim sup t;.

We note that these assumptions can be replaced by some growth assumption on
F and Assumptions (H1) as it is often done in the case of M = RY. Moreover,
Assumption (H3) also implies the existence of optimal trajectory for any initial
point (¢,m) if V(¢,m) < 4o00. Finally, it is not hard to establish that the optimal
value function is lower semicontinuous under these assumptions.

Theorem 7.5. Under Assumptions (H1), (H2) and (H3), for any lower semicon-
tinuous function | : M — R bounded from below, the optimal value function V in
(IL3)) is the unique bilateral solution of the initial value problem for the Hamilton-
Jacobi equation (IL1]).

Proof. We start with a comparison result for a super- and a subsolution u and v,
namely, we always have

(7.8) v < u.

Obviously, this comparison result implies the uniqueness of the bilateral solution
which is simultaneously a super- and a subsolution. ([

Let us consider on the manifold M := R x M the multifunction F' consisting
at any (t,m) € M of all pairs (%,v) where v belongs to F((m). It is clear that
F satisfies Assumptions (H1), (H2) and (H3). Then the following lemma follows
immediately from Theorems and

Lemma 7.6. The lower semicontinuous functions u : (—00,0] — R and v : (—o0,
0] — R are respectively super- and and subsolutions if and only if they satisfy the
initial condition w(0,m) =1l(m) , v(6,m) =1(m), and u is weakly decreasing and v
is strongly predecreasing with respect to solutions (t, c(t)) of the differential inclusion
with F on (—o0,0] x M.

Proof. 1t follows from Theorem [6.I0] that u is weakly monotone decreasing with
respect to solutions of differential inclusion F' if and only if for the hamiltonian A
the following inequality holds for any (¢,m) € (—oc, ) x M:

hi(t,m,¢) <0, V¢ € dpu(t,m).

Computing this hamiltonian, we have that this condition coincides with the differ-
ential inequality in Definition [T}

Analogously, we observe that the strong monotone predecrease property (de-
creasing in reversed time) of the function v is equivalent to the strong monotone
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decrease property in reverse time which means that v is strongly monotone decreas-
ing with respect to the differential inclusion with the right-hand side —F. Thus, by
Theorem [6.5] strong monotone predecrease property is equivalent to the following
differential inequality which holds for any (¢,m) € (—o0, 6] x M:

H(—ﬁ)(t7m7C) <0, V¢e€opu(t,m).

But this inequality is exactly the differential inequality from Definition of a
subsolution. The lemma is proven. ([l

Now we use this lemma to establish the following comparison result for super-
and subsolutions and the optimal value function V' which implies (.g)).

Lemma 7.7. Let u and v be a supersolution and a subsolution, respectively; then,
for any (t,m) € (—o0,0] x M,

(7.9) v(t,m) < V(t,m) < u(t,m).

Proof. Consider an arbitrary point (¢,m) € (—o0, 8] x M and assume that V (¢, m) <
400. It follows from the weak monotone decrease property of u that for any point
there exists a trajectory of the differential inclusion F starting from (t,m) such
that
u(0,c(0)) < u(t,m).
Due to the initial condition for u this means that
1(c(8)) < ult,m)

which implies the inequality V (¢, m) < u(t,m). It is clear that in the case V (¢, m) =
+00 the same monotone decrease argument will imply that u(t, m) = +o0.

Now we use the strong monotone predecrease property of v to derive that for
any solution ¢(+) of the differential inclusion (Z4) with c(t) =m

v(t,m) < v(8,c(H)).
Due to the initial condition for v the last inequality implies
v(t,m) < 1(c(6))

for any solution ¢ starting from m at t. Of course, it means that v(t,m) < V(¢,m)
which finishes the proof of this lemma.

As we have mentioned this comparison result (Z9)) implies the uniqueness of the
bilateral lower semicontinuous solution.

Now we demonstrate that the optimal value function V' (73)) is such a bilateral
solution of the initial value problem (I]) for a Hamilton-Jacobi equation. Namely,
we show that V' is weakly monotone decreasing and strongly monotone predecreas-
ing with respect to solutions of the differential inclusion F and use Lemma to
derive that V is a super- and subsolution.

Indeed, for a given point (¢,m) consider the optimal trajectory ¢ of F' such that
¢(t) = m. This implies that V(¢,¢(t)) = I(c(0)) = V(t',c(t')) for any ' € [t,0)].
Thus, V' has weak decrease property.

Now we consider an arbitrary solution which is a prolongation of this optimal
trajectory ¢ on the interval (—oo,t]. For any ¢’ < ¢ sufficiently close to ¢ we have
that V(e(t')) < l(e(f)) = V(t,c(t)) which implies that V is strongly monotone

predecreasing.
Thus, V is a supersolution and subsolution simultaneously which implies that it
is the unique bilateral solution. ([
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7.2. Boundary value problem for a Hamilton-Jacobi equation. In this sub-
section, generalized lower semicontinuous solutions of the “eikonal” equation (7.2))
are related with optimal value function for the following optimal time control prob-
lem of minimization of the functional:

(7.10) Os(c(-)) :==min{T >0 : ¢(T) € S}

on a set of trajectories of a differential inclusion (Z.4]) where S is a closed subset of
M. This functional takes the value +oo if a trajectory ¢ doesn’t intersect with the
set S.

The optimal value, or minimal time function, V for this optimal control problem
is defined as follows:

(7.11) V(m) =inf (c(-))

where the infimum is taken over the set of all solutions ¢(+) of ([T4]) such that ¢(0) =
m. Under sufficiently general assumptions function V is lower semicontinuous, and
we demonstrate that V is a unique generalized solution of the boundary value
problem (2] for the Hamilton-Jacobi equation with the hamiltonian h defined in
@.15).

The following concepts of sub- and supersolutions for the boundary value prob-
lem (72)) will be used to define a bilateral lower semicontinuous solution. We show
that these semisolutions provide lower and upper estimates for the optimal time
function V.

Definition 7.8. A lower semicontinuous function v : M — R is called a super-
solution of the boundary value problem (2] if it satisfies the boundary condition
u(m) = 0 on S and the following inequality for all m € S¢:= M\S:

(7.12) h(m,um) < =1, Vu, € 0pu(m).

Definition 7.9. A lower semicontinuous function v : M — (—oo, +0o0] is called a
subsolution of the boundary value problem (Z2) if it satisfies the boundary condi-
tion u(m) = 0 and the following inequality for all m € (5¢):

(7.13) h(m,um) > =1, V u, € dpu(m).

The following definition of a bilateral lower semicontinuous solution implies that
a subgradient of a solution should satisfy the Hamilton-Jacobi equation at points
within S¢ in a remarkable resemblance to the classical smooth solution of the eikonal

equation (T.2)).

Definition 7.10. A lower semicontinuous function u : M — (—o0, +00] is called a
bilateral solution of the boundary value problem (Z.2)) if it satisfies the boundary
condition u(m) = 0 on S and is a sub- and a supersolution simultaneously.

The following assumption will provide existence and uniqueness of such bilateral
solutions. It combines some variant of compactness assumption and escape time
properties of trajectories to imply lower semicontinuity of minimal time function
V.

For any trajectory ¢(-) and open subset U of M, define

Esc(c(+),U) :=sup{t >0 : ¢(-) exists on [0, ¢] and lies in U}.
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Assumptions (H4). (a) For any sequence of trajectories c;(-) defined on [0,t;]
and such that ¢;(0) — m there ezists a trajectory c(-) of (ILA]) with ¢(0) =m and a
subsequence c;, (-) converging uniformly to c(-) on [0,0'] for any 6" < limsupt;.

(b) For any trajectory c(-) such that Esc(c(-), M) < +o0,

Esc(c(+), S¢) < Esc(c(-), M).

It is easy to verify that under this assumption that the optimal value function
V is lower semicontinuous. The next theorem establishes that this optimal value
function is a unique bilateral lower semicontinuous solution for the boundary value
problem (2)) in the class of lower semicontinuous functions bounded from below.

Theorem 7.11. Under Assumptions (H1), (H2) and (H4), the minimal time func-
tion V in (ILTT) is the unique bilateral solution bounded from below of the initial
value problem for Hamilton-Jacobi equation (IL1]).

Proof. As in the proof of we need only to show that, for a supersolution v and
a subsolution v, we always have

(7.14) v < u.

Let us consider on the manifold M := R x M the multifunction F' consisting at
any (t,m) € M of all pairs (%, v) where v belongs to F(m). It is clear that F sat-
isfies Assumptions (H1) and (H2). Then the following lemma follows immediately
from Theorems and

Lemma 7.12. Lower semicontinuous functions v : M — R and v : M — R
are super- and subsolutions, respectively, if and only if they satisfy the boundary
condition u(m) =0, v(m) =0 for m € S, and u(m) + t is weakly decreasing and
v(m)+t is strongly predecreasing with respect to solutions (t, c(t)) of the differential
inclusion with F on S¢ and S¢, respectively.

Proof. Tt follows from Theorem [6.10] that v is weakly monotone decreasing with
respect to solutions of differential inclusion F' if and only if for the hamiltonian h
the following inequality holds for any (¢,m) € (—oc, ) x M:

hip(t,m, Q) <0 V(¢ (m) € Op(u(m) +1),

where ((y, %> = 1. Computing this hamiltonian, we have that this condition coin-
cides with the differential inequality in Definition [Z.8

Analogously, we observe that the strong monotone predecrease property of the
function v is equivalent to the strong monotone decrease property in reverse time
which means that v is strong monotone decreasing with respect to the differential
inclusion with the right-hand side —F. Thus, the strong monotone predecrease
property is equivalent to the following differential inequality which holds for any
m € S

H_p)(t,m,¢) <0 V(€ dpv(t,m).

But this inequality is exactly the differential inequality from Definition of a
subsolution. The lemma is proven. (Il

Now we use this lemma to establish the following comparison result for super-
and subsolutions and the optimal value function V.
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Lemma 7.13. Let u and v be respectively a bounded from below supersolution and
a subsolution; then for any m € M

(7.15) v(m) < V(m) < u(m).

Proof. Tt follows from the weak monotone decrease property of u(m) + ¢ that for
any initial point (0, m) € Rx M there exists a trajectory of the differential inclusion
F starting from (0,m) such that

u(c(t)) +t < u(m)

while ¢(t) stays in S€. Since u is bounded below the previous inequality implies in
view of Assumption (H4) that there exists a moment T such that ¢(7T") € S. By the
lower semicontinuity of u we have that 0 < u(m) — T which means that T' < u(m)
and V(m) < u(m).

Now we fix m € S€ such that V(m) < +oo and consider an arbitrary trajectory
¢(+) such that T := 6(c(+)) < +oo. This means that ¢(T") € S, and we use the strong
monotone predecrease property of v(m) + ¢ to derive that

v(im) <o(e(T))+T.

Due to the boundary condition for v we have that v(c¢(T)) = 0 and since ¢() is an
arbitrary solution the last inequality implies

v(m) < V(m)
which finishes the proof of this lemma. (I

As we have mentioned this comparison result ([.I5]) implies the uniqueness of
bilateral lower semicontinuous solution.

Now we demonstrate that the optimal value function V' ([ZIT]) is such a bilateral
solution of the boundary value problem (.2]) for the Hamilton-Jacobi equation.
Namely, we show that V + ¢ is weakly monotone decreasing and strongly mono-
tone predecreasing with respect to solutions of the differential inclusion F and use
Lemma [T.12] to derive that V is both a super- and subsolution.

Indeed, for a given point m consider the optimal solution ¢ of F' such that
¢(0) =m and T := V(m). This implies that V(c(¢)) +t = V(m) for any ¢t € [0,T)
which means that V(c(t)) + t is weak monotone decreasing.

Now we consider an arbitrary solution which is a local prolongation of this op-
timal trajectory ¢ on the interval ¢ < 0. For any ¢ < 0, we have that V(c(t)) + ¢ <
V(m), which implies that V is strong monotone predecreasing.

Thus, due to Lemmal[7.12], V is a supersolution and a subsolution simultaneously
which implies that it is the unique bilateral solution. This completes the proof of
Theorem [C.1T} O

As an example of an application of this theorem we consider the following optimal
time problem for the closed set S C M of minimization of the functional fg(c(-))
([TI0) on the set of trajectories

(7.16) &(t) € B(c(t))

where B(m) := {v € T,,(M) : |jv|| < 1}.

It is obvious that the minimal time function V for such a control problem co-
incides with the distance function dg. Thus, we obtain from Theorem [.I1] the
following corollary.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



NONSMOOTH ANALYSIS ON SMOOTH MANIFOLDS 3729

Corollary 7.14. Under Assumptions (H4) on trajectories of ([[16]) there exists
a unique bilateral solution of the boundary value problem for the eikonal equation
(IL3]) which coincides with the distance function dg to the set S.

When S = {m;} this result gives the infinitesimal characterization of the Rie-
mann metric m — p(m, my).

Remark 7.15. The dynamical programming approach to free time optimal control
problems in terms of generalized solutions to a Hamilton-Jacobi equation has been
investigated by I. Chryssochoos and R. B. Vinter in [22], where one can also find
an interesting concrete example.
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