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Abstract

This paper provides an overview of topics in nonstationary panels: panel unit root tests, panel cointegration
tests, and estimation of panel cointegration models. In addition it surveys recent developments in dynamic
panel data models.



1 Introduction

Two important areas in the econometrics of panel data that have received a lot of attention recently are
dynamic panel data and nonstationary panel time series models. This special issue focuses on these two
topics. With the growing use of cross-country data over time to study purchasing power parity, growth
convergence and international R&D spillovers, the focus of panel data econometrics has shifted towards
studying the asymptotics of macro panels with large N (number of countries) and large T (length of the
time series) rather than the usual asymptotics of micro panels with large N and small T. In fact, the
limiting distributions of double indexed integrated processes had to be developed, see Phillips and Moon
(1999a). The fact that T is allowed to increase to oo in macro panel data, generated two strands of ideas.
The first rejected the homogeneity of the regression parameters implicit in the use of a pooled regression
model in favor of heterogeneous regressions, i.e., one for each country, see Pesaran and Smith (1995), Im,
Pesaran and Shin (1997), Lee, Pesaran and Smith (1997), Pesaran, Shin and Smith (1999) and Pesaran and
Zhao (1999) to mention a few. This literature critically relies on T being large to estimate each country’s
regression separately. Another strand of literature applied time series procedures to panels, worrying about
nonstationarity, spurious regressions and cointegration. Adding the cross-section dimension to the time-
series dimension offers an advantage in the testing for non-stationarity and cointegration. The hope of the
econometrics of non-stationary panel data is to combine the best of both worlds: the method of dealing
with non-stationary data from the time series and the increased data and power from the cross-section. The
addition of the cross-section dimension, under certain assumptions, can act as repeated draws from the same
distribution. Thus as the time and cross-section dimension increase panel test statistics and estimators can
be derived which converge in distribution to normally distributed random variables.

However, the use of such panel data methods are not without their critics, see Maddala, Wu and Liu.
(1999) who argue that panel data unit root tests do not rescue purchasing power parity. In fact, the results
on PPP with panels are mixed depending on the group of countries studied, the period of study and the
type of unit root test used. More damaging is the argument by Maddala, Wu and Liu (1999) that for PPP,
panel data tests are the wrong answer to the low power of unit root tests in single time series. After all, the
null hypothesis of a single unit root is different from the null hypothesis of a panel unit root for the PPP
hypothesis. Using the same line of criticism, Maddala (1999) argues that panel unit root tests did not help
settle the question of growth convergence among countries. However, it was useful in spurring much needed
research into dynamic panel data models. Also, Quah (1996) who argued that the basic issues of whether
poor countries catch up with the rich can never be answered by the use of traditional panels. Instead, Quah

suggests formulating and estimating models of income dynamics.



One can find numerous applications of time series methods applied to panels in recent years. Examples
from the purchasing power parity (PPP) literature include Bernard and Jones (1996), Jorion and Sweeney
(1996), MacDonald (1996), Oh (1996), Wu (1996), Coakley and Fuertes (1997), Culver and Papell (1997),
Papell (1997), O’Connell (1998), Choi (1999a), Andersson and Lyhagen (1999), and Canzoneri, Cumby and
Diba (1999) to mention a few. On health care expenditures, see McCoskey and Selden (1998), and Gerdtham
and Lothgren (1998). On growth and convergence, see Islam (1995), Evans and Karas (1996), Sala-i-Martin
(1996), Lee, Pesaran and Smith (1997), and McCoskey and Kao (1999a). On international R&D spillovers,
see Funk (1998) and Kao, Chiang and Chen (1999). On exchange rate models, see Groen and Kleibergen
(1999), and Groen (1999).

The first part of this paper surveys some of the developments in nonstationary panel models that have
occurred since the middle of 1990s. Two other recent surveys on this subject include Phillips and Moon
(1999b) on multi-indexed processes and Banerjee (1999) on panel unit roots and cointegration tests. We will
pay attention to the following three topics: (1) panel unit root tests, (2) panel cointegration tests, and (3)
estimation and inference in the panel cointegration models. The discussion of each topic will be illustrated
by examples taken from the aforementioned list of references. Section 2 reviews panel unit root tests, while
Section 3 discusses the panel spurious models. Section 4 considers the panel cointegration tests, while Section
5 discusses panel cointegration models. Section 6 reviews some recent development in dynamic panels and
Section 7 gives our conclusion.

A word on notation. We write the integral fol W (s)ds as [ W when there is no ambiguity over limits.
We define /2 to be any matrix such that Q = (Q'/2) (91/2)/ . We use = to denote weak convergence, -
to denote convergence in probability, [z] to denote the largest integer < z, I(0) and I(1) to signify a time
series that is integrated of order zero and one, respectively, and BM () to denote Brownian motion with

covariance matrix Q.

2 Panel Unit Root Tests

Testing for unit roots in time series studies is now common practice among applied researchers and has
become an integral part of econometric courses. However, testing for unit roots in panels is recent, see
Levin and Lin (1992), Im, Pesaran and Shin (1997), Harris and Tzavalis (1999), Maddala and Wu (1999),
Choi (1999a), and Hadri (1999). Exceptions are Bharagava et al. (1982), Boumahdi and Thomas (1991),
Breitung and Meyer (1994), and Quah (1994). Bharagava et al. (1982) proposed a test for random walk
residuals in a dynamic model with fixed effects. They suggested a modified Durbin-Watson (DW) statistic



based on fixed effects residuals and two other test statistics based on differenced OLS residuals. In typical
micro panels with N — oo, they recommended their modified DW statistic. Boumahdi and Thomas (1991)
proposed a generalization of the Dickey-Fuller test for unit roots in panel data to assess the efficiency of
the French capital market using 140 french stock prices over the period January 1973 to February 1986.
Breitung and Meyer (1994) applied various modified Dickey-Fuller test statistics to test for unit roots in a
panel of contracted wages negotiated at the firm and industry level for Western Germany over the period
1972-1987. Quah (1994) suggested a test for unit root in a panel data model without fixed effects where both
N and T go to infinity at the same rate such that N/T is constant. Levin and Lin (1992) generalized this
model to allow for fixed effects, individual deterministic trends and heterogeneous serially correlated errors.
They assumed that both N and T tend to infinity. However, T increases at a faster rate than N with N/T
— 0. Even though this literature grew from time series and panel data, the way in which IV, the number of
cross-section units, and 7', the length of the time series, tend to infinity is crucial for determining asymptotic

properties of estimators and tests proposed for nonstationary panels, see Phillips and Moon (1999a).

2.1 Levin and Lin (1992) Tests
Consider the model
Yit = P;Yit—1 + Z;{y + Uit 1= 1) (EXY) Nvt - 17 "'7T1 (1>

where z;; is the deterministic component and u;; is a stationary process. z; could be zero, one, the fixed
effects, p1;, or fixed effect as well as a time trend. The Levin and Lin (LL) tests assume that u;; are éid (0,073)

and p, = p for all ¢. LL are interested in testing the null hypothesis

Hy:p=1 (2)
against the alternative hypothesis

H,:p<1.

Let p be the OLS estimator of p in (1) and define

’

2t = (tha "'7ZNt) )

T
h(t,s) = 2, (Z ztz,;> Zs,
=1

T

Ui = Uje — Zh(t, 8)Uss,

s=1



and
T
Yit = Yit — Z h(t, 8)y;s. @)
s=1
Then we have N )
1 1 ~ ~
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and the corresponding t-statistic, under the null hypothesis is given by
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- (P - 1) \/Z¢:1 Zt:l @?,tq

I2 Se ’

VNT (5 1)

where
N T
s2 = —1 E 2
e NT ‘ 2t
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Assume that there exists a scaling matrix Dy and piecewise continuous function Z(r) such that
D;lz[ﬂ] — Z(T)

uniformly for r € [0,1]. For a fixed N, we have

N T

1 1 1 &
=D 7D Vit—1lit > —= WizdW;
O DAL _Ng/ 2dWiz
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SOOI AEES By A7
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as T — oo, where
Wiz (r) = Wi(r) — Umz;] [/ zz’] Z(r), (4)
is the Ly projection residual of W;(r) on Z;(r), and W;(r) is a standard Brownian motion. Next we assume

that f W;7zdW;z and f sz are independent across ¢ and have finite second moments. Then it follows that

N
1
wy v ne|fwe]
i=1
N

%; (/mzdmz _E [/mzdmz]> =N (O,Var (/mzdmz>>

as N — oo by a law of large numbers and the Lindeberg-Levy central limit theorem. The following moments

are taken from Levin and Lin (1992):



Zit E[[WizdWiz] Var [[WizdWiz] E[[WZ] Var|[[WZ]

0 0 2 2 3
1 0 3 i ? (5)
i -3 1 % 4_15
(Hot) =3 % i 300
Using (5), Levin and Lin (1992) obtain the following limiting distributions of v/NT (5 — 1) and t,:

Zit ﬁ tﬁ

0 VNT (p—1) = N(0,2) t, = N(0,1)

1 VNT (p—1) = N(0,2) t, = N(0,1) (6)

14 VNT (p—1)+3VN=N(0,2) /1.25¢, + V187N = N(0,1)
(ot) VN(T(G-1)+75)=N(0,22) /18 (to+ VBTN ) = N(0,1)

Sequential limit theory, i.e., T' — oo followed by N — o0, is used to derive the limiting distributions
in (6). In case u; is stationary, the asymptotic distributions of p and t, need to be modified due to the
presence of serial correlation.

Harris and Tzavalis (1999) also derived unit root tests for (1) with z;; = {0}, {u,;}, or {(,ui,t)/} when
the time dimension of the panel, T, is fixed. This is the typical case for micro panel studies. The main

results are:

Zit 75
0 VNG -1) =N (0, ﬁ)
17TZ—20T+17]
1 \/N( -1+ T+1) =N <O ST—1)(T+1)°
/ 15(19372 —7287+1147)
(15,t) \/_( -1+ 2(T+2)> =N (O’ 112(T+2)% (1—2) >

Harris and Tzavalis (1999) also showed that the assumption that T" tends to infinity at a faster rate than
N as in LL rather than T fixed as in the case in micro panels, yields tests which are substantially undersized
and have low power especially when T is small.

Recently, Frankel and Rose (1996), Oh (1996), and Lothian (1996) tested the PPP hypothesis using panel
data. All of these articles use LL tests and some of them report evidence supporting the PPP hypothesis.
O’Connell (1998), however, showed that the LL tests suffered from significant size distortion in the presence
of correlation among contemporaneous cross-sectional error terms. O’Connell highlighted the importance of
controlling for cross-sectional dependence when testing for a unit root in panels of real exchange rates. He
showed that, controlling for cross-sectional dependence, no evidence against the null of a random walk can

be found in panels of up to 64 real exchange rates.



Virtually all the existing nonstationary panel literature assume cross-sectional independence. It is true
that the assumption of independence across i is rather strong, but it is needed in order to satisfy the
requirement of the Lindeberg-Levy central limit theorem. Moreover, as pointed out by Quah (1994), modeling
cross-sectional dependence is involved because individual observations in a cross-section have no natural
ordering. Driscoll and Kraay (1998) presented a simple extension of common nonparametric covariance
matrix estimation techniques which yields standard errors that are robust to very general forms of spatial
and temporal dependence as the time dimension becomes large. In a recent paper, Conley (1999) presents a
spatial model of dependence among agents using a metric of economic distance that provides cross-sectional
data with a structure similar to time-series data. Conley proposes a generalized method of moments (GMM)
using such dependent data and a class of nonparametric covariance matrix estimators that allow for a general

form of dependence characterized by economic distance.

2.2 Im, Pesaran and Shin (1997) Tests

The LL test is restrictive in the sense that it requires p to be homogeneous across . As Maddala (1999) points
out, the null may be fine for testing convergence in growth among countries, but the alternative restricts every
country to converge at the same rate. Im, Pesaran and Shin (1997) (IPS) allow for a heterogeneous coefficient
of y;; 1 and propose an alternative testing procedure based on averaging individual unit root test statistics.
IPS suggested an average of the augmented Dickey-Fuller (ADF) tests when w;; is serially correlated with
different serial corellation properties across cross-sectional units, i.e., u;; = Zle P Wit—j T Eit- Substituting

this uz in (1) we get:

Dbi
Yit = P;Yit—1 + Z%j A Yit—i + 257y + it (7)
j=1
The null hypothesis is
HO LP; = 1
for all 7 and the alternative hypothesis is
Hy,:p; <1

for at least one i. The IPS t-bar statistic is defined as the average of the individual ADF statistic as

1 N
t:N;tm, (8)

where ¢, is the individual t-statistic of testing Hq : p; = 1 in (7). It is known that for a fixed N

1
Wi zdW;
f = Jo WizdWiz 9)

wz]”



as T — oo. IPS assume that t;; are iid and have finite mean and variance. Then

VF (3 S tir — E sl 1)

= N(0,1 10
Vartir|p; =1] 0.1 (10)
as N — oo by the Lindeberg-Levy central limit theorem. Hence
N (t—Etir|p; =1
lips = \/_( tirle: = 1) = N(0,1) (11)

Var [tir|p; = 1]
as T — oo followed by N — oo sequentially. The values of E [t;r|p, = 1] and Var [t;r|p; = 1] have been
computed by IPS via simulations for different values of T' and ps.

Breitung (1999) studied the local power of LL and IPS tests statistics against a sequence of local alter-
natives. Breitung found that the LL and IPS tests suffer from a dramatic loss of power if individual specific
trends are included. This is due to the bias correction that also removes the mean under the sequence of
local alternatives. The simulation results indicate that the power of LL and IPS tests is very sensitive to the
specification of the deterministic terms.

McCoskey and Selden (1998) applied the IPS test for testing unit root for per capita national health
care expenditures (HE) and gross domestic product (GDP) for a panel of OECD countries. McCoskey and
Selden rejected the null hypothesis that these two series contain unit roots. Gerdtham and Léthgren (1998)
claimed that the stationarity found by McCoskey and Selden are driven by the omission of time trends in
their ADF regression in (7). Using the IPS test with a time trend, Gerdtham and Lothgren found that both
HE and GDP are nonstationary. They concluded that HE and GDP are cointegrated around linear trends
following the results of McCoskey and Kao (1999b).

2.3 Combining P-Values Tests

Let G;1, be a unit root test statistic for the i-th group in (1) and assume that as T; — oo, G;1, = G;. Let
p; be the p-value of a unit root test for cross-section i, i.e., p; = F (G,r,), where F(-) is the distribution

function of the random variable G;. Maddala and Wu (1999) and Choi (1999a) proposed a Fisher type test

N
P=-2%"Inp, (12)
=1

which combines the p-values from unit root tests for each cross-section ¢ to test for unit root in panel data. P
is distributed as x? with 2N degrees of freedom as T; — oo for all N . Maddala, Wu and Liu (1999) argued
that the IPS and Fisher tests relax the restrictive assumption of the LL test that p, is the same under the

alternative. Both the IPS and Fisher tests combine information based on individual unit root tests. However,



the Fisher test has the advantage over the IPS test in that it does not require a balanced panel. Also, the
Fisher test can use different lag lengths in the individual ADF regressions and can be applied to any other
unit root tests. The disadvantage is that the p-values have to be derived by Monte Carlo simulations. Choi
(1999a) echoes similar advantages of the Fisher test: (1) the cross-sectional dimension, N, can be either
finite or infinite, (2) each group can have different types of nonstochastic and stochastic components, (3) the
time series dimension, T, can be different for each i, and (4) the alternative hypothesis would allow some
groups to have unit roots while others may not.
When N is large, Choi (1999a) proposed a modified P test, B,

Jx Tty (-2lnp; - 2)
PWL = D)

since E [-2Inp;] = 2 and Var [-21Inp;] = 4. Assume that the p;’s are iid and use the Lindeberg-Levy central
limit theorem to get

P, = N(0,1)

as T; — oo followed by N — oco.!

Choi (1999) applied the Fisher test in (12) and the IPS test in (8) to panel data of real exchange rates
and provided evidence in favor of the PPP hypothesis. Choi claimed that this is due to the improved finite
sample power of the Fisher test. Maddala and Wu (1999) and Maddala, Wu and Liu (1999) find that the
Fisher test is superior to the IPS test, but they argue that these panel unit root tests still do not rescue the
PPP hypothesis. When allowance is made for the difficiencies in the panel data unit root tests and panel

estimation methods, support for PPP turns out to be weak.

2.4 Residual Based LM Test

Hadri (1999) proposed a residual based Lagrange Multiplier (LM) test for the null that the time series
for each ¢ are stationary around a deterministic trend against the alternative of a unit root in panel data.
Consider the following model

Yit = Z;ﬂ + i+ €4t (13)

where z;; is the deterministic component, r;; is a random walk

Tit = Tit—1 T Uit

I Testing for cointegration in panel data by combining p-values tests is a straightforward extension of the testing procedures
in this Section. For cointegration tests, the relevant model is equation (16). We let Gy, be a test for the null of no-cointegration

and apply the same tests and asymptotic theory in this Section.



uyy ~ 4d(0,02) and g4 is a stationary process. (13) can be written as
Vit =7 Zit + et (14)

where .
it = E Uij + €t
j=1

Let €;; be the residuals from the regression in (14) and 2 be the estimate of the error variance,

Also, denote by S;; the partial sum process of the residuals,
t
Sit = /e\m
j=1
Then the LM statistic is

LM =

N T
% Zi:l % Zt:l 51215
—2 .

Oc

LML E [ / WEZ]
as T — oo followed by N — oo provided E [f VVZQZ] < 00, where W,z is defined in (4). Also,
VF (LM~ E[[ W)
Var [f WfZ]

It can be shown that

= N(0,1)
as T — oo followed by N — oo.

2.5 Finite Sample Properties of Unit Root Tests

Extensive simulations have been conducted to explore the finite sample performance of panel unit root tests,
e.g., Karlsson and Lothgren (1999), Im et. al (1997), Maddala and Wu (1999), and Choi (1999a). Choi
(1999a) studied the small sample properties of IPS ¢-bar test in (8) and Fisher’s test in (12). Choi’s major

findings are the following:

1. The empirical size of the IPS and the Fisher test are reasonably close to their nominal size 0.05 when
N is small. But the Fisher test shows mild size distortions at N = 100, which is expected from the

asymptotic theory. Overall, the IPS ¢-bar test has the most stable size.
2. In terms of the size-adjusted power, the Fisher test seems to be superior to the IPS ¢-bar test.

3. When a linear time trend is included in the model, the power of all tests decrease considerably.



3 Spurious Regression in Panel Data

Entorf (1997) studied spurious fixed effects regressions when the true model involves independent random
walks with and without drifts. Entorf found that for 7' — oo and N finite, the nonsense regression phe-
nomenon holds for spurious fixed effects models and inference based on t-values can be highly misleading.
Kao (1999) also derived the asymptotic distributions of the least squares dummy variable estimator and
various conventional statistics from the spurious regression in panel data. The asymptotic theory employed
by Kao (1999) is the sequential limit theory established by Phillips and Moon (1999a) in which T — oo
followed by N — oo sequentially. /

Suppose that w;; = (uit,eét) is a bivariate process with zero mean vector and a long-run covariance

matrix given by

7

1 T r ’ Quz Qusi
Q :Tlgréo TE (Zwit) (szt> =Y+ +T; = a o | (15)
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where e;; is a k x 1 vector,
T-1 T
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Assume w;; satisfies the functional central limit theorem so that
[Tr]
1 Vi(r B(r
_Zwit:}Q;/Q () :B(Qi): y()
VT = Wi(r) Bui(r)

7

as T — oo for all ¢, where [V; (r), VVi(r)/} is a (k+1) x1 dimensional standard Wiener process. Define

1 N

=1

and

10



Assume Q, T', and X are finite. Let y;; = 22:1 uis and Ty = 22:1 €;s in which u;o = ;0 = Op(1). Suppose
y;: and x4, are incorrectly estimated by least squares for all 7 using panel data; the spurious regression model
is
Yie = 17;1/8 + Z;’t'}/ + e, (16)
where e;; is I(1). The OLS estimator of (§ is
R N T N T
5 [z S Fude ] [z zw] | 7
i=1 t=1 i=1 =1

where ¥ is defined in (3) and

T
Eit = Tt — Zh(t, s)xis.

s=1
Let
Bui(r) _ Q2 Vi(r)
Bei(r) ‘ Wi(r)
e 0l || v
0 QL wi(r) |
where

Qu.ai - Quz - QusiQE_ileui-

/ EzZB;iZ
1/2 (/ WiZWi/Z> (Qif)/

Note that for a fixed N we have

N Z T2 letl'm‘

2|H

2|H

N
2
N
2.0

and

- ~ 1
N Z T2 TitYie = N BeizBuiz
i=1 =

U.€

Wiatr) = W) - | [wizl] | [ 22| 200
Via(r) = Vi(r) — [ / vz-zg} [ / ZZ} 20,

11

/ (012 Wi Vi 0L/ + OB We W05 200

uMz HMz

2|~

as T — oo, where



Beiz(r) = Bai(r) — U Bmz;] U ZZ’} Z(r),
Buiz(r) = Byi(r) — { / Byiz;] { / zz’} Z(r).

Assume f VVZZWZ and f W;#V;z are independent across ¢ and then by a law of large numbers we have
291/2 </W W ) (91/2)'
N iZVViz et
P . 1/2 W 1/2 '
TN ZQ B[y (o)
- E[/WMWZ} lim —ZQM

= E [ / WiZWi’Z} Q., (18)

and

N
% Z/ [Ql/QVVZZVZZQi/i + QlmVVlZv{/ZQ_1 QQuaz}
i=1
N
%Z[QWE WirVir) Q% + 012 E (Wi W) 05200
N i=1
= hm 291/2 ( zzmz) Q Uzngi

= B (WizWi;) lim % ZQW

i=1
= F (I/I/ZZW;Z) Qusa (19>

using
2 E [(f Wz‘ZWiZ/)}
0 2
1 3
M %Ik

and

E [/WMVM} =0
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as N — oo provided that E [f VVZ-ZVV;Z] ,Var [f VViZVVZ»/Z] JE [f VViZViZ] ,and Var [f VVZ-ZVZ-Z] are bounded.
Using (18) and (19) we have

Then we obtain

35 a0, (20)

as T — oo followed by N — oo. (20) shows that the OLS estimator of 3, B, is consistent for its true
value, Q710 It is known that if a time-series regression for a given i is performed in model (16), the OLS
estimator of [ is spurious. This is due to the fact that the noise, e, is as strong as the signal, z;;, since
both e;+ and z;; are I(1). In the panel regression (16) with a large number of cross-sections, the strong noise
of e is attenuated by pooling the data and a consistent estimate of 3 can be extracted. The asymptotics of
the OLS estimator are very different from those of the spurious regression in pure time series. This has an
important consequence for residual-based cointegration tests in panel data, because the null distribution of
residual-based cointegration tests depends on the asymptotics of the OLS estimator. This point is explained

further in the next section.

4 Panel Cointegration Tests

4.1 Kao Tests

Kao (1999) presented two types of cointegration tests in panel data, the Dickey-Fuller (DF) and augmented
Dickey Fuller (ADF) types tests. The DF type tests from Kao can be calculated from the estimated residuals
in (16) as:

€t = peir—1 + Vit, (21)

where

~ ~ ~! >
€it = Yir — %tﬁ,

T
Uit = Tit — Zh(t, 5)Yiss

s=1

and
T

%it = Tijt — Zh(t, S)l’is.

s=1
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In order to test the null hypothesis of no cointegration, the null can be written as Hy : p = 1. The OLS

estimate of p and the t-statistic are given as:

Sy Sy Butfit—

Z)\:

N T ~9
D im1 D=2 €

and

where 52 = <= Zi\; Zfzz (€3t —’p\é}t,l)z. Kao proposed the following four DF type tests by assuming

zit = {p;}:
VNT(p—1)+3VN
DF, = ,
V102
DF;, = v1.25t, + V1.875N,
2
VNT(p— 1) + 202
DF; = Zov
360
3+ =
504,
and

where EZ = f]u — iusigl and 8(2)1, = (Alu — (Alugﬁ;l. While DF,, and DF; are based on the strong exogeneity
of the regressors and errors, DF and DF}" are for the cointegration with endogenous relationship between

regressors and errors. For the ADF test, we can run the following regression:

P
€t = pesr—1 + Zﬂjﬁgﬁ,ﬂ' + Vitp. (22)

Jj=1

With the null hypothesis of no cointegration, the ADF test statistics can be constructed as:

where t 4pp is the t-statistic of p in (22 ). The asymptotic distributions of DF,, DF;, DF;, DF}, and ADF

will converge to a standard normal distribution N(0, 1) by the sequential limit theory.
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4.2 Residual Based LM Test

McCoskey and Kao (1998) derived a residual-based test for the null of cointegration rather than the null of
no cointegration in panels. This test is an extension of the LM test and the locally best invariant (LBI) test
for an MA unit root in the time series literature, see Harris and Inder (1994) and Shin (1994). Under the
null, the asymptotics no longer depend on the asymptotic properties of the estimating spurious regression,
rather the asymptotics of the estimation of a cointegrated relationship are needed. For models which allow
the cointegrating vector to change across the cross-sectional observations, the asymptotics depend merely
on the time series results as each cross-section is estimated independently. For models with common slopes,
the estimation is done jointly and therefore the asymptotic theory is based on the joint estimation of a
cointegrated relationship in panel data.

For the residual based test of the null of cointegration, it is necessary to use an efficient estimation
technique of cointegrated variables. In the time series literature a variety of methods have been shown to
be efficient asymptotically. These include the fully modified (FM) estimator of Phillips and Hansen (1990)
and the dynamic least squares (DOLS) estimator as proposed by Saikkonen (1991) and Stock and Watson
(1993). For panel data, Kao and Chiang (1999) showed that both the FM and DOLS methods can produce
estimators which are asymptotically normally distributed with zero means.

The model presented allows for varying slopes and intercepts:

Yie = o4+ x;’tﬁi + e, (23)
Tit = Tig—1 + €t (24)
€t = Vi T Uit, (25)

and
Vit = Yit—1 T O,
where u; are i.i.d (0,02) . The null of hypothesis of cointegration is equivalent to 6 = 0.
The test statistic proposed by McCoskey and Kao (1998) is defined as follows:

1 N 1 T +2
— N i1 77 D19

LM = o , (26)

where S;; is partial sum process of the residuals,

t
+ _ >
Sy = E €ij
j=1
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with

1
+2 N T s+2
s o i1 =164y -

~ NT
The FM estimator non-parametrically corrects for the possible serial correlation and weakly exogenous
regressors in a cointegrated regression. The DOLS estimator uses lagged and future differences of x; to
correct, for these effects.

The asymptotic result for the test is:
VN(IM — p,) = N(0,02). (27)

The moments, p, and 02, can be found through Monte Carlo simulation. The limiting distribution of LM
is then free of nuisance parameters and robust to heteroskedasticity.

Urban economists have long sought to explain the relationship between urbanization levels and output.
McCoskey and Kao (1999a) revisited this question and test the long run stability of a production function
including urbanization using non-stationary panel data techniques. McCoskey and Kao apply the IPS test
and LM in (26) and show that a long run relationship between urbanization, output per worker and capital
per worker cannot be rejected for the sample of thirty developing countries or the sample of twenty-two
developed countries over the period 1965-1989. They do find, however, that the sign and magnitude of
the impact of urbanization varies considerably across the countries. These results offer new insights and

potential for dynamic urban models rather than the simple cross-section approach.

4.3 Pedroni Tests

Pedroni (1997) also proposed several tests for the null hypothesis of cointegration in a panel data model
that allows for considerable heterogeneity. His tests can be classified into two categories. The first set is
similar to the tests discussed above, and involve averaging test statistics for cointegration in the time series
across cross-sections. The second set group the statistics such that instead of averaging across statistics, the
averaging is done in pieces so that the limiting distributions are based on limits of piecewise numerator and
denominator terms.

The first set of statistics as discussed includes a form of the average of the Phillips and Ouliaris (1990)

statistic:

N T /A . ]
Zp = Z Zt:1(€¢;—1é€zt - )‘1)’ (28)
i=1 (> i=1 €—1)
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where é;; is estimated from (16), and \; = z (32 — 57

; ) , for which 57 and §? are individual long-run and
contemporaneous variances respectively of the residual é;;. For his second set of statistics, Pedroni defines
four panel variance ratio statistics. Let Qi be a consistent estimate of €2;, the long-run variance-covariance
matrix given in (15). Define L; to be the lower triangular Cholesky composition of ), such that in the scalar

A A ~2
case Loo; = 6. and Lq1; = ai — %f is the long-run conditional variance. In this survey we consider only one

of these statistics:
Zi = S anL(ell lAlezl2 A , (29)
PNT \/O-NT

i=1 t 2 llz it— l)

where

O'NT—— E .
L%ll

It should be noted that Pedroni bases his test on the average of the numerator and denominator terms
respectively, rather than the average for the statistic as a whole.
Using results on convergence of functionals of Brownian motion, Pedroni finds the following result:

Z, +1.13VN = N(0,093).

NT

Note that this distribution applies to the model including an intercept and not including a time trend.
Asymptotic results for other model specifications can be found in Pedroni (1997). The intuition on these tests
with varying slopes is not straightforward. The convergence in distribution is based on individual convergence
of the numerator and denominator terms. What is the intuition of rejection of the null hypothesis? Using
the average of the overall test statistic allows more ease in interpretation: rejection of the null hypothesis
means that enough of the individual cross-sections have statistics “far away” from the means predicted by
theory were they to be generated under the null.

Pedroni (1999) derives asymptotic distributions and critical values for several residual based tests of
the null of no cointegration in panels where there are multiple regressors. The model includes regressions
with individual specific fixed effects and time trends. Considerable heterogeneity is allowed across individual
members of the panel with regards to the associated cointegreating vectors and the dynamics of the underlying

€ITor process.

4.4  Likelihood-Based Cointegration Test

Larsson, Lyhagen, and Lothgren (1998) presented a likelihood-based (LR) panel test of cointegrating rank
in heterogeneous panel models based on the average of the individual rank trace statistics developed by

Johansen (1995). The proposed LR-bar statistic is very similar to the IPS ¢-bar statistic in (8) - (11). In
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Monte Carlo simulation, Larsson et al. (1998) investigated the small sample properties of the standardized
LR-bar statistic. They found that the proposed test requires a large time series dimension. Even if the panel
has a large cross sectional dimension, the size of the test will be severely distorted.

Groen and Kleibergen (1999) proposed a likelihood-based framework for cointegrating analysis in panels
of a fixed number of vector error correction models. Maximum likelihood estimators of the cointegrating
vectors are constructed using iterated generalized method of moments (GMM) estimators. Using these
estimators Groen and Kleibergen construct likelihood ratio statistics, LR(IIg|IL4), to test for a common
cointegration rank across the individual vector error correction models, both with heterogeneous and ho-
mogeneous cointegrating vectors. Interestingly, the limiting distribution of LR(IIg|II4) is invariant to the
covariance matrix of the error terms, 2, which implies that LR(ITg|II14) is robust with respect to the choices

of Q. Let us define the LR, (r|k) as the summation of the N individual trace statistics
N
LR (r|k) = LR; (r[k) (30)
i=1

where LR; (r|k) is the i-th Johansen’s likelihood ratio statistic, so that

LR; (r|k) = tr < / dBy—riBj,_.; [ / dBkT,iB,;m} / dBkT,iB;T,i>

as T'— oo. Now for a fixed IV, it is clear that

N
LR, (rlk) = ZLRZ- (r|k)

N
= > tr ( / dBj—r,i By [ / dBk_mB,;_m] / dBk_r,iB,;_m> (31)
=1

as T — oo by a continuous mapping theorem. It follows that LR, (r|k) is asymptotically equivalent to
LR(TIg|I14) when N is fixed and T is large. This means that nothing is lost by assuming that Q has zero
non-diagonal covariances as far as the asymptotics are concerned for the proposed test statistics in this
paper. More importantly, the tests based on the cross-independence like (30) will perform just as well
(asymptotically) as the tests based on the cross-dependence such as LR(IIg|I14). Groen and Kleibergen
verified that the likelihood-based cointegration tests proposed by Larsson, Lyhagen and Lothgran (1998)
in (30) are robust with respect to the cross-dependence in panel data. The (asymptotic) equivalence of
LR, (r|k) and LR(I1g|I14) found in Groen and Kleibergen has profound implications to econometricians and
applied economists, e.g., there exists tests/estimators based on the cross-independence which are equivalent

to tests/estimators based on the cross-dependence in nonstationary panel time series. Define LR (r|k) be
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the average of LR; (r|k) :

LR (r|k) = —LR ZLR (r|k) .

It can be shown that
— E|LR(r|k
LR (1R)] = N(0, 1)
Var [LR (r|k)]
as T — oo followed by N — oo by a continuous mapping theorem and a central limit theorem provided

E [LR (r|k)] and Var [LR (r|k)] are bounded. Define

— 1
LR(Ip|Ta) = w7 LR(Ip[IL4). (32)
For a fixed N, it is easy to show that

LR(IM,) = —LR(Ip)

N
>t ( / dBy_y,B,_,; [ / dBkT,iB;gm} / dBkT,iB;chJ
=1

where
Zpi = tr < / dBy—ri B, [ / dBkT,iB,;T,i] / dBkT,iB;CT,i>

~ Zf\; Zyi— B [% Zil Zkz}
Var [% PO Z;m}

as N — oo since By_,; and By_, ; are independent for ¢ # j. It implies that

as T — oo. Then

= N(0,1)

LR(Ig|TL,) EFHB\HA ]
Var W(HBH_[A)]

as T — oo followed by N — oco. The above discussion indicates that LR (r|k) and LR(IIg|IT4) are also

N(0,1)

equivalent when T and N are large.

Groen and Kleibergen (1999) applied LR(IIg|I14) to a data set of exchange rates and appropriate mon-
etary fundamentals. They found strong evidence for the validity of the monetary exchange rate model
within a panel of vector correction models for three major European countries, whereas the results based on

individual vector error correction models for each of these countries separately are less supportive.

19



4.5 Finite Sample Properties

McCoskey and Kao (1999b) conducted Monte Carlo experiments to compare the size and power of different
residual based tests for cointegration in heterogeneous panel data: varying slopes and varying intercepts.
Two of the tests are constructed under the null hypothesis of no cointegration. These tests are based on the
average ADF test and Pedroni’s pooled tests in (28) - (29). The third test is based on the null hypothesis
of cointegration which is based on the McCoskey and Kao LM test in (26). Wu and Yin (1999) performed
a similar comparison for panel tests in which they consider only tests for which the null hypothesis is that
of no cointegration. Wu and Yin (1999) compared ADF statistics with maximum eigenvalue statistics in
pooling information on means and p-values respectively. They found that the average ADF performs better
with respect to power and their maximum eigenvalue based p-value performs better with regards to size.

The test of the null hypothesis was originally proposed in response to the low power of the tests of the
null of no cointegration, especially in the time series case. Further, in cases where economic theory predicted
a long run steady state relationship, it seemed that a test of the null of cointegration rather than the null of
no cointegration would be appropriate. The results from the Monte Carlo study showed that the McCoskey
and Kao LM test outperforms the other two tests.

Of the two reasons for the introduction of the test of the null hypothesis of cointegration, low power and
attractiveness of the null, the introduction of the cross-section dimension of the panel solves one: all of the
tests show decent power when used with panel data. For those applications where the null of cointegration
is more logical than the null of no cointegration, McCoskey and Kao (1999b), at a minimum, conclude that
using the McCoskey and Kao LM test does not compromise the ability of the researcher in determining the
underlying nature of the data.

Recently, Hall et al. (1999) proposed a new approach based on principal components analysis to test for
the number of common stochastic trends driving the non-stationary series in a panel data set. The test is
consistent even if there is a mixture of I(0) and I(1) series in the sample. This makes it unnecessary to pretest
the panel for unit root. It also has the advantage of solving the problem of dimensionality encountered in

large panel data sets.
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5 Estimation and Inference in Panel Cointegration Models

5.1 Panel OLS

In this section, we provide a brief discussion of the OLS estimation methods in a panel cointegrated model.

Consider the following panel regression:

Yie — 517;,5,8 + Z;-ﬂ + Ujz, (33)

where {y;:} are 1 x 1, § is a k x 1 vector of the slope parameters, z; is the deterministic component, and
{uy} are the stationary disturbance terms. We assume that {z;} are k x 1 integrated processes of order
one for all 7, where

Tig = Tig—1 + Eqt-
Under these specifications, (33) describes a system of cointegyated regressions, i.e., y;; is cointegrated with x;;.
Next, we characterize the innovation vector w;; = (uit, 5;'1,) . Assume the partial sum process % ZEZ} Wit

satisfies the following multivariate invariance principle:

[T7]
1
— Y wi = Bi(r)=BM;(Q) as T — oo, (34)
o=t
where
Bui
B; =

Bsi

The long-run covariance matrix of {w;} is given by

Q, = i E(wijw;-o)

j=—0c0
= IL;(1)SI(1)
= X+ + F;-
Qui Qusi
qui Qsi ’
where
> ’ Fuz Fu 7
r; = ZE (wijww) = ) (35)
j=1 Fsuz £t
and
’ Euz Euai
S =E (wiowm) = (36)
Esui Esi



are partitioned conformably with w;;. Define

Quei = Qi — Qe Qe (37)
Then, B; can be rewritten as
Bui 05 Q|| Vi
b= B.| | o Ql/? wi |
where I/IZ/ = BM (I) is a standardized Brownian motion. We then define the one-sided long-run
covariance 1
Ay = T+

=0
with
Aui Ausi
Asui Asi
The OLS estimator of 3 is

N T
Bors = E E xm‘xw

1=1 t=1

1lry T
[Z Z fit@'t] : (38)
i=1 t=1
It follows that R
VNT (501;5 - 5)
=1
= [% Zi\; % ZtT 1 glt‘%zt} \/_ Zz 17T Zt 1 xltuzt:|
= [% Zi\; CQiT} [\/_ ZZ 1 CllT}
- [szT]_l \/_leTa

_ 1 T ~ ~ _ 1 T ~ ~ _ 1 N _ 1 N :
where (y;p = T Zt:l Ty, Cogp = T2 Zt:l TitZyy, SinT = g Zi:l Crir»> and Eonp = N Zi:1 Copr- It 18

easy to show that

Coir = % Z?ﬂ %it%;'z‘
1/2 1/2 (39)
= (fVV@ZWZZ) ( &1 ) _€21’
as T — oo for all 7, and
Cir =7+ Zthl TitUst
= 91/2 (f Wde‘/zZ) Qi/fl + Ql/2 (f WZZdVV;Z) Qg_il/Qqui + Asui (40)

= Cm
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as T — oo for all i, where Aoy = Ycws + Tews-

Using

Zit E[[WizdWiz] E [(f Wizmz/)}

0 0 i

1 0 2

M *%Ik %Ik

(i t)  —3Lk LI,

where I is a k x k identity matrix. It then follows that

it E[Cy] E[Cy]
0 0 i
1 0 0
1 —3Qeui + Acui £

(Mia t) _%qui + Asuz’ %5951

Assume that both (y; and (o, are independent across ¢. Finally, by a law of large numbers
e »
NZCM hm _ZE Cll )
i=1

and

N
ZCQ@ - h ]l\/vz CQZ )

as N — oo. It follows that
1 & v 1 Y
SinT = N ;:1 Crir _’A}gféo N ;:1 B¢y,

and
1 . 1 N
Sont = N ;C%T _’]\}gnoo N ;E [Cad] -

Then

Zit §inT Sont

0 0 1

1 0 0

Hs —5Qui + Do i

(irt)  —5Qeui + Dewi 150
Define

Crir = Crr — 1/2 </ Wdesz> Q0 I/QQsm' A
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and
1 N
€1NT = J_V ;CMT'

First, we note

Clir = 91/2 (/ WiZdViZ> 911/;

E [ / VViZdViZ} 0,

1 N
<2 Clir =0
Ni:l

as T — oo. Clearly,

It follows that

0l/2

u.et

Var [ 0L/ ( / ledv;z> Qifi} (41)
can be found easily. For example,

Var |: 1/2 </Wzd‘/lz> Qi/i] = éQussz

with z; = {p;} . Since %Quﬂﬂgi in (41) is finite, from the multivariate Lindeberg-Levy central limit theorem

by the sequential limit theory. The variance-covariance of Q;/ 2 ( f W, 72dV; Z)

we have

N
" 1 .. 1
VN&yr = N (0, 5 A}gnoo ~ ;Qu.siﬂsi>

as N — oo. Using the Slutsky theorem, we obtain

N
. X _ . 1 _
onr] ' VNE N = N (07695 ! (A}gnoo N ZQu.siQEi) le) .

i=1

where

N

1
Q. = lim — E Oy
N—oo .

=1

Hence,

N
~ 1
VNT (Boys —B) = VNénr = N (0, Q! (Nhg;o > QQ) le) ,
i=1

by the sequential limit theory, where
1 1 & 1
bz — [Nzﬁz >]

i=1 t=1

[ 1/2 (/ W dW > 1/2957”' + Asui
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Kao and Chiang (1999) in this volume derived limiting distributions for the fully-modified (FM), and
dynamic least squares (DOLS) estimators in a cointegrated regression and showed they are asymptotically
normal. Phillips and Moon (1999a) and Pedroni (1996) also obtained similar results for the FM estimator.
The reader is referred to the cited papers for further details and discussions. Kao and Chiang (1999) also
investigated the finite sample properties of the OLS, FM, and DOLS estimators. They found that (i) the
OLS estimator has a non-negligible bias in finite samples, (ii) the FM estimator does not improve over the
OLS estimator in general, and (iii) the DOLS estimator may be more promising than OLS or FM estimators
in estimating the cointegrated panel regressions.

Choi (1999b) extended Kao and Chiang (1999) to study asymptotic properties of OLS, Within and
GLS estimators for an error component model. The error component model involves both stationary and
nonstationary regressors. Choi’s simulation results indicated that the feasible GLS estimator is more efficient
than the Within estimator. Choi (1999¢) studied instrumental variable estimation for an error component
model with stationary and nearly nonstationary regressors.

Phillips and Moon (1999a) studied various regressions between two panel vectors that may or may not
have cointegrating relations, and present a fundamental framework for studying sequential and joint limit
theories in nonstationary panel data. In particular, Phillips and Moon (1999a) studied regression limit theory
of nonstationary panels when both N and T go to infinity. Their limit theory allows for both sequential limits,
where T — oo followed by N — oo and joint limits, where T, N — oo simultaneously. Phillips and Moon
(1999a) require that N/T' — 0, so that this theory applies for moderate N and large T macro panel data
and not large N and small T micro panel data. The panel models considered allow for no cointegration,
heterogeneous cointegration, homogeneous, and near-homogeneous cointegration. Phillips and Moon (1999a)
showed that in all cases considered the pooled estimator is consistent and has a normal limiting distribution.
They also showed that for the homogeneous and near homogeneous cointegration cases, a consistent estimator
of the long-run regression coefficient can be constructed which they call a pooled FM estimator. They showed
that this estimator has faster convergence rate than the simple cross-section and time series estimators. See
also Phillips and Moon (1999b) for a review of some recent developments in panel data asymptotics.

Moon and Phillips (1999) investigate the asymptotic properties of the Gaussian MLE of the localizing
parameter in local to unity dynamic panel regression models with deterministic and stochastic trends. Moon
and Phillips find that for the homogeneous trend model, the Gaussian MLE of the common localizing param-
eter is /N consistent, while for the heterogeneous trends model, it is inconsistent. The latter inconsistency
is due to the presence of an infinite number of incidental parameters (as N — oo ) for the individual trends.

Unlike the fixed effects dynamic panel data model where this inconsistency due to the incidental parameter
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problem disappears as T — oo , the inconsistency of the localizing parameter in the Moon and Phillips
model persists even when both N and T go to infinity.

Pesaran, Shin, and Smith (1999) derived the asymptotics of a pooled mean group (PMG) estimator. The
PMG estimation constrains the long-run coefficients to be identical, but allow the short run and adjustment
coefficients as the error variances to differ across the cross-sectional dimension.

Kauppi (1999) discussed issues that arise in the estimation and inference of panel cointegrated regressions
with near integrated regressors. Kauppi showed that a bias corrected pooled OLS for a common cointegrating
parameter has an asymptotic normal distribution centered on the true value irrespective of whether the
regressor has near or exact unit root. However, if the regression model contains individual effects and/or
deterministic trends, then Kauppi’s bias corrected pooled OLS still produces asymptotic bias. Kauppi also
showed that the panel FM estimator is subject to asymptotic bias regardless of how individual effects and/or
deterministic trends are contained if the regressor has near unit root. This indicates that much care should
be taken in interpreting empirical results achieved by the recent panel cointegration methods that assume
exact unit root.

Kao et al. (1999) apply the asymptotic theory of panel cointegration developed by Kao and Chiang
(1999) to the Coe and Helpman (1995) international R&D spillover regression. Using a sample of 21 OECD
countries and Israel, they re-examine the effects of domestic and foreign R&D capital stocks on total factor
productivity of these countries. They find that OLS with bias-correction, the fully modified (FM) and the
dynamic OLS (DOLS) estimators produce different predictions about the impact of foreign R&D on total
factor productivity (TFP) although all the estimators support the result that domestic R&D is related
to TFP. Kao et al.’s empirical results indicate that the estimated coefficients in the Coe and Helpman’s
regressions are subject to estimation bias. Given the superiority of the DOLS over FM as suggested by Kao
and Chiang (1999), Kao et al. leaned towards rejecting the Coe and Helpman hypothesis that international
R&D spillovers are trade related.

Funk (1998) examined the relationship between trade patterns and international R&D spillovers among
the OECD countries using the panel cointegration methods developed by Kao (1999), Kao and Chiang
(1999), and Pesaran, Shin, and Smith (1999). Using randomly simulated bilateral trade patterns, Funk
found that the choice of weights used in constructing foreign R&D stocks is informative of the avenue of
spillover transmission when panel cointegration methods are employed. A re-examination of the relationship
between import patterns and R&D spillovers found no evidence to link the patterns of R&D spillovers to the
patterns of imports. Funk found strong evidence indicating that exporters receive substantial R&D spillovers

from their customers.
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6 Dynamic Panel Data Models

This section surveys recent developments in dynamic panel data models. The dynamic panel data regression
is characterized by two sources of persistence over time. Autocorrelation due to the presence of a lagged
dependent variable among the regressors and individual effects characterizing the heterogeneity among the

individuals

Yit = 01 + X0+ p; + Vit (42)

for i=1,2,..,N; and t=1,2,..,T. § is a scalar, X/, is 1xK, p; denotes the i-th individuals effect and v;; is the
remainder disturbance. Basic introductions to this topic are found in Hsiao (1986), Baltagi (1995) and
Matyas and Sevestre (1996). Applications using this model are too many to enumerate. These include
employment equations, see Arellano and Bond (1991), liquor demand, see Baltagi and Griffin (1995), growth
convergence, see Islam (1995) and Nerlove (1999), life cycle labor supply models, see Ziliak (1992), and
demand for gasoline, see Baltagi and Griffin (1997) to mention a few.

It is well known that for typical micro-panels where there are a large number of firms or individuals
(N) observed over a short period of time (T), the fixed effects (FE) estimator is biased and inconsistent
(since T is fixed and N— o0), see Nickell (1981) and more recently Kiviet (1995,1999). Monte Carlo results
have shown that first order asymptotic properties do not necessarily yield correct inference in finite samples.
Therefore, Kiviet (1995) examined higher order asymptotics which may approximate the actual finite sample
properties more closely and lead to better inference. In fact, Kiviet (1995) considered the simple dynamic
linear panel data model with serially uncorrelated disturbances and strongly exogenous regressors and derived
an approximation for the bias of the FE estimator. When a consistent estimator of this bias is subtracted
from the original FE estimator, a corrected FE estimator results. This corrected FE estimator performed
well in simulations when compared with eight other consistent instrumental variable or GMM estimators.?

In macro-panels studying for example long run growth, the data covers a large number of countries N
over a moderate size T. In this case, T is not very small relative to N. Hence, some researchers may still
favor the FE estimator arguing that its bias may not be large. Judson and Owen (1999) performed some
Monte Carlo experiments for N=20 or 100 and T=5,10,20 and 30 and found that the bias in the FE can be
sizeable, even when T=30. The bias of the FE estimator increases with § and decreases with T. But even for
T=30, this bias could be as much as 20% of the true value of the coefficient of interest. Judson and Owen

(1999) recommend the corrected FE estimator proposed by Kiviet (1995) as the best choice, GMM being

2Kivict(1999) extends this derivation to the case of weakly exogenous variables and examines to what degree this order of

approximation is determined by the initial conditions of the dynamic panel model.
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second best and for long panels, the computationally simpler Anderson and Hsiao (1982) estimator. This last
estimator first differences the data to get rid of the individual effects and then uses lagged predetermined
variables in levels as instruments.® Arellano and Bond (1991) proposed GMM procedures that are more
efficient than the Anderson and Hsiao (1982) estimator. Ahn and Schmidt (1995) derive additional nonlinear
moment restrictions not exploited by the Arellano and Bond (1991) GMM estimator.* Ahn and Schmidt
(1995, 1997) also give a complete count of the set of orthogonality conditions corresponding to a variety
of assumptions imposed on the disturbances and the initial conditions of the dynamic panel data model.
While many of the moment conditions are nonlinear in the parameters, Ahn and Schmidt (1997) propose a
linearized GMM estimator that is asymptotically as efficient as the nonlinear GMM estimator. They also
provide simple moment tests of the validity of these nonlinear restrictions. In addition, they investigate
the circumstances under which the optimal GMM estimator is equivalent to a linear instrumental variable
estimator. They find that these circumstances are quite restrictive and go beyond uncorrelatedness and
homoskedasticity of the errors. Ahn and Schmidt (1995) provide some evidence on the efficiency gains from
the nonlinear moment conditions which provide support for their use in practice. By employing all these
conditions, the resulting GMM estimator is asymptotically efficient and has the same asymptotic variance as
the MLE under normality. In fact, Hahn (1997) showed that GMM based on an increasing set of instruments
as N— oo would achieve the semiparametric efficiency bound.

Hahn (1997) considers the asymptotic efficient estimation of the dynamic panel data model with sequential
moment restrictions in an environment with i.i.d. observations. Hahn (1997) shows that the GMM estimator
with an increasing set of instruments as the sample size grows attains the semiparametric efficiency bound
of the model. Hahn (1997) explains how Fourier series or polynomials may be used as the set of instruments
for efficient estimation. In a limited Monte Carlo comparison, Hahn finds that this estimator has similar
finite sample properties as the Keane and Runkle (1992) and/or Schmidt, et. al. (1992) estimators when
the latter estimators are efficient. In cases where the latter estimators are not efficient, the Hahn efficient
estimator outperforms both estimators in finite samples.

Recently, Wansbeek and Bekker (1996) considered a simple dynamic panel data model with no exogenous
regressors and disturbances v;; and random effects p; that are independent and normally distributed. They
derived an expression for the optimal instrumental variable estimator, i.e., one with minimal asymptotic

variance. A striking result is the difference in efficiency between the IV and ML estimators. They find that

3 Arellano(1989) found that using lagged differences of predetermined variables as instruments is not recommended since it

has a singularity point and very large variances over a significant range of the parameter values.
1See also Arellano and Bover(1995), chapter 8 of Baltagi (1995) and chapters 6 and 7 of Matyas and Sevestre (1996) for

more details.
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for regions of the autoregressive parameter ¢ which are likely in practice, ML is superior. The gap between
IV (or GMM) and ML can be narrowed down by adding moment restrictions of the type considered by Ahn
and Schmidt (1995). Hence, Wansbeek and Bekker (1996) find support for adding these nonlinear moment
restrictions and warn against the loss in efficiency as compared with MLE by ignoring them.

Blundell and Bond (1998) revisit the importance of exploiting the initial condition in generating efficient
estimators of the dynamic panel data model when T is small. They consider a simple autoregressive panel

data model with no exogenous regressors

Yit = OYii—1 + p; + Vit (43)

with E(u,;) = 0; E(vy) = 0; and E(uve) = 0 for i=1,2,..,.N; t=1,2,..,T. Blundell and Bond (1998) focus on
the case where T=3 and therefore there is only one orthogonality condition given by E(y;;Av;s) = 0, so
that ¢ is just-identified. In this case, the first stage IV regression is obtained by running Ay;2 on ;1. Note
that this regression can be obtained from (2) evaluated at t=2 by subtracting y;; from both sides of this

equation, i.e.,

Ayio = (6 — 1)yi1 + p; + vio (44)

Since we expect E(y;1p;) > 0, (6 — 1) will be biased upwards with

~ C

where ¢ = (1 — 6)/(1 4 6). The bias term effectively scales the estimated coefficient on the instrumental
variable y;; towards zero. They also find that the F-statistic of the first stage IV regression converges to x?
with noncentrality parameter

(03c)

7:703+U%C—>Oasé—>l (46)

As 7 — 0, the instrumental variable estimator performs poorly. Hence, Blundell and Bond attribute the
bias and the poor precision of the first difference GMM estimator due to the problem of weak instruments
described in Nelson and Startz (1990) and Staiger and Stock (1997) and characterize this weak IV by its
concentration parameter 7.

Next, Blundell and Bond (1998) show that an additional mild stationarity restriction on the initial
conditions process allows the use of an extended system GMM estimator that uses lagged differences of y;;
as instruments for equations in levels, in addition to lagged levels of y;; as instruments for equations in

first differences, see Arellano and Bover (1995). The system GMM estimator is shown to have dramatic
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efficiency gains over the basic first difference GMM as 6 — 1 and (07 /02) increases. In fact, for T=4 and
(Uﬁ /o2) = 1, the asymptotic variance ratio of the first difference GMM estimator to this system GMM
estimator is 1.75 for 6 = 0 and increases to 3.26 for § = 0.5 and 55.4 for 6 = 0.9. This clearly demonstrates
that the levels restrictions suggested by Arellano and Bover (1995) remain informative in cases where first
differenced instruments become weak. Things improve for first difference GMM as T increases. However,
with short T and persistent series, the Blundell and Bond findings support the use of the extra moment
conditions. Hahn (1999) examines the role of the initial condition imposed by the Blundell and Bond (1998)
estimator. This is done by numerically comparing the semiparametric information bounds for the case that
incorporates the stationarity of the initial condition and the case that does not. Hahn (1999) finds that the
efficiency gain can be substantial.

Ziliak (1997) asks the question whether the bias/efficiency trade-off for the GMM estimator considered by
Tauchen (1986) for the time series case is still binding in panel data where the sample size is normally larger
than 500. For time series data, Tauchen (1986) shows that even for T=50 or 75 there is a bias/efficiency
trade-off as the number of moment conditions increase. Therefore, Tauchen recommends the use of sub-
optimal instruments in small samples. This result was also corroborated by Andersen and Sorensen (1996)
who argue that GMM using too few moment conditions is just as bad as GMM using too many moment
conditions. This problem becomes more pronounced with panel data since the number of moment conditions
increase dramatically as the number of strictly exogenous variables and the number of time series observations
increase. Even though it is desirable from an asymptotic efficiency point of view to include as many moment
conditions as possible, it may be infeasible or impractical to do so in many cases. For example, for T=10 and
five strictly exogenous regressors, this generates 500 moment conditions for GMM. Ziliak (1997) performs an
extensive set of Monte Carlo experiments for a dynamic panel data model and finds that the same tradeoff
between bias and efficiency exists for GMM as the number of moment conditions increase, and that one
is better off with sub-optimal instruments. In fact, Ziliak finds that GMM performs well with suboptimal
instruments, but is not recommended for panel data applications when all the moments are exploited for
estimation.? Ziliak estimates a life cycle labor supply model under uncertainty based on 532 men observed
over 10 years of data (1978-1987) from the panel study of income dynamics. The sample was restricted to

continuously married, continuously working prime age men aged 22-51 in 1978. These men were paid an

5For a Hausman and Taylor (1981) type model, Metcalf (1996) shows that using less instruments may lead to a more powerful
Hausman specification test. Asymptotically, more instruments lead to more efficient estimators. However, the asymptotic bias
of the less efficient estimator will also be greater as the null hypothesis of no correlation is violated. Metcalf argues that if the
bias increases at the same rate as the variance (as the null is violated) for the less efficient estimator, then the power of the

Hausman test will increase. This is due to the fact that the test statistic is linear in variance but quadratic in bias.
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hourly wage or salaried and could not be piece-rate workers or self-employed. Ziliak finds that the downward
bias of GMM is quite severe as the number of moment conditions expands, outweighing the gains in efficiency.
Ziliak reports estimates of the intertemporal substitution elasticity which is the focal point of interest in the
labor supply literature. This measures the intertemporal changes in hours of work due to an anticipated
change in the real wage. For GMM, this estimate changes from .519 to .093 when the number of moment
conditions used in GMM are increased from 9 to 212. The standard error of this estimate drops from .36
to .07. Ziliak attributes this bias to the correlation between the sample moments used in estimation and
the estimated weight matrix. Interestingly, Ziliak finds that the forward filter 2SLS estimator proposed
by Keane and Runkle (1992) performs best in terms of the bias/efficiency trade-off and is recommended.
Forward filtering eliminates all forms of serial correlation while still maintaining orthogonality with the
initial instrument set. Schmidt, Ahn and Wyhowski (1992) argued that filtering is irrelevant if one exploits
all sample moments during estimation. However, in practice, the number of moment conditions increases with
the number of time periods T and the number of regressors K and can become computationally intractable.
In fact for T=15 and K=10, the number of moment conditions for Schmidt, et al. (1992) is T(T-1)K/2 which
is 1040 restrictions, highlighting the computational burden of this approach. In addition, Ziliak argues that
the overidentifying restrictions are less likely to be satisfied possibly due to the weak correlation between
the instruments and the endogenous regressors.® In this case, the forward filter 2SLS estimator is desirable
yielding less bias than GMM and sizeable gains in efficiency. In fact, for the life cycle labor example, the
forward filter 2SLS estimate of the intertemporal substitution elasticity was .135 for 9 moment conditions
compared to .296 for 212 moment conditions. The standard error of these estimates dropped from .32 to .09.

The practical problem of not being able to use more moment conditions as well as the statistical problem
of the trade-off between small sample bias and efficiency prompted Ahn and Schmidt (1999a) to pose the
following questions: “Under what conditions can we use a smaller set of moment conditions without incurring
any loss of asymptotic efficiency? In other words, under what conditions are some moment conditions
redundant in the sense that utilizing them does not improve efficiency?” These questions were first dealt
with by Im, Ahn, Schmidt and Wooldridge (1999) who considered panel data models with strictly exogenous
explanatory variables. They argued that, for example, with ten strictly exogenous time-varying variables and
six time periods, the moment conditions available for the random effects (RE) model is 360 and this reduces
to 300 moment conditions for the fixed effects (FE) model. GMM utilizing all these moment conditions

leads to an efficient estimator. However, these moment conditions exceed what the simple RE and FE

6See the growing literature on weak instruments by Nelson and Startz (1990), Bekker (1994), Angrist and Kreuger (1995),

Bound, Jaeger and Baker (1995) and Staiger and Stock (1997) to mention a few.
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estimators use. Im et al. (1999) provide the assumptions under which this efficient GMM estimator reduces
to the simpler FE or RE estimator. In other words, Im et al. (1999) show the redundancy of the moment
conditions that these simple estimators do not use. Ahn and Schmidt (1999a) provide a more systematic
method by which redundant instruments can be found and generalize this result to models with time-varying
individual effects. However, both papers deal only with strictly exogenous regressors. In a related paper,
Ahn and Schmidt (1999b) consider the cases of strictly and weakly exogenous regressors. They show that
the GMM estimator takes the form of an instrumental variables estimator if the assumption of no conditional
heteroskedasticity (NCH) holds. Under this assumption, the efficiency of standard estimators can often be
established showing that the moment conditions not utilized by these estimators are redundant. However,
Ahn and Schmidt (1999b) conclude that the NCH assumption necessarily fails if the full set of moment
conditions for the dynamic panel data model are used. In this case, there is clearly a need to find modified
versions of GMM, with reduced set of moment conditions that lead to estimates with reasonable finite sample
properties.

Crepon, Kramarz and Trognon (1997) argue that for the dynamic panel data model, when one considers a
set of orthogonal conditions, the parameters can be divided into parameters of interest (like §) and nuisance
parameters (like the second order terms in the autoregressive error component model). They show that the
elimination of such nuisance parameters using their empirical counterparts does not entail an efficiency loss
when only the parameters of interest are estimated. In fact, Sevestre and Trognon in chapter 6 of Matyas
and Sevestre (1996) argue that if one is only interested in 6, then one can reduce the number of orthogonality
restrictions without loss in efficiency as far as 6 is concerned. However, the estimates of the other nuisance
parameters are not generally as efficient as those obtained from the full set of orthogonality conditions.

The Alonso-Borrego and Arellano (1999) paper is also motivated by the finite sample bias in panel data
instrumental variable estimators when the instruments are weak. The dynamic panel model generates many
overidentifying restrictions even for moderate values of T. Also, the number of instruments increases with
T, but the quality of these instruments is often poor because they tend to be only weakly correlated with
first differenced endogenous variables that appear in the equation. Limited information maximum likelihood
(LIML) is strongly preferred to 2SLS if the number of instruments gets large as the sample size tends to
infinity. Hillier (1990) showed that the alternative normalization rules adopted by LIML and 2SLS are at the
root of their different sampling behavior. Hillier (1990) also showed that a symmetrically normalized 2SLS
estimator has properties similar to those of LIML. Following Hillier (1990), Alonso-Borrego and Arellano
(1999) derive a symmetrically normalized GMM (SNM) and compare it with ordinary GMM and LIML

analogues by means of simulations. Monte Carlo and empirical results show that GMM can exhibit large
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biases when the instruments are poor, while LIML and SNM remain unbiased. However, LIML and SNM
always had a larger interquartile range than GMM. For T=4, N=100, 7, = 0.2 and o} = 1, the bias for
6 = 0.5 was 6.9% for GMM, 1.7% for SNM and 1.7% for LIML. This bias increases to 17.8% for GMM, 3.7%
for SNM and 4.1% for LIML for 6 = 0.8.

Alvarez and Arellano (1997) studied the asymptotic properties of FE, one-step GMM and non-robust
LIML for a first-order autorgressive model when both N and T tend to infinity with (N/T)— ¢ for 0< ¢ < 2.
For T<N, GMM bias is always smaller than FE and LIML bias is smaller than the other two. In fixed
T framework, GMM and LIML are asymptotically equivalent, but as T increases, LIML has a smaller
asymptotic bias than GMM. These results provide some theoretical support for LIML over GMM.”

Wansbeek and Knaap (1997) consider a simple dynamic panel data model with a time trend and hetero-

geneous coefficients on the lagged dependent variable and the time trend, i.e.,

Yir = Os¥so—1 + &t + s + Vi (47)

This model results from Islam’s (1995) version of Solow’s model on growth convergence among countries.
Wansbeek and Knaap (1997) show that double differencing gets rid of the individual country effects (p;) on
the first round of differencing and the heterogeneous coefficient on the time trend (&;) on the second round
of differencing. Modified OLS, IV and GMM methods are adapted to this model and LIML is suggested
as a viable alternative to GMM to guard against the small sample bias of GMM. Macroeconomic data are
subject to measurement error and Wansbeek and Knaap (1997) show how these estimators can be modified
to account for measurement error that is white noise. For example, GMM is modified so that it discards the
orthogonality conditions that rely on the absence of measurement error.

Jimenez-Martin (1998) performs Monte Carlo experiments to study the performance of the Holtz-Eakin
(1988) test for the presence of individual heterogeneity effects in dynamic small T unbalanced panel data
models. The design of the experiment includes both endogenous and time-invariant regressors in addition to
the lagged dependent variable. The test behaves correctly for a moderate autoregressive coefficient. However,
when this coefficient approaches unity, the presence of an additional regressor sharply affects the power and
the size of the test. The power of this test is higher when the variance of the specific effects increases (they
are easier to detect), when the sample size increases, when the data set is balanced (for a given number of

cross-section units) and when the regressors are strictly exogenous.

"An alternative one-step method that achieves the same asymptotic efficiency as robust GMM or LIML estimators is the
maximum empirical likelihood estimation method, see Imbens (1997). This maximizes a multinomial pseudo-likelihood function

subject to the orthogonality restrictions. These are invariant to normalization because they are maximum likelihood estimators.
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6.1 Heterogeneous Dynamic Panel Data Models

The fundamental assumption underlying pooled homogeneous parameter models has been called into ques-
tion. Robertson and Symons (1992) warned about the bias from pooled estimators when the estimated
model is dynamic and homogeneous when in fact the true model is static and heterogeneous. Pesaran and
Smith (1995) argued in favor of dynamic heterogeneous models when N and T are large. In this case, pooled
homogeneous estimators are inconsistent whereas an average estimator of heterogeneous parameters can lead
to consistent estimates as N and T tend to infinity. Maddala, Srivastava and Li (1994) argued that shrinkage
estimators are superior to either heterogeneous or homogeneous parameter estimates especially for prediction
purposes. In fact, Maddala, Trost, Li and Joutz (1997) considered the problem of estimating short run and
long run elasticities of residential demand for electricity and natural gas for each of 49 states over the period
1970-1990.% They conclude that individual heterogeneous state estimates were hard to interpret and had the
wrong signs. Pooled data regressions were not valid because the hypothesis of homogeneity of the coefficients
was rejected. They recommend shrinkage estimators if one is interested in obtaining elasticity estimates for
each state since these give more reliable results.

Baltagi and Griffin (1997) compare short run and long run estimates as well as forecasts for pooled homo-
geneous, individual heterogeneous and shrinkage estimators of a dynamic demand model for gasoline across
18 OECD countries over the period 1960-1990. Based on one, five and ten year forecasts and plausibility
of the short run and long run elasticity estimates, the results are in favor of pooling. Similar results were
obtained for a dynamic model for cigarette demand across 46 states over the period 1963-1992, see Baltagi,
Griffin and Xiong (1999).

In chapter 8 of Matyas and Sevestre (1996), Pesaran, Smith and Im investigated the small sample prop-
erties of various estimators of the long-run coefficients for a dynamic heterogeneous panel data model using
Monte Carlo experiments. Their findings indicate that the mean group estimator performs reasonably well
for large T. However, when T is small, the mean group estimator could be seriously biased, particularly when
N is large relative to T. Pesaran and Zhao (1999) examine the effectiveness of alternative bias-correction
procedures in reducing the small sample bias of these estimators using Monte Carlo experiments. An inter-
esting finding is that when the coefficient of the lagged dependent variable is greater than or equal to 0.8,
none of the bias correction procedures seem to work.

Hsiao, Pesaran and Tahmiscioglu (1999) suggest a Bayesian approach for estimating the mean parameters

of a dynamic heterogeneous panel data model. The coefficients are assumed to be normally distributed across

8Maddala, et. al. (1997) also provide a unified treatment of classical, Bayes and empirical Bayes procedures for estimating

this model.
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cross-sectional units and the Bayes estimator is implemented using Markov Chain Monte Carlo methods.
Hsiao, et al. (1999) argue that Bayesian methods can be a viable alternative in the estimation of mean
coefficients in dynamic panel data models even when the initial observations are treated as fixed constants.
They establish the asymptotic equivalence of this Bayes estimator and the mean group estimator proposed by
Pesaran and Smith (1995). The asymptotics are carried out for both N and T — oo with v/N /T — 0. Monte
Carlo experiments show that this Bayes estimator has better sampling properties than other estimators for
both small and moderate size T. Hsiao, et al. (1999) also caution against the use of the mean group estimator
unless T is sufficiently large relative to N. The bias in the mean coefficient of the lagged dependent variable
appears to be serious when T is small and the true value of this coefficient is larger than 0.6. Hsiao, et al.
(1999) apply their methods to estimate the g-investment model using a panel of 273 US firms over the period
1972-1993.

7 Conclusion

This survey gives a brief overview of some of the main results in the econometrics nonstationary panels as
well as recent developments in dynamic panels. There has been an imense amount of research in this area
recently with the demand for empirical studies exceeding the supply of econometric theory developed for

these models. As this survey indicates, several issues have been resolved but a lot remains to be done.
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