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ABSTRACT
This paper gives gives a deterministic algorithm to trans-
form a row reduced matrix to canonical Popov form. Given
as input a row reduced matrix R over K[x], K a field, our
algorithm computes the Popov form in about the same time
as required to multiply together over K[x] two matrices of
the same dimension and degree as R. We also show that
the problem of transforming a row reduced matrix to Popov
form is at least as hard as polynomial matrix multiplication.

Categories and Subject Descriptors
G.4 [Mathematical Software]: Algorithm Design and Anal-
ysis; I.1.2 [Symbolic and Algebraic Manipulation]: Al-
gorithms; F.2.1 [Analysis of Algorithms and Problem

Complexity]: Numerical Algorithms and Problems

General Terms
Algorithms

Keywords
Popov form, Polynomial matrices

1. INTRODUCTION
This paper considers the problem of lattice reduction, or

row reduction, for matrices over the ring K[x] of univariate
polynomials with coefficients from a field K. Row reduction
of a matrix A over K[x] is the problem of finding a basis
with row degrees as small as possible for the lattice L(A)
generated by all K[x]-linear combinations of rows of A. For
the following example, recall that a matrix U ∈ K[x]n×n is
unimodular precisely when detU is a nonzero constant from
K. Two matrices A,R ∈ K[x]n×n are left equivalent (i.e., the
rows of A and R generate the same lattice) if and only if
A = UR for U ∈ K[x]n×n a unimodular matrix. We remark
that in the literature some authors (for example [4]) prefer to
consider the equivalent but transposed situation of column
reduction, where the unimodular transform on the right.
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Example 1. Let us indicate a polynomial of degree t with
[t]. The following shows the degree structure in a particular
matrix A ∈ K[x]4×4, a row reduced form R of A, and the
unimodular matrix U such that A = UR.

A =







[13] [13] [12] [12]
[13] [13] [12] [12]
[13] [13] [12] [12]
[13] [13] [12] [12]







=

U





[12] [11] [11] [9]
[12] [11] [11] [9]
[12] [11] [11] [9]
[12] [11] [11] [9]







R





[1] [1] [1] [1]
[2] [2] [2] [2]
[2] [2] [2] [2]
[4] [4] [4] [4]







Let A ∈ K[x]n×n be nonsingular. A fast Las Vegas proba-
bilistic algorithm for computing a reduced basis R of A is
given in [6]. Our main contribution in this paper is a deter-
ministic algorithm that computes the canonical Popov re-
duced basis P , together with the unimodular matrix U such
that A = UP , in about the same time as required to multi-
ply together two polynomial matrices of the same dimension
and degree as A. To clearly state our contributions, and to
compare with previous work, we recall from [8, page 385]
the precise definition of a row reduced form and the normal-
ization conditions required for a row reduced form to be in
canonical Popov form.

Let v be a row vector over K[x]. The degree of v, denoted
by deg v, is the maximal degree of all entries. The pivot
index of v, denoted by piv(v) is the index of the rightmost
entry of degree deg v. The leading coefficient vector LC(v)
over K is obtained by taking the coefficient of xdeg v of all
entries of v. Let A be a matrix over K[x]. The degree of A,
denoted by degA, is the maximal degree of its rows. The
leading coefficient matrix of A, denoted by LC(A), is the
matrix over K formed by taking the leading coefficient of
each row of A.

Definition 2. A nonsingular matrix

P =








p11 p12 · · · p1n
p21 p22 · · · p2n
...

...
. . .

...
pn1 pn2 · · · pnn







=








~p1
~p2
...
~pn







∈ K[x]n×n

is row reduced if LC(P ) is nonsingular. If, in addition,
P satisfies the following normalization conditions it is in
Popov form.

(i) The pivot indices piv(~p1), . . . ,piv(~pn) are distinct.



(ii) The pivot entries p1,piv(~p1), . . . , pn,piv(~pn) are monic.

(iii) deg ~pi ≤ deg ~pi+1 for 1 ≤ i < n, and if deg ~pi =
deg ~pi+1 then piv(~pi) < piv(~pi+1).

(iv) Nonpivot entries have degree less than that of the pivot
entry in the same column.

If P satisfies only condition (i) it is said to be in weak Popov
form [9].

Any nonsingular A ∈ K[x]n×n has a unique decomposition
A = UP with U unimodular and P in Popov form. The
Popov form is a canonical form for left equivalence which
has row degrees as small as possible, in particular, degP ≤
degA. We also remark that the multi-sets of row degrees of
row reduced forms that are left equivalent are identical.

Example 3. Consider the row reduced form R from Ex-
ample 1. The following shows the possible degree structure
in a weak Popov form W of R, and in the canonical Popov
form P of R. The pivot entries in each row have been un-
derlined.

R






[1] [1] [1] [1]

[2] [2] [2] [2]

[2] [2] [2] [2]

[4] [4] [4] [4]






→

W






[1] [1] [1] [1]

[1] [2] [2] [1]

[2] [1] [1] [1]

[3] [4] [3] [3]






→

P






[1] [1] [1] [1]

[2] [1] [1] [0]

[1] [2] [2] [0]

[1] [4] [1] [0]







Algorithms and complexity analysis for computing row
reduced forms of matrices over K[x] are given in [9, 6, 10, 4],
see also the references in [10]. In this paper, cost estimates
will be given in terms of field operations from K, and we
use ω for the exponent of matrix multiplication: two n× n
matrices over a commutative ring can be multiplied inO(nω)
operations from the ring.

Let A ∈ K[x]n×n be nonsingular with degA = d. The
deterministic algorithm in [9] computes the Popov form P
of A in time O(n3d2). The algorithm in [9] is inherently it-
erative and does not seem amenable to a recursive approach
which might introduce fast matrix and polynomial arith-
metic. In [6] a Las Vegas randomized algorithm is given to
compute a row reduced form of A with expected running
time O (̃nωd), which is about the same time as required
to multiply together two polynomial matrices of the same
dimension and degree as A. Our first contribution in this
paper is to give an O (̃nωd) deterministic algorithm to trans-
form a row reduced matrix (such as produced by the algo-
rithm in [6]) to Popov form. To the best of our knowledge,
a transformation from row reduced from to Popov form in
this time bound was not previously know. Note that in the
particular case when all rows of a row reduced form R are
equal, we can transform R to Popov form P in time O(nω d)
using the identity P = LC(R)−1R. Our effort in this paper
is devoted to the more subtle case when the row degrees of
R are distinct.

On the one hand, for many applications a non canoni-
cal row reduced form R of A will suffice. In particular, a
row reduced form gives a basis for L(A) that has row de-
grees as small as possible, and will satisfy the highly useful
predictable degree property [8]: for polynomials u1, . . . , un ∈
K[x], we have deg u1~p1+ · · ·+un~pn = maxi{deg ui+deg ~pi}.

On the other hand, computing the Popov form has some
obvious advantages. Being canonical, equality of two lattices

over K[x] can be determined by checking that their Popov
basis are identical. If asked for a basis for a lattice over K[x],
returning the Popov instead of only a row reduced form is
analogous to a computer algebra system returning the nor-
malized (i.e., monic) gcd of two scalar polynomials. Indeed,
given two nonsingular matrices A,B ∈ K[x]n×n, the Popov
basis P of the lattice generated by the rows of A and B gives
a canonical matrix greatest common right divisor of A and
B: A and B can be expressed as A = U1P and B = U2P
for polynomial matrices U1 and U2 for which there exists
polynomial matrices V1 and V2 such that V1U1+V2U2 = In.

To illustrate the analogy between the Popov form and the
normalized monic gcd, it is useful to consider the definition
of Popov form used in [4], which, up to a (unique) row per-
mutation, is identical to the classical one we have given in
Definition 2: condition (iii) is replaced with the condition
that piv(~p)i = i, that is, the rows are permuted so that the
pivots are on the diagonal. Following [4, Definition 2.1], a
row reduced matrix P as in (1) is in Popov form precisely
when LC(P ) is lower triangular and the normalization con-
dition LC(P T ) = In is satisfied. Given the Popov form P of
A, we can exploit the normalization condition LC(P T ) = In
to get a fast algorithm that computes U = AP−1 determin-
istically.

Producing a canonical form is also advantageous from an
algorithmic point of view: a randomized Las Vegas algo-
rithm for computing the Popov form P , instead of an arbi-
trary row reduced form R, will always return the same result
even if different random choices are made. Many random-
ized algorithms require that the field K be large enough to
ensure a positive probability of success. For example, the
algorithm for row reduction in [6] first performs a random
shift of variable x → x− γ to ensure that x does not divide
detA. To ensure a probability of success at least 1/2 in the
worst case, γ should be chosen form a subset of K of size
at least 2nd. If #K is too small, a common technique is
to work over a small algebraic extension K̄ of K that con-
tains sufficiently many elements. However, a row reduced
form R of A ∈ K[x]n×n may be over K̄[x] if computed over
K̄[x]. Nonetheless, even if we pass over an algebraic ex-
tension, the Popov form P must be over the ground field:
A ∈ K[x]n×n → R̄ ∈ K̄[x]n×n → P ∈ K[x]n×n.

Our algorithm to transform R to P proceeds in two phases
as illustrated in Example 3: first we transform R to a weak
Popov form W , then we transform W to Popov form P . The
first phase uses a careful modification of the LUP decomposi-
tion algorithm described in [1], and the second phase utilizes
the fast minimal approximant basis algorithm of [6].

The rest of this paper is organized as follows. Section 2 re-
calls some facts about row reduced bases. Section 3 gives the
algorithm to transform a row reduced form to weak Popov
form. Section 4 gives an algorithm to go from weak Popov
to Popov form. Section 5 gives the deterministic algorithm
to produce the decomposition A = UP . Section 6 concludes,
and offers a simple reduction of the problem of polynomial
matrix multiplication to that of transforming a row reduced
form to Popov form. Actually, we show that even the prob-
lem of transforming a matrix in weak Popov form to Popov
form is as hard as polynomial matrix multiplication.

Cost model
Algorithms are analysed by bounding the number of required
field operations from a field K on an algebraic random access



machine; the operations +, −, × and “divide by a nonzero”
involving two field elements have unit cost.

We use ω to denote the exponent of matrix multiplica-
tion: two n × n matrices over a ring R can be multiplied
with O(nω) ring operations from R. We use M for polyno-
mial multiplication: let M :Z≥0 → R>0 be such that poly-
nomials in K[x] of degree bounded by d can be multiplied
using at most M(d) field operations from K. We refer to [5]
for more details and references about ω and M. We assume
that 2 < ω ≤ 3, and that M(ab) ≤ M(a)M(b) for a, b ∈ Z>1.
Some of our complexity estimates will explicitly make the
assumption that M(t) ∈ O(nω−1). This assumption states
that if fast matrix multiplication techniques are used, then
fast polynomial multiplication should also be used.

Given two polynomials a, b ∈ K[x] with b nonzero, we
denote by Rem(a, b) and Quo(a, b) the unique polynomials
such that a = Quo(a, b) b+Rem(a, b) with degRem(a, b) <
deg b. If a and b have degree bounded by d then both the
Rem and Quo operation have cost O(M(d)), and if b is a
power of x both operations are free in our cost model. If
the first argument of Rem or Quo is a matrix or vector the
intention is to apply the function elementwise to the entries.

It will be useful to define an additional function B to
bound the cost of the extended gcd operation, as well as
other gcd-related computations. We can take either B(d) =
M(d) log d or B(d) = d2. Then the extended gcd problem
with two polynomials in K[x] of degree bounded by d can be
solved in time O(B(d)).

2. PRELIMINARIES
Row reduced and Popov forms are defined for matrices of

arbitrary shape and rank profile. In this paper, we restrict
ourselves to matrices of full row rank. The following defi-
nition generalizes Definition 2 to the case of full row rank
matrices.

Definition 4. A full row rank matrix

P =








p11 p12 · · · p1m
p21 p22 · · · p2m
...

...
. . .

...
pn1 pn2 · · · pnm







=








~p1
~p2
...
~pn







∈ K[x]n×m

is row reduced if LC(P ) has full row rank n. If, in addition,
P satisfies the following normalization conditions then it is
in Popov form.

(i) The pivot indices piv(~p1), . . . ,piv(~pn) are distinct.

(ii) The pivot entries p1,piv(~p1), . . . , pn,piv(~pn) are monic.

(iii) deg ~pi ≤ deg ~pi+1 for 1 ≤ i < n, and if deg ~pi =
deg ~pi+1 then piv(~pi) < piv(~pi+1).

(iv) deg pk,piv(~pi) < deg pi,piv(~pi) for k ∈ {1, 2, . . . , i− 1, i+
1, i+ 2, . . . , n}, 1 ≤ i ≤ n.

If P satisfies only condition (i) it is said to be in weak Popov
form [9].

The following lemma recalls an essential feature of row re-
duced bases.

Lemma 5. [8, Theorem 6.3-13] If R ∈ K[x]n×m is row
reduced and v =

[
v1 · · · vn

]
∈ K[x]1×n, then deg vR =

maxi{deg vi + degRow(R, i)}.

In the following lemma, we use ∗̄ to denote a square nonsin-
gular matrix over K, and ∗d to denote a rectangular matrix
over K[x] of degree bounded by d. The next lemma follows
as a corollary of Lemma 5.

Lemma 6. Let R, R̄ ∈ K[x]n×m be full row rank and row
reduced matrices that are left equivalent. If both R and R̄
have rows ordered such that degrees are nondecreasing, then
the degrees of the rows of R and R̄ are the same. Further-
more, if d1, d2, · · · , dk is the nondecreasing sequence of dis-
tinct degrees of the rows of R, then

T







∗
∗d2−d1 ∗

...
...

. . .

∗dk−d1 ∗dk−d2 · · · ∗








R







R[d1]

R[d2]

...

R[dk]







=

R̄







R̄[d1]

R̄[d2]

...

R̄[dk]








where the block decomposition is conformal, and R[di] de-
notes the submatrix of R comprised of the rows of degree
di.

In the following corollary, let

X =








xdk−d1I
xdk−d2I

. . .

xdk−dkI







∈ K[x]n×n,

where the dimension of the diagonal block xdk−diI corre-
sponds to the row dimension of R[di], 1 ≤ i ≤ n.

Corollary 7. Let R, R̄ and T be as in Lemma 6, and
X be as in (1). Then L := LC(xdkXTX−1) ∈ K

n×n, with
LLC(R) = LC(R̄).

Proof. The result can be seen most easily by passing
over the ring of Laurent polynomials. Note that

(XTX−1)XR = XR̄,

with all rows in XR and XR̄ of degree dk, and XTX−1 =
L+O(x−1)x→∞ for L ∈ K

n×n.

In the next section our goal is to find a matrix T as
in Lemma 6 such that W = TR ∈ K[x]n×n is in weak
Popov form. The following lemma, a corollary of Corol-
lary 7, states that it is sufficient to solve this transformation
to weak Popov form for a scalar input matrix, namely for
LC(R) ∈ K

n×n.

Lemma 8. Let R ∈ K[x]n×m have full row rank, be row
reduced, and have rows ordered so that degrees are nonde-
creasing. If T̄ ∈ K

n×n is a unit lower triangular such that
W̄ = T̄ LC(R) ∈ K

n×n is in weak Popov form, then T :=
X−1T̄X ∈ K[x]n×n is unimodular and W = TR ∈ K[x]n×n

is in weak Popov form.

Example 9. The following partially specified matrix

R =







73x + 56 68x+ 24 65x+ 90 3x+ 16
78x2 + · · · 59x2 + · · · 69x2 + · · · 3x2 + · · ·
60x2 + · · · 41x2 + · · · 83x2 + · · · 5x2 + · · ·
75x4 + · · · 94x4 + · · · 70x4 + · · · 3x4 + · · ·









is row reduced, where K = Z/(97). The following shows a
transformation of LC(R) to weak Popov form W̄ .

T̄





1
96 1
89 71 1
3 38 33 1







LC(R)






73 68 65 3
78 59 69 3
60 41 83 5
75 94 70 3






=

W̄





73 68 65 3
5 88 4
67

3







If we set

T =

X−1






x−3

x−2

x−2

1







T̄





1
96 1
89 71 1
3 38 33 1







X





x3

x2

x2

1







=







1
96x 1
89x 71 1 0
3x3 38x2 33x2 1






,

then W = TR is in weak Popov form with W̄ = LC(W ).

3. ROW REDUCED TO WEAK POPOV
Our goal is to transform a row reduced matrix to weak

Popov form. By Lemma 8, it will be sufficient to handle the
scalar case, that is, given a full row rankR ∈ K

n×m, compute
a unit lower triangular transformation matrix T ∈ K

n×n

such that TR is in weak Popov form. Our approach is to
compute a decomposition R = LUP where L is unit lower
triangular, U is upper triangular, and P is a permutation
matrix. We accomplish this using a modification of the
well known LUP decomposition algorithm described in [1,
Page 236]. The following lemma gives the idea of our ap-
proach.

Lemma 10. Let R ∈ K
n×m have full row rank, and let

R = LUP be an LUP decomposition of R. If (p1, . . . , pn) is
such that pi is the index of integer i in the permuted tuple
(1, 2, . . . ,m)P , then (UP )i,pi is nonzero and entries in UP
below (UP )i,pi are zero, 1 ≤ i ≤ n. Furthermore, if (UP )i,pi
is the rightmost nonzero entry in row i of UP for 1 ≤ i ≤ n,
then L−1R = UP is in weak Popov form.

The following example is based on Example 9.

Example 11. The following shows an LUP decomposition
of a nonsingular R ∈ Z

4×4
97 .

R =

L





1
1 1
34 26 1
1 74 64 1







U





3 65 73 68
4 5 88

67 0
3







P





1
1

1
1







=







73 68 65 3
78 59 69 3
60 41 83 5
75 84 70 3






.

Now observe that T̄ and W̄ in Example 9 are equal to L−1

and UP , respectively. But not every LUP decomposition leads
to transformation to weak Popov form. For example, R has
generic rank profile and so can be decomposed as the product
of a unit lower triangular and upper triangular matrix.

For i = 1, 2, . . . , n, the iterative LUP decomposition algo-
rithm chooses a nonzero pivot element in row i of the work
matrix, postmultiplies the work matrix by a permutation
Pi, swapping column i with a latter column, if needed, to
ensure the pivot entry is located in column i, and zeroes out
entries below the pivot entry by premultiplying the work
matrix with a matrix Li that is unit lower triangular with
all entries zero except for possibly column i. Setting and
L := (Ln · · ·L2L1)

−1, P := (P1P2 · · ·Pn)
−1 and U to be the

final work matrix, gives an LUP decomposition. To ensure
that the LUP decomposition produced will lead to a trans-
formation to weak Popov form we need to specify how the
pivot entries are chosen. Initialize a tuple D = (1, 2, . . . , n).
After each row is processed the tuple D should be updated
as D := DPi. The pivot in row i is chosen to be the nonzero
entry from among the last n − i + 1 entries of row i of the
work matrix for which the corresponding component of D is
maximal.

Example 12. Let R be as in Example 11. Initialize D =
(1, 2, 3, 4). The first pivot we select is the right most element
of the first row of R. This gives

R1 =

L1





1
−1 1
−34 1
−1 1







R





73 68 65 3
78 59 69 3
60 41 83 5
75 84 70 3







P1





1
1

1
1







=







3 68 65 73
88 4 5
57 7 3
16 5 2






.

The updated D is D = (4, 2, 3, 1). The next pivot is thus
chosen to be the third element of row 2 of R1. The next
elimination step gives

R2 =

L2





1
1

−26 1
−74 1







R1





3 68 65 73
88 4 5
57 7 3
16 5 2







P2





1
1

1
1







=







3 65 68 73
4 88 5

67
3 20






.

and D is updated to D = (4, 3, 2, 1).

When applied to a full row rank n ×m matrix, the base
cases of the fast LUP decomposition algorithm will consist
in computing an LUP decomposition of a nonzero 1 × m
matrix B which corresponds to the last m columns of a row
of the work matrix, 1 ≤ m ≤ n. By modifying the algorithm
as follows, it will produce the same output as the iterative
version with pivoting as specified above.

• Initialize D = (1, 2, . . . , n) at the start of the algo-
rithm.

• At each base case involving a B ∈ K
1×m, compute the

unique LUP decomposition B = LUP which has P−1

equal to the permutation that interchanges column 1
and j, with j chosen so that D[n−m+ j] is maximal
from among all j with B[j] nonzero, 1 ≤ j ≤ m. Up-
date D by interchanging D[n−m+1] and D[n−m+j].



ReducedToWeakPopov(R, n,m, d)

Input: A row reduced matrix R ∈ K[x]n×m with
rank n and d = degR.

Output: W , a weak Popov form of R.

1. [Compute scalar transformation]
Row permute R so that degrees are nondecreasing.
R̄ := LC(R);
L, U,P := an LUP decomposition of R̄ with

pivots chosen as described above;

2. [Apply transformation]
Let di be the degree of row i of R, 1 ≤ i ≤ n.
X := Diag(xd1 , xd2 , . . . , xdn);
T̄ := L−1;
W := X(T̄ (X−1R));
return W

Figure 1: Algorithm ReducedToWeakPopov

We obtain the following result as a corollary of Lemma 8
and [1, Theorem 6.4].

Theorem 13. Algorithm ReducedToWeakPopov is correct.
The cost of the algorithm is O(mnω−1 d) operations from K.

4. WEAK POPOV TO POPOV
In this section we show how to transform a full rank ma-

trix W ∈ K[x]n×m that is in weak Popov form to Popov
form. The following lemma observes that we can restrict
our attention to the square nonsingular case.

Lemma 14. Let W ∈ K[x]n×m have rank n and be in weak
Popov form. If B is the submatrix of W comprised of the
columns containing pivot entries, and T ∈ K[x]n×n is a uni-
modular matrix such that TB is in Popov form, then TW is
the Popov form of W .

Proof. Without loss of generality, up to a row permu-
tation, assume W satisfies conditions (i) and (ii) of Defini-
tion 4. Then we can observe that the iterative algorithm
of [9, Section 7] to transform W to Popov form P will main-
tain piv(Row(W, i)) = piv(Row(P, i)) for 1 ≤ i ≤ n. Now,
if P̄ is the submatrix of P comprised of the columns con-
taining the pivot entries, then P̄ satisfies all conditions of
Definition 2 and is in Popov form. Thus P̄ is the Popov
form TB of B. The result follows.

The next lemma follows directly from Definition 2.

Lemma 15. Let P ∈ K[x]n×n be nonsingular and in Popov
form, and let ci equal to the degree of the pivot entry in col-
umn i, 1 ≤ i ≤ n. Set X := Diag(xd−c1 , . . . , xd−cn), where
d = degP . If Q is the permutation matrix such that QP has
pivot entries located on the diagonal, then QPX is in Popov
form with every row of degree d.

Example 16. The following shows the column shift of the

Popov form from Example 1.

QPX =

Q




1
1

1
1





P





[1] [1] [1] [1]
[2] [1] [1] [0]
[1] [2] [2] [0]
[1] [4] [1] [0]







X




x2

1
x2

x3






=

QPX






[4] [1] [3] [3]
[3] [4] [3] [3]
[3] [2] [4] [3]
[3] [1] [3] [4]






.

The next lemma follows from Definition 2.

Lemma 17. If R ∈ K[x]n×n be a row reduced matrix with
every row of degree d, then LC(R)−1R is the Popov form of
R and all its pivot elements are along the diagonal of the
matrix.

The following corollary of Lemmas 15 and 17 now shows
how we may transform the problem of computing the Popov
form of a weak Popov form to that of computing a row
reduced basis of a suitably shifted matrix.

Theorem 18. Let B ∈ K[x]n×n be nonsingular and in
weak Popov form, and let ci equal to the degree of the pivot
entry in column i, 1 ≤ i ≤ n. Let T be the unimodular
matrix such that P = TB is in Popov form, and let Q be the
permutation matrix such that pivot entries in QP are on the
diagonal. Set d = degB and X := Diag(xd−c1 , . . . , xd−cn).
If U ∈ K[x]n×n is a unimodular matrix such that R = UBX
is row reduced, then T := Q−1LC(UBX)−1U ∈ K[x]n×n.
Moreover, deg T ≤ d.

Proof. By Lemma 15 the matrix QPX will be in Popov
form with all rows of degree d. Since QT is a unimodular
matrix, QP ≡L B and so also QPX ≡L BX. Since the
Popov form QPX has all rows of degree d, the left equiva-
lent reduced form UBX will also have all rows of degree d.
Lemma 17 now shows that the following diagram commutes.

B
Postmul. by X
−−−−−−−−−→ BX

Premul. by QT



y



yPremul. by LC(UBX)−1U

QP
Postmul. by X
−−−−−−−−−→ QPX

.

The claim that T = Q−1LC(R)−1U follows.
Now consider the degree of T . Since P = TB is the Popov

form of B, we have degP ≤ degB = d. The predictable
degree property (Lemma 5) now implies that deg T ≤ d.

The final ingredient is the transformation of the matrix
BX of Theorem 18 to row reduced form. To accomplish
this we use a minimal approximant basis computation as
described by [3, Theorem 5.2]. We will use algorithm PM-

Basis of [6] to compute an order 3d+1 minimal approximant
M ∈ K[x]2n×2n for the matrix

G =

[
BX
−In

]

∈ K[x]2n×n. (1)

Recall thatM is a nonsingular row reduced matrix that gives
a basis for the lattice {w ∈ K[x]1×n | wG ≡ 0 mod x3d+1}.
We obtain the following result.



Lemma 19. Let B and X be as in Theorem 18. If M is
a minimal approximant basis of order 3d + 1 for G shown
in (1), and

[
Ū R̄

]
is the submatrix of M comprised of the

rows of degree bounded by d, with Ū of column dimension n,
then Ū is unimodular and R̄ is a row reduced form of BX.

Proof. First note that the degree bounds deg Ū ≤ d,
deg R̄ ≤ d and degBX ≤ 2d, together with

[
Ū R̄

]
G ≡

0 mod x3d+1, imply that

[
Ū R̄

]
[

BX
−In

]

= 0. (2)

We will show in succession that the following hold:

(a) Ū has at most n rows.

(b) Ū is nonsingular.

(c) Ū is unimodular.

Using (c) together with (2) (i.e., Ū(BX) = R̄) shows that R̄
is left equivalent to BX with all rows of R̄ of degree d. Since
the Popov form of BX has all rows of degree d, R̄ must be
a row reduced form of BX.

Claim (a): Since the rows of M are linearly independent,
the row dimension of Ū can’t be more than the dimension
of the nullity of G, which is n.

Claim (b): From Theorem 18 we have
[
U R

]
G = 0,

with degU,degR ≤ d. Since M is minimal approximant
basis, all n linearly independent rows of

[
U R

]
must be

generated by
[
Ū R̄

]
. Since U is nonsingular and Ū has

at most n rows, Ū must also be nonsingular.
Claim (c): From (2) we have ŪBX = R̄. Since Ū is

nonsingular by claim (c), R̄ is nonsingular also. The Popov
form of BX has all rows of degree d, so deg detBXnd. Since
deg R̄ ≤ d, we have deg det R̄ ≤ nd. Finally, using ŪBX =
R̄ gives that deg det Ū ≤ deg det R̄− deg detBX ≤ 0, show-
ing that Ū is unimodular.

Algorithm WeakToPopov is shown in Figure 2. By [6, Theo-
rem 2.4], M is computed in O(nω

B(d)) field operations from
K. We obtain the following result.

Theorem 20. Algorithm WeakToPopov is correct. The
cost of the algorithm is O(nω

B(d) +mnω−1
M(d)) field op-

erations from K.

5. POPOV DECOMPOSITION OF NONSIN-
GULAR MATRICES

Let A ∈ K[x]n×n be nonsingular of degree d. In this sec-
tion we put together the results of the previous sections and
give a deterministic algorithm to produce the decomposi-
tion A = UP where P is the Popov form of A and U is
unimodular.

Once the Popov form P has been computed, we can re-
cover U as U = AP−1. Let X = Diag(xc1 , . . . , xcn), where
ci is the degree of the pivot entry in column i of P , 1 ≤ i ≤ n.
The Popov form P of A also satisfies degP ≤ degAd, and
by Lemma 5, each row of U must also have degree bounded

WeakToPopov(W,n,m, d)

Input: A weak Popov form W ∈ K[x]n×m of rank n
and degree d.

Output: P , the Popov form of W .

1. [Extract pivot columns and scale]
B := submatrix of W comprised of the columns

containing pivot entries;
Let ci be the degree of the pivot in column i of B.
X := Diag(xd−c1 , xd−c2 , . . . , xd−cn);

2. [Minimal approximant basis computation]

G :=
[
BX −In

]T
∈ K[x]2n×n;

δ := (0, . . . , 0), of length 2n;
M := PM-Basis(G, 3d + 1, δ);
[
U R

]
:= the rows of M that have

degree bounded by d;

3. [Recover the Popov form of W ]
T := LC(R)−1U ;
P := TW ;
Permute rows of P so that (iii) of Def. 4 holds;
return P

Figure 2: Algorithm WeakToPopov

by d. Now note that

U = AP−1

= (AX−1)(PX−1)−1

=






y−d

D
︷ ︸︸ ︷

yd(AX−1) |x=1/y(

B
︷ ︸︸ ︷

(PX−1) |x=1/y)
−1







|y=1/x

where D and B are over K[y]. Since degU ≤ d and since
B(0) is invertible, we have yd U(y−1) = Rem(DB−1, yd+1).

Algorithm NonsingularPopovDecomp shown in Figure 3
uses the scheme described above the compute U from P
and A. Algorithm RowReduce used in phase 1 is described
in [7]. RowReduce is a deterministic variant of the Las Vegas
randomized algorithm for row reduction in [6] that, unlike
the algorithm from [6], avoids the need to know a a pri-
ori or choose randomly an α ∈ K such that x − α does
not divide detA. By [7, Theorem 36], the cost of comput-
ing R in phase 1 is O(nω(logn)2 B(d)) field operations from
K. The only computations in phase 2 requiring field opera-
tions is the computation of Rem(B−1, yd+1) and the product
DRem(B−1, yd+1). Since the constant coefficient of B is a
permutation of In, the inverse of B up to order yd+1 can
be computed using Newton iteration in time O(nω

M(d)).
We obtain the following result as a corollary of Theorems 13
and 20.

Theorem 21. Algorithm NonsingularPopovDecomp is cor-
rect. The cost of the algorithm is O(nω(log n)2 B(d)) field
operations from K. This result assumes that B(t) ∈ O(tω−1).

6. CONCLUSIONS AND FUTURE WORK
Given that the Popov form P has the same set of row

degrees as a reduced form R, and only requires some ad-



NonsingularPopovDecomp(A, n, d)

Input: A nonsingular matrix A ∈ K[x]n×n of degree d.
Output: P,U ∈ K[x]n×n, with P the Popov form of A

and A = UP .

1. [Compute the Popov form]
R := RowReduce(A,n, d);
W := ReducedToWeakPopov(R,n, n, degR);
P := WeakToPopov(W,n, n,degW );

2. [Compute U ]
X := Diag(xc1 , . . . , xcn), where ci = degCol(P, i);
B := (PX−1) |x=1/y;

D := yd(AX−1) |x=1/y;

E := y−d Rem(DRem(B−1, yd+1), yd+1);
U := E |y=1/x;
return P,U

Figure 3: Algorithm NonsingularPopovDecomp

ditional normalization conditions to be satisfied, a natural
question that arises is if the transformation from R to P
is at least as hard as polynomial matrix multiplication: we
answer this question affirmatively with a reduction similar
to the well known reduction [1, Page 246] of scalar matrix
multiplication to triangular matrix inversion.

Let A,B ∈ K[x]n×n have degree bounded by d. The fol-
lowing matrix C with degree bounded by 2d + 1 is row re-
duced since it is in weak Popov form:

C :=

[
xd+1In B

−xd+1A x2d+1In

]

∈ K[x]2n×2n.

The Popov form P of C is obtained as follows:

[
I
A I

] C[
xd+1I B

−xd+1A x2d+1I

]

=

P[
xd+1 B

AB + x2d+1I

]

.

We obtain the following result.

Theorem 22. If we have an algorithm (algebraic ram)
for transforming a nonsingular 2n× 2n row reduced matrix
of degree 2d+1 to Popov form with P (n, d) operations from
K, then two n × n matrices of degree d over K[x] can be
multipied together with P (n, d) operations from K.

Our algorithms for transforming from row reduced to weak
Popov, and from weak Popov to Popov, worked for rectan-
gular input matrices of full row rank. Currently, our de-
terministic algorithm for computing the Popov decomposi-
tion requires the input matrix to be square and nonsingular.
Randomization can be used to extend the algorithm to ma-
trices of arbitrary shape and rank, but our ultimate goal is
to obtain a deterministic algorithm for the general case.
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